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Summary

The holographic principle constitutes a guiding principle for the construction of a quantum theory of
gravity. While the final goal is the application of such a theory to our own universe, the most concrete
instantiation of the holographic principle derives from string theory on Anti-de Sitter (AdS) spacetimes:
the AdS/CFT correspondence. It is this framework with which most of this thesis is concerned. In
the first part of this work we consider a supersymmetric extension of a prominent two-dimensional
duality: JT gravity on AdS2 and the SYK model. We first demonstrate that the derivation of the
Schwarzian boundary action may be generalised to the N = (2) super-Schwarzian. We show that the
analysis of low-energy modes on a 1/4 BPS background on AdS4 reduces to the calculation of matter
coupled to the super-Schwarzian as determined from N = (2, 2) JT supergravity. We continue in the
framework of JT gravity. More specifically we consider a duality between JT gravity on hyperbolic
Riemann surfaces (with an arbitrary number of genera and asymptotic boundaries) and the genus
expansion of a specific double-scaled matrix integral. In the language of topological gravity we show
how the theory may be generalised to arbitrary deformations and how such deformations a�ect the
spectral form factor. We then move on to the analysis of a specific quantum information quantity in
the context of the AdS/CFT correspondence: complexity. We demonstrate that the universal Lloyd’s
bound, an upper bound on information processing, implies that complexity as a holographic probe
may not penetrate behind the inner horizon of a charged black hole. Moreover, we also show how to
define complexity non-perturbatively via a replica trick in JT gravity. This resolves an issue regarding
the dangerous late time growth of the variance of complexity.
Finally, we move on to considering a toy model both of our past inflationary universe and our dark
energy dominated current universe: de Sitter spacetime. In this context we show that for a specific
state, the Unruh-de Sitter state, which is analagous to black hole evaporation for a cosmological
spacetime, the past cosmological horizon becomes a holographic screen. Furthermore, we calculate
the fine-grained entropy showing that information may not be recovered.
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CHAPTER 1

Introduction

In this introductory section we will preface the main topics of this thesis and establish results which
are part of the body of literature relevant to the work described here. While many details are given,
the main emphasis here is on the larger, conceptual framework. More specifically the questions we
want to answer in this section are the following:

• What are the big problems of theoretical physics and how do we plan to tackle them?

• What is the holographic principle?

• What is the AdS/CFT correspondence?

• What is a quantum chaotic system and why do we consider gravity to be chaotic?

• What is computational complexity and how does it appear in a holographic context?

• Why does JT gravity follow the expectations of a chaotic system both with respect to spectral
statistics and also with respect to complexity at late times?

• What is the state of our universe and how may we think about it holographically?

The introductory section of this thesis is to large parts based on review articles. The sections explicitly
dealing with the holographic principle, namely sections 1.2, 1.3.3, 1.6.1 and 1.6.2 are based on [1]. The
section dealing with generalities of quantum chaos and its realisation in gravitational contexts, section
1.4, is based on [2], [3], [4] and [5]. The theory of computational complexity and its holographic
realisation is introduced in section 5 and is based on [6], [7] and [8]. We will cite original publications
in the sections themselves.

1.1 The (big) Questions

Some of the biggest questions of modern theoretical physics are the following: what is the nature of
the interior of a black hole? How did the universe begin? Are the singularities of general relativity
resolved at the quantum level? Does the evaporation of a black hole occur in a unitary manner? These
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Chapter 1 Introduction

are expressly gravitational questions. One hope of resolving these questions comes in the form of
string theory. While there has been remarkable success on many fronts, many of the aforementioned
questions are very di�cult to tackle in a full-blown string theory framework. For this reason much
recent work has been performed via low-dimensional toy models and more e�ective approaches.
However, without a complete UV description, there must be a guiding principle. There are general
arguments suggesting that for a quantum theory, the description of a volume of space may be described
at a fundamental level, by the area encompassing that volume. The most explicit realisation of this
principle comes from string theory: the AdS/CFT correspondence [9–12], which posits an equivalence
between string theory on asymptotically Anti-de Sitter (AdS) spaces and conformal field theories
(CFT), considered to be living on the boundary of the AdS space. As this gives an explicit definition
of quantum gravity for AdS spacetimes, it is believed that formulating the above big questions in a
holographic manner is essential in solving them. AdS/CFT therefore represents a well-understood
setting in which to analyse important theoretical problems.

1.2 General Arguments for the Holographic Principle

In order to furnish some intuition, let us review the physical principles generally suggesting the
holographic principle. For a quantum-mechanical system the number of degrees of freedom # is
defined to be the logarithm of the dimension of the Hilbert space dim(H):

# = ln dim(H) . (1.1)

Let us now consider a spherial region of space with an arbitrary configuration of matter. On a
fundamental level, how many degrees of freedom could such a system have? Naively, quantum field
theory would lead to an infinite answer: # ! 1. However, clearly we have to set a cuto� and
hence specify a smallest possible length scale. The most natural possibility is the Planck length,
✓
%
= 1.6 ⇥ 10�33cm. We may therefore model our quantum field theory as individual harmonic

oscillators on a Planck length grid and assume one oscillator per Planck volume. We take each
oscillator to have = discrete states. As the oscillator spectrum is cut o� at the Planck energy, the
number of oscillators may not exceed the volume + of the system. Therefore the degrees of freedom
are given as

# ⇠ ln (=)+ , (1.2)

which seems to indicate a scaling with the volume. However, this is in tension with the principles of
gravity. To demonstrate this, we will have to review some basic aspects of black hole thermodynamics.
In [13] Hawking introduced the area theorem, which states that the area of a black hole horizon � may
never decrease in time:

3� � 0 . (1.3)

Clearly no classical process could violate (1.3) as no particles can escape a black hole. Particles
falling into the black hole will lead to an increase of the black hole mass ", which in turn due to
� ⇠ "

2 will lead to an increase of the area. Based on the similarity of (1.3) to the second law of
thermodynamics, Bekenstein [14–16] suggested the following identification (BH = �

4 and furthermore
a generalisation of (1.3) to

3(total � 0 , (1.4)

2



1.3 AdS/CFT Correspondence

with (total = (BH + (outside. Equation (1.4) is called the generalised second law. The area theorem
(1.3) leaves one issue untouched. Even though the area might increase via matter falling in, how is the
entropy a�ected? The no-hair theorem guarantees that classically any kind of black hole is described
completely by mass, angular momentum and charge [13, 17–20]. Throwing a high entropy system
into a black hole would hence seemingly reduce the entropy of the universe as the black hole seems
independent of the microstates of the high entropy box. The identification of the entropy of a black
hole with its area and the generalised second law (1.4) seem to circumvent this as the reduction of
matter entropy (outside is compensated by the growth in area. This in itself however is not su�cient.
Assuming the validity of equation (1.4), implies the Bekenstein bound for any matter system (in
asymptotically flat space) [21]:1

( = 2c⇢' , (1.5)

where ⇢ is the mass-energy and ' is the radius of smallest sphere that can hold the matter system. As
the entropy (BH is only sensitive to the increase of mass, which implies an increase in area, we could
imagine a high entropy, low mass configuration which would violate (1.4). The bound (1.5) declares
this scenario unphysical. Demanding gravitational stability (' � 2⇢) in (1.5) leads to

( =
�

4
. (1.6)

We therefore arrive at the following conclusion. For a system of finite size and energy, the maximum
amount of information required at the fundamental level can not exceed �

4 , where � is the area
enclosing the matter system. Furthermore, the bound is saturated for black holes. In contrast to (1.2)
we conclude that

# =
�

4
. (1.7)

How can we explain the discrepancy to (1.2)? In short, we had failed to include the demand of
gravitational stability. The cuto� we imposed was that each Planck volume may at most contain one
Planck mass, so implicitly the scaling ⇢ ⇠ '3. However, as used in the derivation of (1.7) the bound
for gravitational stability is ' � 2⇢ . The result (1.6) led to the proposal of the holographic principle
[22, 23]:

A region with boundary of area � is fully described by no more than �/4 degrees of freedom,
or about 1 bit of information per Planck area. A fundamental theory, unlike local field theory, should
incorporate this counterintuitive result.

We have seen that for the reasoning of this fundamental principle, the inclusion of gravitational
thinking was tantamount. Moreover, black holes play an important role.

1.3 AdS/CFT Correspondence

Before moving on to a more detailed description of the AdS/CFT duality as it originates from string
theory, let us first state a general connection between gauge theories and string theory, which represents
the fundament on which later developments were built.

1 Indeed for this section we are considering asymptotically flat space in four dimensions.
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Chapter 1 Introduction

1.3.1 String Theory and Large n Gauge Theories

For all gauge theories the rank of the gauge group = is a dimensionless parameter. It is therefore
tempting to take parametric limits of this quantity. For * (=) gauge theories ‘t Hooft proposed to
perform an expansion for = ! 1, which has proven remarkably useful. However, naively it might
seem that = ! 1 does not correspond to a sensible limit as the self-energy diverges. On closer
inspection it is clear that the self-energy carries powers of _ := 62

."
=, where 6

."
is the dimensionless

coupling constant and in general that the partition function takes on the form [24]:

/ =
’
6�0

=
2�26

5
6
(_) . (1.8)

Therefore the limit we should consider is actually

=! 1 , _ fixed . (1.9)

So far we have not explained why the partition function turns into (1.8) and what the parameter 6
means. Lets argue for this briefly. The Yang-mills action is given by (where we immediately use the ‘t
Hooft parameter)

(YM = � =

2_

π
3

4
GTr

⇣
�
`a
�
`a

⌘
, (1.10)

where we temporarily work with (* (=) such that the gluon fields are = ⇥ = matrices

⇣
�
`

⌘
8 9̄

, 8, 9 = 1, ..., = . (1.11)

The Lagrangian (1.10) leads to the propagator

h�8 9̄
`
(G)�:;̄

a
(H)i = �

`a
(G � H)

✓
X
8;̄

X
9 :̄ � 1

=

X
8 9̄

X
:;̄

◆
, (1.12)

which in the large = limit loses the second term (which also means we are then e�ectively working
with * (=)). Without this term we can use the double-line notation shown in figure 1.1, where
the lines represent the fundamental and anti-fundamental representations of the field in the adjoint
representation [24]. As the same can be done for all vertices, all Feynman diagrams amount to closed,
oriented Riemann surfaces. Counting the powers of = and _ can now be done diagrammatically and it
can be shown that the vacuum diagrams with + vertices, ⇢ propagators and � loops have an expansion
coe�cient of the form ✓

_

=

◆
⇢ ⇣

=

_

⌘
+

=
� = =j_⇢�+ , (1.13)

where we have introduced the Euler number j = + � ⇢ + �, which for closed compact surfaces
amounts to j = 2 � 26 with 6 being the number of handles. This leads to the expression (1.8). A
closer look at (1.8) suggests that we may rewrite this expression suggestively as

/ =
’
6�0

6
26�2
B

/
6
. (1.14)

4



1.3 AdS/CFT Correspondence

Figure 1.1: The large = limit of a (* (=) gluon propagator depicted in terms of double-line notation first
introduced in [24]. Figure taken from [25].

where we have made the identification 6
B
= 1
=
. The form (1.14) is very much reminiscent of the string

theory loop expansion. We can therefore see that Feynman diagrams of gauge theory in a certain limit
are equivalent to surfaces representing interacting strings. While this is a perturbative statement on
the level of asymptotic expansions, it hints at a deep connection between gauge theories and string
theory. The limit (1.9) will therefore play an important role in the construction of the AdS/CFT
correspondence as we will see in the next section. We will also see similar ideas regarding surfaces
and genus expansions in the context of two-dimensional gravity in section 1.4.9, where we will be
somewhat more explicit in the derivation of the large = limit.

1.3.2 Statement of the Correspondence

Consider = coincident, parallel ⇡3-branes in ten-dimensional spacetime. Naturally these objects are
extended in a (3 + 1)-dimensional hyperplane but localised at the same position in six-dimensional
transverse space. Generally we would expect open string excitations of the ⇡3-branes, closed
string excitations on spacetime and open-closed interactions. We may take a low energy limit
U
0 ! 0, which decouples open-closed interactions. Moreover, massive modes and higher derivative

terms are neglected and we encounter a bulk description in terms of free supergravity type IIB and
four-dimensional * (=) gauge theory on the ⇡3-branes. To be clear, we obtain two non-interacting
theories:

• free supergravity in the bulk ,

• N = 4, four-dimensional* (=) super Yang-Mills .

We may however also consider a di�erent part of the parameter space, in which we have to take into
account the backreaction of the branes. Let us take the limit introduced in section 1.3.1, =62

."
>> 1.

As was shown in [26], now the ⇡3-branes amount to extreme RR-charged black p-branes with a metric
of the form:

3B
2 =

1

�

1
2

[
`a
3G
`

3G
a + �

1
2

⇣
3A

2 + A2
3⌦2

5

⌘
, (1.15)

with the harmonic function � = 1 + !
4

A
4 with !4 = 4c6

B
✓

4
B
= and [ of course being the flat space metric.

In this context, at low energies we again arrive at two di�erent sets of non-interacting theories. There
are of course low-energy modes propagating far away from the branes which are hence described by
free supergravity. However additionally there are also low-energy modes close to the horizon, which
propagate on a metric, which is the near-horizon limit of (1.15). This region is obtained by A

!
<< 1,

such that we arrive at

3B
2 =

A
2

!
2
3ÆG2 + !

2

A
2
3A

2 + !2
3⌦2

5 . (1.16)
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Chapter 1 Introduction

This is the metric of �3(5 ⇥ (
5. Therefore we end up with two di�erent theories describing the two

di�erent types of low-energy excitations

• free supergravity in the bulk ,

• supergravity type IIB on �3(5 ⇥ (
5 .

Therefore the correspondence states that the (super-)gravitational theory obtained on �3(5 ⇥ (
5 is

non-perturbatively defined by a 3 + 1-dimensional conformal field theory, namely supersymmetric
Yang-Mills with a* (=) gauge group. We can say more however. The perturbative regimes of the two
theories do not overlap. The two dimensionless ratios are related as [9]:

!
4

✓
4
B

= 4c6
B
= = 62

."
= = _ , (1.17)

where to be clear ! is the AdS and sphere lengthscale in (1.16), ✓
B

the string length, 6
B

the string
coupling and 6

."
, = and _ are gauge theory parameters introduced in section 1.3.1. Equation (1.17)

illustrates that when we are in the limit of a simple, perturbative gauge theory description, therefore
_ << 1, stringy e�ects become important. Moreover, we also learn that when we assume the gauge
theory to be strongly coupled, therefore _ >> 1, we have a simple classical supergravity description in
the bulk. Hence “we can use string theory to learn about gauge theory, and we can use gauge theory to
learn about string theory" [27]. In its strongest form the correspondence is believed to hold for arbitrary
values of =. While the original top-down example of �3(5/⇠�)4 is best understood, in recent times
a lot of progress has been made in bottom-up constructions. General symmetry arguments already
hint at the fact that the ideas regarding �3(5/⇠�)4 can be generalised to a universal correspondence
�3(

3
/⇠�)

3�1[28]:

Isometries of AdSd:

L
Z1
6AdS = 0 .

Conformal isometries of (3 � 1)-
dimensional flat space:

L
Z2
[ = ⌦[ .

The framework of AdS/CFT is built on the fact, that these algebras are equivalent. This implies that
states in these two theories can be matched. This is a more “bottom-up" view of AdS/CFT, whereas
the original example is “top-down". For the original example, the conformal group ($ (2, 4) and the
R-symmetry group ($ (6) are realised as Killing symmetries on the �3(5 ⇥ (

5 background.

1.3.3 AdS/CFT and the Holographic Principle

How does the dual theory furnish the holographic principle we introduced earlier? In what way does
it avoid the naive quantum field theory result (1.2)? To answer this question we have to calculate the
degrees of freedom of this dual theory and compare with the boundary area in Planck units. Naively
the degrees of freedom are infinite (due to the UV-divergent modes), however the same holds true
for the area. Following [29], we focus solely on the AdS5 part of (1.16) and perform a coordinate

6



1.3 AdS/CFT Correspondence

transformation to arrive at the following metric:2

3B
2 = !2

266664
�

 
1 + D2

1 � D2

!2

+ 4

(1 � D2)2

⇣
3D

2 + D2
3⌦2

3

⌘377775
, (1.18)

where the boundary is now at D = 1 and the interior at 0  D < 1. We regularise the bulk spacetime
by introduction of an IR cuto� truncating the bulk: D2 = 1 � n . For the gauge theory this is actually a
UV cuto�. The regularised area of the sphere is given by

� ⇠ '
3

n
3
. (1.19)

Now we must compare (1.19) to the number of degrees of freedom of the field theory living on the
regularised sphere. As the total number of cells of the discretised sphere is ⇠ n�3 and the number
of field theory degrees of freedom for * (=) is of order =2, the total number of degrees of freedom
amounts to

# =
=

2

n
3

=
�=

2

'
3
. (1.20)

The correspondence [9] requires the relationship (1.17), which in the conventions of [29] is:

! = ✓
B
(=6

B
)1/4

. (1.21)

Using this we can rewrite (1.20) as

# =
�

⌧5
, (1.22)

where we have identified ⌧5 = ✓
8
B
6

2
B
!
�5. With respect to the holographic bound, Anti-de Sitter

spacetimes display two crucial features related to the existence of a timelike (conformal) boundary,
which make it predisposed for a holographic description:

• There exist spacelike slices of the spacetime allowing for a description at the boundary in terms
of degrees of freedom not exceeding the area of the boundary of these slices �.

• The evolution between di�erent spacelike slices at di�erent times is given in terms of a unitary
CFT decoupled from gravitational fields.

These features conform with the use of a spacelike entropy bound as proposed in (1.6), such that all
considerations take place at a fixed time. For arbitrary situations as in cosmology, a covariant entropy
bound is appropriate.

2 A similar argument may of course also be used in the complete ten-dimensional spacetime [1].
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Chapter 1 Introduction

1.3.4 Black Holes

Of course the identification of the entropy of a black hole with its area poses a new puzzle: what is the
microscopic origin of the entropy? What are the underlying microstates? By the inclusion of quantum
field theory e�ects on a curved background, Hawking famously showed that black holes radiate via a
quantum process [30, 31]. Remarkably the temperature ) is exactly in accordance with a first law of
thermodynamics [32]

3" = )3(BH . (1.23)

However, the blackbody radiation ) of the black hole implicates a tension between quantum field
theory and gravity. The entropy of the radiation seems to imply an ever-increasing Hilbert space in
contradiction with the finite size implied by (BH = �

4 . Therefore the resolution of this paradox is
seen as central in the construction of a theory of quantum gravity. While in principle the AdS/CFT
correspondence seems to already solve this paradox as any black hole in Anti-de Sitter is identical to
some unitary quantum field theory, figuring out the details on how exactly information is localised in a
gravitational theory is still a point of ongoing research.

1.4 Chaos, Random Matrix Theory and JT Gravity

In this section we will argue why we should think of gravity as a chaotic theory and furthermore
how the universal behaviour of quantum chaotic systems allows us to determine general expectations
for theories of quantum gravity. Furthermore we will briefly explain how JT gravity follows these
expectations.

1.4.1 Classical Chaos

While in general there is no agreed upon definition of quantum chaos, at least in the classical case
there are simple characteristics which may be defined. Let us however first define what an integrable
system is. For classical systems we may think about phase space trajectories. A system with a
Hamiltonian � ( Æ?, Æ@) expressed in terms of the canonical coordinates Æ

@ = (@1, ..., @# ) and momenta
Æ? = (?1, ..., ?# ) is called integrable if there are # independent conserved quantities Æ� (for a system
of # degrees of freedom)[33]:

{�
9
,�} = 0 , {�

9
, �
:
} = 0 , (1.24)

where we have used the Poisson bracket

{ 5 , 6} =
’

9=1,...,#

m 5

m@
9

m6

m?
9

� m 5

m?
9

m6

m@
9

. (1.25)

For such a system the Liouville-Arnold Theorem states that there exists a canonical transformation to
action angle variables ( Æ?, Æ@) ! ( Æ�,⇥), such that � ( Æ�,⇥)[33]. The equations of motion are of course
trivial: �

9
= const. and ⇥

9
(C) = ⌦

9
C + ⇥

9
(0). On the contrary, chaotic systems exhibit exponential

sensitivity of the motion of trajectories in phase space to small perturbations. Therefore under a
change of initial conditions @0 ! @0 + X@0 (we take @0 := @(C = 0)) we observe a new trajectory
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1.4 Chaos, Random Matrix Theory and JT Gravity

Figure 1.2: Schematic depiction of ⇠ (C) (as defined in (1.29)) for a chaotic system. Following a short "collusion
time" C

3
⇠ V, ⇠ (C) enters a regime of exponential Lyapunov growth. This ends at the scrambling time C

B
(1.31).

Thereafter ⇠ (C) saturates to the late-time average. Figure taken from [4].

@(C) ! @(C) + X@(C), such that

m@(C)
m@0

= {@(C), ?(0)} ⇠ 4_! C , (1.26)

where _
!

is the so-called Lyapunov exponent. For a system with a semi-classical regime (\ << 1), we
may use an approach pioneered in [34] and advanced in [35–37]. The Poisson bracket is approximated
by a commutator such that for our purposes we may take:

{@(C), ?(0)} ! 1
8\
[@̂(C), ?̂(0)] . (1.27)

As we are usually interested in thermal states the following quantity seems promising:

⇠ (C) = h�[@̂(C), ?̂(0)]2i
V
, (1.28)

with hi
V
= Tr 4

�V�

/
. More generally we could consider two arbitary Hermitian operators, such that

(1.28) generalises to
⇠ (C) = h�[,̂ (C), +̂ (0)]2i

V
. (1.29)

The square is taken here to avoid phase cancellation.

⇠ (C) = 2 � 2h, (C)+ (0), (C)+ (0)i
V
. (1.30)

The typical behaviour of a chaotic system is depicted in figure 1.2. After a short time C
3
⇠ V we

observe a region of Lyapunov exponential growth. At the so-called scrambling time

C
B
⇠ 1
_
!

log
✓
1
\

◆
(1.31)
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Chapter 1 Introduction

the commutator achieves macroscopic values O(1). The final region is the Ruelle region, which
amounts to a saturation of ⇠ (C) to its late-time average. All of the relevant information is encoded in
the out-of-time-ordered correlator (OTOC)

OTOC(C) = h, (C)+ (0), (C)+ (0)i
V
. (1.32)

Let us now gain some intuition for the behaviour depicted in figure 1.2. The OTOC may be rewritten
as the inner product of two states:

OTOC(C) = hk2 |k1i , (1.33)

with

|k1i = , (C)+ (0) |Vi , (1.34)

|k2i = + (0), (C) |Vi , (1.35)

with |Vi a thermal state defined by 4�V� . The OTOC must vanish at late times to achieve the saturation
of ⇠ (C) at the value 2.3 We can quickly see that this is in accordance with [+ (0),, (C)] < 0, which
intuitively means that early measurements of + (0) a�ect later measurements of, (C), which in turn
implies that hk2 |k1i ⇡ 0 as |k1i and |k2i have a negligible superposition. This guarantees the
saturation to ⇠ (C) ⇡ 2. This may also be nicely understood in the language of operator growth:

, (C) = 48�C, (0)4�8�C

=
1’
:=0

(�8C):

:!
[�,, (0)]

:
, (1.36)

where we use the definition [- ,. ]
:
= [- , [- ,. ]

:�1] and [- ,. ]0 = . and we have used the Baker-
Campbell-Hausdor� formula. From (1.36) we can observe that for chaotic systems at each step in
time the operator, (C) becomes more complicated and the number of non-zero commutators with
other operators grows as time evolves. This can for example be nicely checked with Ising-like models
or spin chains [36].

1.4.2 Classical Thermalisation

Chaotic behaviour can both be a consequence of a complicated Hamiltonian or of a thermal heat bath
with the later case perhaps being more relevant in a holographic context. Consider the phase space of
a closed, classical system with a complete description in terms of canonical coordinates and momenta.
As time progresses and the system evolves it will move in phase space. Due to energy conservation
the path it traces out will be a surface of constant energy. We define a system to be ergodic if it gets
arbitrarily close to every point of phase space (with the constant energy constraint fulfilled)[38]. In
turn ergodic systems, given long enough time, will meet every point of the constant energy surface.
Now Liouville’s theorem states a relationship between time and phase space. More explicitly, the
system will spend “equal times in equal phase space volumes". We are usually interested in time

3 “Late times" refers to the saturation of ⇠ (C) here. In later sections, such as section 1.4.6, we also use the terminology of
“late times", which then will refer to times after the Thouless time, which is defined as the time at which RMT behaviour
is attained.
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1.4 Chaos, Random Matrix Theory and JT Gravity

averages of observables O(C) over timescales ) with the final goal of taking ) to infinity. The above
logic implies that the time average may be replaced by a phase space calculation [38]:

hOi
)
=

Ø
(

O(�)3�Ø
(

3�
, (1.37)

where the constant energy surface is denoted by ( and the phase space curve by �. This is exactly
how averages are found in the microcanonical ensemble. Classically, we speak of thermalisation
if (1.37) holds, therefore if the long-time average equals the microcanonical one. How does this
apply to realistic physical systems? It is generally believed that for large systems, therefore # ! 1,
(1.37) is a good approximation. It should also be noted that ergodicity and chaos are not equivalent,
however in practice most systems with a large number of degres of freedom are both erdodic and
chaotic. Especially in a holographic context, the entropy of a black hole is considered to be huge. The
approach to thermal equilibrium, therefore the independence of initial conditions, can be given a more
quantitative form in the following manner. We can introduce a thermal two-point function

⌧ (C) = h@(C)@(0)i
V
� h@(C)i2

V
, (1.38)

with the generally expected behaviour

⌧ (C) ⇠
’
9

1
9
4
�` 9 C

, (1.39)

where 1
9

are some real constants but `
9

are complex and therefore correspond to resonances. At late
times the behaviour is controlled by the smallest `

9
. If we apply a semi-classical analysis as in the

previous section, then the objects of interest are the two-point correlators h+ (C)+ (0)i. The dissipation
time C

3
we introduced in the previous section characterises the exponential decay of these correlators,

i.e.
h+ (C)+ (0)i ⇠ 4�

C
C3 . (1.40)

In a holographic context Ruelle resonances appear as quasi-normal modes of black holes with
Im(l) ⇠ C�1

3
and C

3
⇠ V [39, 40].

1.4.3 Quantum Chaos and Random Matrix Theory

Naturally for a quantum mechanical system the above definitions with respect to phase space become
ill-defined as the notion of a phase space trajectory can not be constructed due to the uncertainty
principle. Furthermore the linearity of the Schrödinger equation does not allow for exponentially
departing wavefunction trajectories under perturbation. However, originally in the setting of nuclear
physics [41–44], so-called random matrix theory (RMT) was developed, which defines a notion of
quantum chaos. The basic idea is that rather than trying to find the exact eigenspectra of highly
complex Hamiltonians, one should instead probe their statistics. Furthermore, a microcanonical
ensemble may be defined for which the density of states becomes constant and importantly the
Hamiltonian will be random. Therefore under consideration of the symmetries of the original
Hamiltonian, the analysis of statistical properties of random Hamiltonians may be used to deduce
statistical statements about eigenstates and energy levels. Let us now elucidate some of the most
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Chapter 1 Introduction

important RMT concepts by use of a 2 ⇥ 2 Hamiltonian theory. For any random matrix theory we
have to specify the probability distribution from which the matrix is drawn. We consider a simple
example with a Gaussian distribution with zero mean and variance f[45–47]:

�̂ =

 
n1

+p
2

+
⇤

p
2

n2

!
. (1.41)

Diagonalising the Hamiltonian gives the eigenvalues ⇢1 and ⇢2

⇢1,2 =
n1 + n2

2
± 1

2

q
(n1 � n2)

2 + 2|+ |2 . (1.42)

We can already note the following by inspecting (1.42) closer: ⇢1 and ⇢2 due to + never cross each
other. This phenomenon is known as eigenvalue repulsion. For a system with time-reversal symmetry
�̂ is a real matrix with +⇤ = + . We now want to calculate the statistical properties of the level
separation in terms of the energy di�erence, therefore %(l) := %(⇢1 � ⇢2). This amounts to the
integration (for the real case)

%(l) = 1

(2c)3/2
f

3

π
3n1

π
3n2

π
3+ exp

 
��n

2
1 + n2

2 ++2

2f2

!
X

✓q
(n1 � n2)

2 + 2+2 � l
◆
.

(1.43)
By use of spherical coordinates this gives the result

%(l) = l

2f2
exp

 
�l2

4f2

!
. (1.44)

For the case without time reversal we arrive at

%(l) = l
2

2
p

2f3
exp

 
�l2

4f2

!
. (1.45)

Note the following behaviour for both expressions given for %(l).

• Level repulsion is again manifest as %(l) ! 0 for l ! 0.

• We also observe Gaussian decay for large l.

The above expressions (1.44) and (1.45) generalise to Wigner’s surmise:

%(l) = #
V
l
V exp

⇣
�"

V
l

2
⌘
, (1.46)

with V = 1 being the time-reversal case, also called the Gaussian orthogonal ensemble (GOE) and
V = 2 corresponding to the non time-reversal invariant case, also known as the Gaussian unitary
ensemble (GUE). There is also a third ensemble with V = 4, called the Gaussian symplectic ensemble
(GSE), which is invariant under symplectic transformations. The three aforementioned ensembles
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1.4 Chaos, Random Matrix Theory and JT Gravity

from which the matrices themselves are drawn from, are of the form

%(�̂) ⇠ exp
�
�Tr+ (�̂)

�
= exp

✓
� V

20
Tr (�̂2)

◆

= exp

 
� V

20

’
8, 9

�
8 9
�
98

!
, (1.47)

which fulfills

• invariance under a rotation of basis � ! 6�6
�1 ,

• a Hermitian matrix � = �† ,

• a Gaussian potential + (�) ⇠ �2 .

Such random matrix ensembles are known as Wigner-Dyson ensembles. Although we have depicted
a Gaussian structure in (1.47), the same concepts can be generalised to non-Gaussian measures.
In the more general case of matrices of larger dimension than 2, the analytic form for the level
separation can not be found, however it obeys a form similar to (1.46). Above we have seen three
random matrix ensembles classified with respect to their symmetry group ⌧. There are however
all in all 10 ensembles. Four further ensembles can be constructed by considering the same simple
symmetry groups with � being a second rank tensor [48, 49]. Briefly, for ⌧ = * (!), � can
either be symmetric or antisymmetric. For ⌧ = $ (!), � is antisymmetric and for ⌧ = (%(!),
� is symmetric. Three additional cases can be constructed by taking the products * (!) ⇥ * (!),
$ (!) ⇥$ (!) and (%(!) ⇥ (%(!), such that � is now a bifundamental. Mixed products of di�erent
groups are not permitted as the bifundamental would have more than ! degrees of freedom. What is
the relationship of such ensembles to individual quantum systems? The answer comes in form of the
Bohigas-Giannoni-Schmit (BGS) conjecture [50]. BGS discovered that for single particle systems (in
the context of Sinai billiards) for a su�ciently narrow high-energy window, the level statistics are
described by the GOE distribution. This leads to the more general conjecture that for a system with a
classical chaotic limit, the quantum energy level statistics will follow a Wigner-Dyson distribution
(in a certain energy window). Therefore if a Wigner-Dyson distribution is observed, we speak of
quantum chaos (even if there may not be a classical limit). We should also clearly delineate between
actual physical Hamiltonians and those drawn from the ensemble. For most Hamiltonians due to
locality we expect the matrix to be more sparse than random matrix Hamiltonians, such that it may
not be clear how these things are related. There are two points to be made here. First, while indeed
a random matrix is generally a dense matrix and a physical Hamiltonian generally more sparse, the
eigenspectrum of the physical Hamiltonian still displays Wigner-Dyson statistics. These statistics in
the random matrix theory are worked out in a fixed basis. If we were to diagonalise with respect to any
specific random matrix, the physical statements would still hold for the ensemble overall. Secondly,
there is a sense in which the sensitivity to initial conditions we had declared a signature of classical
chaos, generalises to quantum chaos. Following ref. [46], it can be seen that if a physical (chaotic)
Hamiltonian is perturbed it will generally take on the structure of a random matrix if written in the
basis of the unperturbed eigenstates.
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Chapter 1 Introduction

Let us now make some concrete statements about observables in RMT. We consider the observable Ô,
which therefore as a Hermitian operator may be written in the form

Ô =
’
9

O
9
| 9ih 9 | , (1.48)

with Ô | 9i = O
9
| 9i. We can calculate matrix elements of this observable

O
<=

= h< |Ô |i
=

’
8

(k<
8
)⇤k=

8
, (1.49)

where we have introduced the notation k<
8

:= h8 |<i. What can we say about k<
8

in RMT? The joint
probability distribution of eigenvector components takes on the form [51]:

%GUE(k1, ...,k# ) ⇠ X
 ’
9

|k
9
|2 � 1

!
, (1.50)

where the k
9

are wavefunction components in some fixed basis. Intuitively (1.50) implies that
eigenvectors of random matrices are random unit vectors. Therefore if we average over random
eigenkets, we get

(k<
8
)⇤k=

9
=

1
#

X
<=
X
8 9
, (1.51)

in leading order in the Hilbert space dimension # . Equation (1.51) implies di�erent results for
o�-diagonal and diagonal elements, namely:

O
<=

=
X
<=

#

’
8

O
8

:= Ō , (1.52)

where we have also introduced new notation. We may also think about fluctuations by calculating the
variance around (1.52), which again will give di�erent results for diagonal and o�-diagonal elements.
For diagonal elements we get:

O2
<<

� O
<<

2
=

3 � V
#

O2
, (1.53)

where V refers to the di�erent ensembles defined below (1.46). For o�-diagonal elements we have:

O2
<=

� O
<=

2
=

1
#

O2
. (1.54)

From (1.52) in combination with (1.53) and (1.54) we arrive at the following ansatz in leading order
in 1

#
:

O
<=

⇡ OX
<=

+

s
O2

#

'
<=

, (1.55)

where we take '
<=

to be the components of a random matrix from a Gaussian ensemble appropriately
chosen with respect to symmetries. The ansatz (1.55) reproduces the previous equations. For large
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1.4 Chaos, Random Matrix Theory and JT Gravity

enough systems (essentially large enough matrices) (1.55) holds for observables of fixed, chaotic
Hamiltonians. We may also ask the question what integrability looks like at the quantum level. The
answer is given by the Berry-Tabor conjecture, which states that the (quantum) energy levels behave
like a sequence of independent random variables, if the classical system is integrable [52]. Therefore
in contrast to the eigenvalue repulsion of (1.46), here the energy levels are just random numbers,
which implies that energy level separation l should follow a Poisson distribution

%(l) = exp (�l) . (1.56)

1.4.4 Eigenstate Thermalisation Hypothesis

Let us now upgrade our notion of thermalisation to the quantum realm. Consider a closed quantum
system in the pure state |k0i = |k(C = 0)i with a time-independent Hamiltonian �̂ with �̂ |<i =
⇢
"
|<i, then the time-evolved state is given by the well-known expression

|k(C)i =
’
<

2
<
4
� 8⇢<C

\ |<i , (1.57)

with 2
<
= h< |k0i. Then for an observable

O(C) := hk(C) |Ô |k(C)i , (1.58)

we arrive at

O(C) =
’
<

|2
<
|2O

<<
+

’
<<=

2
⇤
<
2
=
4

8 (⇢<�⇢= )C
\ O

<=
. (1.59)

We say that Ô thermalises if the average expectation values agree with microcanonical predictions
(after some time) and fluctuations around this value are negligible. Therefore thermalisation implies
that the long-time average of (1.59) agrees with the microcanonical ensemble. Now the long-time
average hO(C)iLT of (1.59) is merely the first term. We already know what the behaviour of RMT
observables is from (1.55). If we apply this in (1.59) and take the long-time average, we get:

hO(C)iLT = O , (1.60)

such that we see that for RMT quantum thermalisation holds. However, in actual physical systems
relaxation times depend on the observable under consideration and are also temperature dependent.
To account for this, a specific generalisation of RMT behaviour is required [53–55]:

O
<=

= O(⇢)X
<=

+ 4�
( (⇢ )

2 5 (⇢ ,l)'
<=

, (1.61)

with ⇢ = (⇢
<
+ ⇢

#
)/2, l = ⇢

=
� ⇢

<
and 4( (⇢) . O(⇢) and 5 (⇢ ,l) are smooth functions of (l, ⇢).

The so-called eigenstate thermalisation hypothesis (ETH) ansatz, equation (1.61), is a generalisation
of RMT in the following sense. The diagonal elements are smooth functions of the energy and the
o�-diagonal elements now include thermal fluctuations with 5 (⇢ ,l) also being a smooth function.
However, if we fix on the narrowest energy Window, called the Thouless energy ⇢

)
, ETH can be

shown to reduce to RMT. This might seem to seriously constrain the applicability of RMT technology
as the energy level separation must be l < ⇢

)
for RMT to be a valid approach in the description of a
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Chapter 1 Introduction

single quantum chaotic system. However note that as a system size increases, energy level spacings
decrease, such that there are still an exponential number of energy levels to which RMT applies. Also
note that by Fourier transforming from energy to time, it is clear that late times of chaotic systems are
well-described by RMT (after the Thouless time). We will see in section 1.4.6, that late times are
especially di�cult to probe correctly in a holographic context as they require non-perturbative e�ects.

1.4.5 Gravity as a chaotic Theory

We will now argue qualitatively that we should think of (Einstein) gravity as a (maximally) chaotic
theory by reviewing various results in the literature [35–37, 56, 57]. As gravity allows for black holes,
which are both thermal and have a large number of degrees of freedom, it might seem obvious at
this point, which is why we will not be too explicit. Let us therefore summarily state that for large =
gauge theories, which are holographically described by Einstein gravity, via the use of the AdS/CFT
dictionary (which translates the operator language of sections 1.4.1 and 1.4.2 to semi-classical
gravitational calculations in AdS), the Lyapunov exponent can shown to be given by the following
expression:

_
!
= 2c) , (1.62)

and therefore the scrambling time

C
B
=

1
2c)

log
✓
1
\

◆
. (1.63)

Now a priori the Lyapunov exponent might not seem to carry any additional information (apart from
the fact that the system indeed follows the exponential behaviour depicted in fig. 1.2). However,
the seminal paper [58] illustrates why (1.62) is a remarkable result. More explicitly, reference [58]
conjectures the existence of a universal bound for _

!
:

_
!
 2c)

:
⌫

\
, (1.64)

where we introduced units for the moment. This bound is understood to hold not just for holographic
systems but any kind of system.4 Therefore, (1.62) not only tells us that Einstein gravity is chaotic but
actually maximally chaotic and that black holes are the fastest scramblers and therefore in some sense
the most chaotic system [59].

1.4.6 AdS/CFT vs. Chaos Universality

Let us now continue in the setting of AdS/CFT for the moment. If we consider an �3(
3+1 spacetime,

the holographic dual is a CFT defined on ' ⇥ (3�1. We can quickly see that a tension between these
two (supposedly equivalent descriptions) appears in the case of a thermal state for the CFT and an
eternal AdS black hole in the bulk [60]. We may calculate the thermal boundary correlator in the

4 With a certain set of constraints. There must be some parametric distance between scrambling and dissipation time.
Moreover, there are also some constraints with respect to the locality of the system [58].
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canonical ensemble as

⌧
V
(C) = 1

/ (V)Tr
h
4
�V�O(C)O(0)

i
,

=
1

/ (V)

#’
8, 9=1

|O
8, 9
|24�V⇢=

4
8C (⇢<�⇢=)

, (1.65)

where we have assumed the thermal partition function (and density matrix) / (V) = Tr[4�V� ], and a
hermitian operator O with unitary evolution 48C�O(0)4�8C� . For early times, we can consider the
oscillation of the phases to be small and therefore the double sums over energy eigenstates may be
approximated by integrals over the density of states. If we consider O to fulfill the ETH, therefore O
to be a simple operator and the system to be chaotic, we find exponential decay at early times [39]

⌧
V
(C) = 4�

4c✓C
V

. (1.66)

However, at late times the discreteness of the boundary theory becomes manifest as the phases of
(1.65) oscillate and the correlator is exponentially small in the system size but fluctuates erratically
around a non-zero value. The ETH, equation (1.61), states that ultimately the diagonal elements vary
smoothly as a function of energy with the di�erence between neighbouring eigenvalues at late times
becoming exponentially small. Therefore it is often convenient to introduce the so-called spectral form
factor, which is a simplification of (1.65) which allows for the extraction of universal behaviour. It
essentially amounts to focusing on the oscillating phases of (1.65) by stripping o� the matrix elements.
It is defined in the following way:5

SFF
V
(C) :=

����/ (V + 8C)
/ (V)

����
2

(1.67)

=
1

/ (V)2

#’
<,=

4
�V (⇢<+⇢=)

4
8 (⇢<�⇢=)C

.

What is the expectation for very late times? For this we should think about the long time average

lim
C
⇤!1

1
C
⇤

π
C
⇤

0
SFF

V
(C) = / (2V)

/ (V)2
, (1.68)

where we have assumed that there are no degeneracies in the spectrum and also that ⇢
=
= ⇢

<
as

suggested by ETH. Equation (1.68) implies that at late times the SFF (1.67) takes on a constant
value (i.e. independent of time) with a size set by the degrees of freedom of the system. This
constant value is referred to as the “plateau" and is a hallmark of unitarity. If we take (0 to refer to
the entropy, then / (V) ⇠ 4(0 , such that we see that (1.68) scales as 4�(0 . Moreover, if the discrete
sum in (1.67) is replaced by a smooth density the late time average (1.68) vanishes, such that we
see that the late time behaviour is sensitive to discreteness. This is of course in stark contrast to
results in the context of perturbative gravity on black hole backgrounds. As shown in [60], the
corresponding thermal two-point function or spectral form factor exponentially decays, such that

5 First introduced in a holographic context in [61].
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(1.68) is invisible in perturbative gravitational calculations. We can understand why. In a holographic
context, (0 ⇠ 1

⌧#
, such that (1.68) requires non-perturbative e�ects. It is therefore also clear why

it is universally di�cult to describe gravitational systems in accordance with quantum mechanical
principles: non-perturbative e�ects are essential in observing traces of discreteness. The SFF (1.67)
is a good indicator in understanding gravitational systems. For chaotic systems, the SFF actually
follows a universal structure dictated by random matrix statistics. As can for example be understood
via the Efetov sigma model approach to quantum chaos [62–64], for random matrices the SFF follows
a “dip-ramp-plateau" structure. This behaviour is shown in figure 1.3 for the concrete example of
the SYK model, which is not a RMT but a quantum chaotic system. As the “ramp" corresponds to
the eigenvalue repulsion we introduced in section 1.4.3, we can clearly see the appearance of RMT
behaviour in figure 1.3. The full derivation of “dip-ramp-plateau" requires the introduction of various
technicalities, such that we will just state that the connected two-point function for the density of states
of a RMT is given as [44, 65, 66]:6

hd(⇢1)d(⇢2)iconn. = �sin2(!d0(⇢2) (⇢1 � ⇢2))
c(⇢1 � ⇢2)

2
, (1.69)

which when Fourier transformed gives the “dip-ramp-plateau" structure (! is the size of the matrix).
Therefore, while behaviour before the Thouless time depends on the specific system, for any chaotic
theory we expect the behaviour in time to follow (for succifiently late times) the aforementioned
description. The numerator of (1.69) may of course be rewritten as the sum of a 1 and an exponential
structure exp(�28! (⇢1 � ⇢2)d0(⇢2)). Therefore the “ramp", which is just the denominator of (1.69),
can be achieved in the matrix model via a perturbative saddlepoint expansion, whereas the full structure
of (1.69) requires the so-called Andreev-Altschuler instanton, which furnishes the non-perturbative
exponential in ! [67]. However, in gravity this becomes exponentially more di�cult as we generally
expect ! ⇠ 4(0 and therefore late times require doubly non-perturbative e�ects. If we are to think of
gravity as a chaotic theory, as argued in section 1.4.5, we should expect that it follows the universal
behaviour of (1.69) in the microcanonical setting (or the “dip-ramp-plateau" structure in the canonical
ensemble). In the concrete setting of AdS2 this expectation is even more explicit. It is usually
conjectured that the SYK model constitutes the dual to JT gravity on AdS2. As seen in figure 1.3, the
SYK model attains RMT behaviour at su�ciently late times, such that it is expected that the same
should hold for JT gravity.

1.4.7 JT Gravity on the Disk

Let us now introduce a theory of gravity in two dimensions, called JT gravity, which, as we shall
see, furnishes a spectrum which extends beyond the early time decaying behaviour but follows chaos
universality due to the inclusion of gravitationally non-perturbative e�ects. The action in Euclidean

6 The exact expression is for a GUE ensemble.
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1.4 Chaos, Random Matrix Theory and JT Gravity

Figure 1.3: Here we see the log-log plot of the spectral form factor (as defined in (1.67)) for the SYK model [68].
More concretely, the parameters of the depicted SYK model are: @ = 4, # = 34, VJ = 5, where @ specifies the
number of fermions (randomly) interacting with each other, # specifies the total number of fermions, V is the
inverse temperature and finally � is the coupling. The x-axis labelling ) refers to the time. Both a single SYK
model sample (red) and a disorder average over 90 samples (black) are depicted. Figure taken from [68].

AdS2 is given by the following expression [69–73]:

( = � q0

16c⌧
#

π
M

d2
G

p
6' + 2

π
mM

dD 
�

� 1
16c⌧

#

π
M

d2
G q

p
6(' + 2) + 2

π
m"

dD q
1
 

�
, (1.70)

where ' is the Ricci scalar, 6 the corresponding metric,  the extrinsic curvature, q a dilaton field, q
1

its boundary value and q0 a constant fixing the groundstate entropy of the system. As we are in two
dimensions the first line of (1.70) is the topological Gauss-Bonnet term, and therefore determines the
Euler characteristic j of the underlying surface and does not give a dynamical equation of motion but
respects the conformal symmetry of AdS2. As such, this line essentially describes a CFT1 fixed point,
which is why the second line is added, breaking the exact conformal symmetry. The dilaton q acts as
a Lagrange multiplier fixing the metric to hyperbolic curvature. The asymptotic boundary length may
be regularised and fixed to a specific length by the following boundary condition [71]:

6 |bdy. =
1

n
2
,

1

n
2
= 6

DD
=
C
02 + H02

H
2

, (1.71)

which may be solved for
H = n C 0 + O(n3) . (1.72)
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Chapter 1 Introduction

Now di�erent C (D) constitute di�erent regularised cutouts of AdS2. There is an underlying asymptotic
symmetry corresponding to the only gravitational degree of freedom of this system. This symmetry
acts as

Z
C = n (C) , Z

H = Hn 0(C) . (1.73)

While in general di�erent C (D) correspond to di�erent situations, global translations and rotations
keep the system invariant such that (! (2,R) acting on C (D) is preserved:

Ĉ (D) = 0C (D) + 1
2C (D) + 3 . (1.74)

In addition to the hyperbolic constraint on the Ricci scalar, the variation of the metric gives

)
q

`a
=

1
8c⌧

(r
`
r
a
q � 6

`a
r2
q + 6

`a
q) = 0 . (1.75)

As the only degree of freedom is situated on the asymptotic boundary, it may be expressed via  ,
which with the boundary conditions (1.71) and the solution (1.72) amounts to

( = � 1
8c⌧

π
dD q

A
(D)Schw.[C, D] , (1.76)

where we have introduced the Schwarzian derivative

Schw.[C, D] = C
000

C
0 � 3

2

✓
C
00

C
0

◆2

. (1.77)

The action (1.76) may be interpreted as the Nambu-Gotu action of the boundary gravition. As was
shown in [74] (and via di�erent methods also in [68, 75–78]) the Schwarzian action (1.76) localises to
the following expression:

/Disk(V) =
4

c2

V

4
p
cV

3/2 . (1.78)

It can easily be seen that (1.78) amounts to decaying behaviour. In light of section 1.4.6, we take
this as an indication that non-perturbative e�ects must be included. Geometrically speaking, the
hyperbolic disk is not enough. This intuition was strengthened in [79], where it was shown that a
Euclidean two-boundary wormhole geometry creates the “ramp".

1.4.8 Non-Perturbative E�ects in JT Gravity

Again, let us note that the field q acts as a constraint fixing the geometry to be hyperbolic. The full
functional integral (therefore beyond the disk) should include hyperbolic Riemann surfaces of arbitrary
genus and an arbitrary number of asymptotic boundaries, with the weighting of these surfaces given in
terms of the Gauss-Bonnet term. Of course on each surface we have to perform the integration over
metric fluctuations. We will give the procedure here schematically and refer to the original publication
[80] for more details. As noted above, the full functional integral � amounts to

� =
π

D(geometry)Dq4�( , (1.79)
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1.4 Chaos, Random Matrix Theory and JT Gravity

Figure 1.4: Depicted are the surfaces contributing to the single boundary partition function, which amounts to
(1.82). These surfaces consist of one asymptotic boundary but an arbitrary genus 6. Furthermore as the Euler
characteristic is j = 1 � 26, the weighting is 4 (1�26)(0 . Figure taken from [80].

where ( refers to (1.70). We allow for multiple asymptotic boundaries with the same boundary
conditions (1.71) at each. It can then be shown that a single contribution of = asymptotic boundaries
and genus 6 has the form

/
6,=

�
V1, ..., V=

�
=

π
D(bulk moduli space )D(boundary fluctuations)4

Ø
m"

q1

p
⌘ ( �1)

. (1.80)

The overall form of the connected partition function is

h/ (V1).../ (V=)iconn. =
1’
6=0

4
(0 (2�26�=)

/
6,=

�
V1, ..., V=

�
, (1.81)

with the contributions (1.80) weighted by the Euler characteristic. A structure of the form (1.81)
necessarily includes gravitationally non-perturbative e�ects due to the presence of e�ects with
O(exp(�(0)) and keeping in mind that ⌧

#
⇠ 1
(0

. Equation (1.80) tells us that the integration over
the metric reduces to the integration of the Schwarzian degree of freedom, already performed in [74],
and then an integration over the bulk moduli. The latter contribution arises as the geometries we
are considering are more complicated hyperbolic Riemann surfaces, which exhibit a moduli space,
whereas the hyperbolic disk does not. Let us see how this works for a single asymptotic boundary. The
topologies contributing to the partition function / (V) are shown in fig.1.4. Every surface with 6 � 1
we can split into two parts. The length of a minimal geodesic running around the neck of the geometry
is labeled 1, see fig.1.5. Therefore we see that the full geometry consists of a “trumpet" made of a
single geodesic and a single asymptotic boundary and a further geometry which is made of a single
geodesic boundary and an arbitrary number of genera. These two geometries are glued together to a
single hyperbolic Riemann surface by integrating over the hyperbolic moduli space volume +

6,1(1)
and an invariant measure. Therefore for a single boundary we get

h/ (V)i = 4(0
/disk(V) +

1’
6=0

4
(1�26)(0

π 1

0
311+

6,1(1)/trumpet(V, 1) . (1.82)

For multiple boundaries (1.80) analogously gives

/
6,=

�
V1, ..., V=

�
=

π 1

0
311...

π 1

0
31
=
+
6,=

(11, ..., 1=)/trumpet(V1, 11).../trumpet(V=, 1=) (1.83)
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Figure 1.5: Depiction of the contribution /
6=2,==1 to (1.81). The path integral over q constrains in each

topological class to ' = �2 surfaces. The path integral over the metric reduces to an integral over metric
fluctations on the asymptotic boundary (pictured on the left here) and a finite-dimensional integral over geometric
moduli. We may think of the entire surface as the trumpet glued to a Riemann surface with geodesic boundary of
length 1 and 6 = 2. The gluing has two parameters, the length 1 and a twist, both of which have to be integrated
over. This procedure leads for the case of a single boundary to the expression (1.82). Figure taken from [80].

Figure 1.6: Schematic depiction of the “pants" approach used in constructing hyperbolic Riemann surfaces with
boundary and arbitrary genus. Each pair of pants amounts to a 6 = 0 surface with three geodesic boundaries. For
the contributions to the path integral (1.80), the moduli space of bordered Riemann surfaces M

6,=
(11, ..., 1=)

up to arbitrary values is required.While in principle this may be calculated via the integral over the so-called
Weil-Petersson symplectic form (restricted to a fundamental domain), in the seminal result of [81], it was shown
that these volumes obey a recursion relation. Figure taken from [80].

Here /trumpet refers to the partition function on the “trumpet", which localises to the expression

/trumpet(V) =
4
� 12

4V

p
cV

. (1.84)

The hyperbolic Riemann surfaces without asymptotic boundary may be constructed via a “pants"
construction as shown in fig.1.6. These “pants" are therefore the elementary building blocks.
Remarkably, the moduli space volumes +

6,=
fulfill a recursion relation [81], which was later shown to

determine the “topological recursion" of a specific matrix integral [82]. In [80] it was shown, based
on this fact, that the partition function (1.81) corresponds to the genus expansion of a double-scaled
matrix integral with the spectral curve:

H =
sin(2cI)

4c
, I

2 = �⇢ . (1.85)

Hence the matrix integral is the non-perturbative completion of the gravitational theory. We therefore
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1.4 Chaos, Random Matrix Theory and JT Gravity

have encountered a theory of (quantum) gravity following RMT universality. This is surely progress,
however we have identified (1.81) as an observable in an ensemble of quantum mechanical systems.
While indeed there should still be one underlying unique theory furnishing RMT statistics in some
ergodic limit, it is unclear how to define such a theory. This is an open question. Moreover, it should
also be noted that the surfaces included in the partition function do not constitue actual solutions to
the equations of motion (beyond the disk) as (1.75) is not fulfilled. However, it can be shown that the
two-boundary 6 = 0 wormhole is a solution in the microcanonical ensemble [79]. It is therefore not
straightforward to generalise these ideas to higher dimensions, such as AdS3, although there is one
proposal [83].

1.4.9 Discretised Surfaces and Random Matrices

Let us now come to an older approach to two-dimensional quantum gravity in terms of matrix theory.
This approach also shares connections with JT gravity as first discovered in [80]. We may think of
two-dimensional quantum gravity as “zero dimensional" string theory and therefore use the partition
function

/ =
’
6

π
D64�V�+Wj , (1.86)

where � is the area, j the Euler characteristic and V, W are couplings. Eq. (1.86) is a theory of surfaces.
One approach to such a theory was hinted at already in section 1.3.1 where it was explained that
diagrams of* (=) gauge theories amount to Riemann surfaces in the large = limit. We will consider a
discretisation of (1.86) and then take an appropriately defined continuous limit. This will amount to a
genus expansion of a matrix integral. In order to explain how surfaces are linked to matrices, let us
take a step back. Consider an integral of the form

π 1
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p
2c
4
�q2/2

q
2:

, (1.87)

where q is merely a number. There is a useful trick to calculate such integrals. Take
π 1
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. (1.89)
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Figure 1.7: Depiction of Feynman diagrams corresponding to the theory defined in (1.91). The left panel shows
the propagator and the right shows the vertex. Figure taken from [5].

Therefore eq.(1.88) amounts to
π 1
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.

A common situation in quantum field theory is of course the presence of an interaciton term, such that
we actually require an integration of the form
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p
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4
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. (1.91)

This is already encompassed by : = 2= in equation (1.88) with = 2 N:
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Diagrammatically (1.92) counts the number of distinct ways 4= objects, which themselves have four
emerging lines, can be grouped. Connecting the lines corresponds to an insertion of a propagator,
which is trivial though in this case. Taking the large = limit is not su�cient to create a Riemann
surface though as this requires the graphs to become Ribbon graphs, see section 1.3.1. The idea is to
replace scalars with Hermitian matrices, which carry enough structure. Therefore, we now consider
integrals of the following form
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4
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Now to calculate quantities such as
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1.4 Chaos, Random Matrix Theory and JT Gravity

Figure 1.8: Depiction of Feynman diagrams corresponding to the theory defined in(1.94). We are using a
double-line representation of the matrix indices. On the left panel we see the propagator and on the right the
vertex. Figure taken from [5].

_
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=!

π
3�4

�Tr �
2

2 (Tr�4)= , (1.94)

= vertices are laid down and connected via propagators. As upper and lower indices correspond to
fundamental and antifundamental representations, we are introducing a “thickened" structure (called
double-line notation in [24]), which will allow to associate a Riemann surface. Propagators and
vertices are shown in fig.1.8. Now integrals such as (1.94) allow for a discretisation of the surfaces
defined in the theory (1.86) as the surfaces can be constructed by the polygons corresponding to the
vertices connected by propagators. It is customary to perform a triangulation of surfaces as depicted
in fig.1.9.7 Therefore, we assume the full partition function to be of the form

4
/ =

π
3�4

� 1
2 Tr� 2+ _p

=
Tr� 3

. (1.95)

The term of order _= now amounts to the number of diagrams with = 3-point vertices. Now the
logic of section 1.3.1 can be applied. Therefore each diagram contributes a power of = according to
topology of the surface it is drawn on. Therefore it is then also clear that / is expanded in powers
of = such as (1.8). For = ! 1, genus zero surfaces, so-called planar diagrams, dominate. In order
to furnish a uniform continuum of di�erent genus contributions, one defines a double-scaling limit
[84–86]. The idea is to take the limit = ! 1 in combination with the tuning of the coupling 6 to a
critical value 6 ! 6

2
. It can be shown that as the genus 6 contribution is given by

/
6
(6) ⇠ (6 � 6

2
) (2�W)

j
2 , (1.96)

an overall expansion of the following form is achieved

/ =
’
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, (1.97)

with
^
�1 := =(6 � 6

2
) (2�W)/2 . (1.98)

7 Whereas (1.94) would provide surfaces created by rectangles.

25



Chapter 1 Introduction

While we have immediately jumped to a matrix model description of (1.86), let us also describe
how a continuum Lioville approach to the action may be used as this will be relevant to describe the
relationship to the JT theory defined in section 1.4.8. Of course it is conjectured that the matrix model
description and the pure worldsheet description are equivalent.8 So-called minimal string theory
amounts to coupling the gravitational theory described above to a (?, @) minimal model CFT, that is a
two-dimensional CFT with finitely many irreducible representations and a central charge of the form 9

2 = 1 � 6(? � @)2

?@

< 1 . (1.99)

After gauge-fixing, this theory can be rewritten as a Liouville gravitational mode q, a minimal model
and the standard 12 ghosts with the coupling fixed in such a manner that overall the condition 2sum = 0
is intact. Here 2 is the combined central charge. Let us now focus on (2, 2< � 1), which is the unitary
subset of the abovementioned minimal CFTs. Now importantly it can be shown that /0 takes on a
form in agreement with (1.96) and furthermore, that in this approach

W =
1
12

⇣
2 � 1 �

p
(2 � 1) (2 � 25)

⌘
= � 1

<

, (1.100)

where 2 refers to the central charge of the minimal model. We therefore recover pure gravity (therefore
the theory (1.86)), 2 = 0, as the case < = 2. Note that each individual minimal string theory implies a
di�erent W in (1.96). How are minimal string theories realised in the matrix model language? In short,
the @ = 2< � 1 minimal string is realised as the <-th multicritical model of a one-matrix integral [87,
88]. That is, we consider a matrix model of the form

/ =
π

3� exp (+ (�)) , (1.101)

and consider a double scaling procedure as mentioned above. For a first order critical point we arrive
at pure gravity, whereas higher critical points of the potential in the double-scaling procedure amount
minimal string theories. The most general solution of the one-matrix integral can be written as
perturbations of pure gravity, i.e. [89]

( = (grav. +
’
:�0

C
:

π
3Z

2p
6O

:
, (1.102)

where the scaling paremeters C
:

(coupled to operators O
:
) allow the theory to interpolate between the

critical points. Moreover, in the seminal papers [90, 91], Witten showed that the structure underlying
the operators (1.102) can be interpreted in terms of a topological field theory, denoted topological
gravity. More precisely, this theory calculates intersection numbers on the moduli space of Riemann
surfaces with arbitrary genus. In the context of this thesis, it is important to mention that, as first
shown in [80], JT gravity may be described as a limit of minimal string theory or as a coupling
of infinitely many minimal string theories. It is this approach, the language of topological gravity,
we use extensively in chapter 4. However, it is still a point of ongoing research to understand how

8 We are exclusively focusing on bosonic constructions here.
9 We are therefore strictly speaking immediatly considering the worldsheet approach to a slightly more general theory than

(1.86), namely one which is deformed by minimal matter.
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Figure 1.9: A random matrix triangulisation of the theory of surfaces defined in (1.86) by the matrix integral
(1.95). Figure taken from [5].

the geometric picture in terms of triangulisations of Riemann surfaces is related to the hyperbolic
geometries used in JT gravity.

1.5 Quantum Information: Complexity

Many recent developments with regard to quantum gravity (mostly in the context of AdS/CFT) focus
on the description of gravitional phenomena in terms of quantum information quantities. One of the
most commonly studied properties of quantum mechanical systems is complexity.

1.5.1 What is Complexity? Part 1

Computational complexity theory describes the inherent di�culty of computational problems. In the
context of quantum mechanical theories, it estimates the di�culty of constructing a specific state
in terms of simple operations, so-called gates [92]. While it is quite obvious in a purely quantum
mechanical setting, why such a quantity plays an important role, it may not be so clear in a holographic
setting. The connection is that there is mounting evidence that complexity may be related to the
growing spatial volume of the black hole interior [93–96]. The intuition for this link is based on the
following facts. The growth of the black hole interior continues past thermal equilibrium, whereas
most holographic probes saturate at equilibrium time. However, complexity can be shown to display
a similar late time growth as we will see below. It is for this reason that this quantum information
quantity is connected to the interior of a black hole. In order to give a precise, microscopic definition,
we first have to introduce some concepts from quantum information theory.
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Figure 1.10: The Bloch sphere (Riemann sphere) geometrically represents the pure states of the qubit (1.105).
Without loss of generality, north and south pole correspond to the mutually orthogonal states |0i and |1i
respectively. Each point on the sphere represents a state of the two-dimensional system. Figure taken from [8].

1.5.2 Quantum Information Primer

In contrast to classical bits which either contain the state 0 or 1, a qubit is a superposition of states:

| i = U |0i + V |1i , (1.103)

with U, V complex numbers. As the qubit is measured the result may either be 0 with U2 probability or
1 with V2 probability. The probabilities must add up:

|U |2 + |V |2 = 1 . (1.104)

Therefore, one parametrisation of the qubit is given as:10

| i = cos
✓
\

2

◆
|0i + 48q sin

✓
\

2

◆
|1i , 0  \  c , 0  q < 2c , (1.105)

which is called the Bloch sphere representation as can be understood via figure 1.10. In this abstract
language we may consider a quantum computer to be built out of a quantum circuit, consisting of
wires, carrying the information, and logic gates manipulating the information. In accordance with
one of the foundational principles of quantum mechanics the logic gates amount to unitary operators,
such that (1.104) is preserved. For a single qubit, the operators move the qubit on the Bloch sphere in
the language of (1.105), such that there is a representation of these operators in terms of matrices of
(* (2), which is generated by the Pauli matrices. For example the NOT gate amounts to f

G
and acts as

f
G


U

V

�
=


V

U

�
. (1.106)

10 Here we introduced a further constraint, reducing one degree of freedom. This comes from the fact that we are interested
in scalar products for which overall phases drop out.
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It is clear from the structure of (1.106) that the NOT gate implements logical negation. Let us
introduce two additional gates, which are of great importance:

� =
1
p

2

✓
1 1
1 �1

◆
, ) =

✓
4
�8 c8 0
0 4

8 c8

◆
. (1.107)

The � gate is often called the Hadamard gate and the ) gate the c/8 phase gate. Their meaning will
become more apparent later. One important question is: given an arbitrary, unitary operator, can it be
constructed using a specified, finite set of gates? Let us first understand how large the space of such
operators is. For # qubits, the space of unitary operators is (* (2# ). Now the volume of (* (=) is
[97]:

V ((* (=)) =
2c (=+2) (=�1)

2

1!...(= � 1)! , (1.108)

with the dimension being =2 � 1. How di�cult is it to pick out one specific element? We can find
an answer by discretising. We identify the numer of di�erent unitary operators with the number of
n-balls ⌫

n
of dimension =2 � 1 in (* (=). The volume of such an n-ball is given by:
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, (1.109)

where the flat space result for the volume was used as n is of course considered small. Therefore we
then approximate the number of unitaries (where n functions as a tolerance) by
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where Stirling’s approximation was used. Taking the logarithm of this we get
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1
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◆
. (1.111)

In (1.111) we observe an exponential dependence on the size of the system and an logarithmic
dependence on the tolerance. But what does it mean to approximate a unitary operator? Let us suppose
that*,+ are two unitary operators on the same state space with* being the target operator. By use of
the operator norm, we can define the error to be

⇢ (*,+) := max
 

| | (* �+) | i | | , (1.112)

where the maximisation occurs over all states | i. Let us now come back to the single qubit case and
clarify the significance of � and ) as defined in (1.107). It is well-known that any element of (* (2)
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may be written as
'Æ= (\) = 4

�8 \ Æ= Æf
. (1.113)

Furthermore, it can be shown that
)�)� = 'Æ= (\) . (1.114)

Quite remarkably, it may also be shown that in the sense of (1.112), � and ) together constitute
universal gates. That means that any unitary operator (acting on a single qubit) may be constructed in
finitely many steps within a specified tolerance. Therefore

⇢ (*, 'Æ= (\)
=1
�'Æ= (\)

=2
�'Æ= (\)

=3) < n . (1.115)

For the actual proof we refer to [8]. For two-qubit systems � and ) alone are not su�cent anymore.
However, two facts allow for a remarkable generalisation.

• Any arbitrary, unitary matrix on a Hilbert space of arbitrarily many qubits can be written as
a product of matrices only acting non-trivially on a two-qubit subspace (so-called two-level
matrices).

• An arbitrary two-level operator can be constructed via single qubit operators and a two-qubit
CNOT gate.

These two facts together tell us that �, ) and CNOT together are universal. Any unitary operator
acting on  qubits can be constructed up to arbitrary tolerance by these gates. The CNOT gate has the
following form

CNOT =
1
2
(1(1) + f (1)

I
) ⌦ 1(2) + 1

2
(1(1) � f (1)

I
) ⌦ f (2)

G
. (1.116)

The CNOT gate flips the second qubit if and only if the first qubit is in the state 1.

1.5.3 What is Complexity? Part 2

As we have established how an arbitrary unitary operator can be approximated, we can now define a
notion of complexity [7]:

Quantum computational complexity ⇠ (*) of an operator * is the minimal number =, such that
| |* � Œ

=

8=1*8 | | < n , where the*
8
belong to a set of allowed gates.

We see that ⇠ (*) will depend on the tolerance n , the gates we allow and the system size. We
can deduce that for a set of ? gates, the number of possible circuits with < elements is at most
?
<, which implies that the number of unitary operators with ⇠ (*) = < is bounded by ?

<. By
use of the formula (1.111) we see that it is exponentially di�cult to simulate most operators. The
above notion of complexity is with respect to operators. We can however also define state complexity [7]:

Quantum computational complexity of a state is defined by the minimal operator complexity over all
operators which produce a given target state |k

)
i starting with a simple reference state |k

'
i, i.e.,

⇠

�
|k
)
i
�
= min
* |k' i= |k) i

⇠ (*) . (1.117)
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1.5 Quantum Information: Complexity

Figure 1.11: Depiction of the evolution of complexity for a # qubit model with a :-local (chaotic) Hamiltonian
under the assumption that : << # . We can imagine time going from left to right, therefore 48�C acting on the
system. The specific setting shown here, has # = 6 and : = 2 and there are no restrictions on spatial locality,
therefore the system is all-to-all. Figure taken from [6].

It can be shown that for the state complexity the qualitative expectations coincide with those for
operator complexity. Therefore the number of states in the projective Hilbert space is exponential
in = and logarithmic in n . This is actually a common occurence in this field. Many definitions of
complexity may be defined, however, they usually converge to a similar general expected behaviour,
see reference [98] in the holographic context.

1.5.4 Holographic Complexity

Having established black holes as quantum chaotic systems in 1.4.5, we can determine expectations
by considering a toy model of a fast scrambling system. We model the evolution of Hamiltonian
system by a discrete quantum circuit as pictured in figure 1.11. For our purposes this is a natural
setting as unitary operators correspond to time evolution operators, which means we can translate
the group-theoretic language used previously to actual time-dependence. Importantly, we consider a
:-local Hamiltonian, which means that each gate only acts on : of the total # qubits at each discrete
moment of time. As we are considering a chaotic, fast scrambling system, we assume that the partition
of the qubits changes at each step and is all-to-all (no spatial locality as a qubit can move from one
gate to any other). This means that all the qubits interact. After = steps of discrete time evolution, the
number of unitaries which can be reached is: 

#!

(#/:)!(:!)# /:

!
=

⇡ exp
✓
=

: � 1
:

# log (#)
◆
, (1.118)

which is of course a function of = as we consider : and # fixed. At early times, by which we mean =
not being of exponential size, (1.118) is a lot smaller than (1.111). The complexity takes on the form

⇠ =
=#

:

. (1.119)
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Figure 1.12: Schematic depiction of the evolution of complexity for a chaotic system in time. We observe early
linear growth exponential in the degrees of freedom and a late time saturation to a constant value. Quantum
recurrence is expected to occur on a doubly exponential timescale [6, 7]. Figure taken from [7].

We observe a linear growth in time. The linear growth continues until the entire group has been

explored. This happens at the discrete time = = O
⇣
22#

⌘
. At this point the complexity saturates. On

doubly exponential time-scales it is expected that quantum recurrence occurs. Just as for the SFF,
defined in section 1.4.6, here too we observe a “ramp" and a “plateau". In a holographic context,
which will elaborate upon below, it is expected that the timescales introduced in the qubit setting
of figure 1.12 are translated via # ⇠ (0. Let us now comment on how it is believed that the state
complexity of the dual theory translates to bulk geometric quantities, an idea which was first proposed
in [93]. Two proposals have been made:

• “Complexity=Volume" (CV)
Let ⌃ denote a spatial slice of the AdS boundary, then the complexity ⇠

+
of the state is given

by [94]:

⇠
+
=

Vol(N)
⌧
#
!AdS

, (1.120)

where N is a slice of maximal volume with mN = ⌃

• “Complexity=Action" (CA)
The complexity of the state is equal to the on-shell action on a Wheeler-DeWitt (WDW) patch
[95, 96]:

⇠
�
=
(WDW

c\
, (1.121)

where the WDW patch is the domain of dependence of a Cauchy slice in the bulk anchored to
the boundary at ⌃.
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1.5 Quantum Information: Complexity

Let us briefly go through the example of a two-sided eternal black hole in AdS via the CV proposal
following [94, 99]. This spacetime has the metric:

3B
2 = � 5 (A)3C2 + 3A

2

5 (A) + A
2
3⌦2

3�2 , (1.122)

5 (A) = 1 + A
2

!
2
�3(

� `

A
3�2

, (1.123)

where ` is a parameter related to the mass. The maximum volume may be calculated by extremising
the volume functional:

Vol(N) = l
3�1

π
3AA

3�1

s
5 (A)C 0(A)2 + 1

5 (A) . (1.124)

Analytically continuing the expression (1.124) to Eddington-Finkelstein coordinates (as the slice goes
behind the horizon) gives the expression

3⇠
+

3g

=
8c

(3 � 1)" , (1.125)

for late times. Let us briefly also state the result from the CA approach [95]:

3⇠
�

3g

=
2"
c

. (1.126)

We note that both proposals reproduce the linearly growing “ramp" and therefore match expectations,
namely (1.119), in a qualitative sense. However, the approaches seem to disagree on the exact prefactor.
It is in general not clear how the circuit time maps to physical time , such that precise factors should
not be taken seriously anyway. The important takeaway therefore is that the “ramp" is reproduced via
semi-classical, perturbative analysis and also that there are various candidates for complexity agreeing
qualitatively.11

1.5.5 The Plateau via JT Gravity

While much research has been done on the early initial growth of complexity, the “ramp", the creation
of the plateau has been elusive until recently. We will now outline how the non-perturbative (in
⌧
#

) nature of JT gravity as defined in [80] has led to a new quantity named “spectral complexity"
which conforms with expectations beyond the ramp as it furnishes the “plateau". The reference [100]
specifies an approach which may be considered a variant of the CV proposal in the context of higher
genus surfaces as they appear in JT gravity. It is proposed that the volume of the black hole interior

11 We are calling the linearly increasing section of 1.12 the “ramp" in analogy with the spectral form factor. However, note
that in a holographic setting the complexity ramp is due to classical e�ects as explained in the main text, whereas the
spectral form factor ramp requires non-perturbative e�ects in JT gravity.
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Chapter 1 Introduction

Figure 1.13: The three di�erent surface topologies, which contribute to the calculation of hTr
V
(j(G1)j(G2) in

the context of JT gravity. In red we see the boundary-to-boundary geodesic which furnishes these topologies in
the path integral and leads to the moduli space structure of (1.130). Green depicts the asymptotic AdS boundary
with graviton fluctuations. In purple we see the closed geodesics along which the wavefunctions are glued and
therefore in the formula (1.130) amounts to the 11 and 12 integrations. Figure taken from [100].

(which in two dimensions is just a length) is to be identified with the following quantity:

h✓i = lim
�!0

*’
W

✓
W
4
��✓W

+
JT

, (1.127)

where W denotes self-intersecting geodesics, � is a regulator and hiJT means that the sum is evaluated
in the theory of JT gravity [80]. In practice (1.131) is determined by calculating

h✓(C)i = � lim
�!0

hj
!
(C)j

'
(0)inon-int.

m�
, (1.128)

where hj
!
(C)j

'
(0)inon-int. is calculated in the Euclidean JT theory and then analytically continued to

real time. In the probe limit the Euclidean quantity is

hTr
V
(j(G1)j(G2))i =

’
M

’
W

hTr
V
4
��✓W iM , (1.129)

where the sum over M denotes a sum over all surfaces (with the same boundary condition) and the sum
over W corresponds to a sum over all geodesics connecting the points G1 and G2, where each geodesic
exhibits length ✓

W
. The calculation of hTr

V
(j(G1)j(G2)inon-int. in the context of JT gravity of course

involves a sum over hyperbolic Riemann surfaces with an infinite number of boundary-to-boundary
geodesics. Ref. [101] states that the integral over the moduli space in the presence of these geodesics
may be rewritten, such that we end up with the following expression for the genus 6 contribution [100]:

hTr
V
(j(G1)j(G2)inon-int. ⇠4

(0 (1�26)
π

3✓4
✓

π
3111131212 trumpet,G (✓, 11) trumpet,V�G (✓, 12)4

��✓

[+
6�1,2(11, 12) +

’
⌘�0

+
6�⌘,1(11)+⌘,1(12)] . (1.130)

Let us now elaborate schematically how this structure arises and what the individual ingredients
refer to. As shown in fig. 1.13 for the 6 = 2 contribution. There are in principle an infinite number
of geodesics running from the boundary to itself in the sum (1.129). We can however distinguish
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1.6 Cosmology, our Universe and De Sitter

between those geodesics which cut the surface into two disconnected individual surfaces each with
one asymptotic boundary and those geodesics which cut the surface in such a manner that there is one
connected surface with two asymptotic boundaries. This explains the structure of the moduli space
volumes in (1.130). This cutting procedure therefore means we are dealing with surfaces which have a
geodesic boundary, denoted with 1 and a geodesic of fixed length ✓ glued to the asymptotic boundary.
From [78, 101, 102] the correct wavefunctional for these structures, here denoted as  trumpet,G , is

known as well as the integration measure 4✓ . After integrating, analytically continuing and then using
(1.128) we arrive at the expression:

h✓(C)i = �24�(0

/ (V)

π 1

0

hd(B1)d(B2)i
B̄ sinh(2cB̄)l sinh(cl) exp

 
�V

 
B̄

2

2
+ l

2

8

!
� 8B̄lC

!
. (1.131)

with the definitions l := B1 � B2 , B̄ := B1+B2
2 and B1,2 :=

p
⇢1,2. As also emphasised in ref. [100],

equation (1.131) constitutes a new quantity which may be calculated for any quantum system. Due to
its relation to the two-point function it is named “spectral complexity" in [100]. By use of (1.69) it
can then be shown that indeed (1.131) for JT follows the expectations outlined earlier and furnishes a
plateau. The proposal for “spectral complexity" can be further probed by calculating the variance.
Following the procedure of [100] this leads to some tension as at late times the variance does not
saturate but exhibits linear growth. This of course means that the variance is of the same size as the
signal (at C ⇠ 4(0). We will tackle this point in chapter 6.

1.6 Cosmology, our Universe and De Sitter

While AdS/CFT should by any estimation be considered a remarkable success of modern theoretical
physics, our actual universe does not seem to be in accord with a negative cosmological constant.
To the contrary actually, there is observational evidence for two distinct periods of exponential
expansion. Chronologically first comes inflation [103–105], which is believed to have occurred 10�34

seconds after the big bang. Inflation is also believed to have furnished both the observed large-scale
homogeneity of our universe and also allowed for tiny fluctuations which finally lead to the formation
of structure. The cosmic microwave background (CMB), which is the afterglow of the big bang [106],
while largely homogeneous, exhibits temperature fluctuations of order 10�5. According to inflation
these fluctuations are related to the formation of structure. Therefore, one of the most important
questions is to understand what the microscopic origin of these fluctuations is. This is a true quantum
gravity question and therefore should be amenable to some holographic analysis. In many models
of inflation the universe is modelled by a de Sitter universe. With respect to this inflationary phase
we are "meta-observers" observing the inflationary period "after" future infinity I+. The second
instance of a period of exponential expansion is the dark energy dominated present. The universe is
currently expanding and remarkably it is also expanding at an accerelating pace [107, 108]. Moreover,
observations seem to indicate that we are currently entering a phase which is dominated by a small,
but positive cosmological constant. There are quite general arguments that this implies that we are
asymptoting towards a de Sitter universe. Furthermore, we are surrounded by a cosmological horizon,
which is similar in nature to an event horizon and therefore also brings similar problems as those
alluded to in section 1.3.4 [109].
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1.6.1 Covariant Entropy Bound

We have emphasised that in any e�ective approach to gravitational problems one of the most important
guidelines is the holographic principle. Furthermore, in AdS/CFT we have seen that a dual theory, a
conformal field theory, generally amounts to a microscopic definition of the gravitational theory and
that this dual theory arises at the conformal boundary, where gravity decouples. Moreover, this theory
exhibits redundant degrees of freedom such that the entropy bound is respected. If we take these
results as lessons to be applied in the cosmological context, we would expect that gravitational results
may be rephrased in the form of some proper microscopic theory respecting the holographic bound. If
we drop the assumptions of asymptotic flatness, spherical symmetry and gravitational stability used in
section 1.2, we would naively generalise (1.6) to

((+)  �[⌫(+)]
4

, (1.132)

where + is a compact portion on a spacelike slice of some spacetime M, ((+) the matter entropy of
all matter systems in + , ⌫ the boundary of + and � the area of this boundary. However, there are
examples for which (1.132) does not hold. One such example is our universe as modeled by an FLRW
universe expanding in time [110]. It is clear that we must look for a covariant entropy bound.12 The
covariant entropy bound is the following [111]:

([! (⌫)]  �(⌫)
4

, (1.133)

where ! (⌫) is any light-sheet of a two-dimensional, spatial surface ⌫. The new ingredient of (1.133)
is the presciption of what entropy is bounded, as ([! (⌫)] is now defined on space-time region (and
therefore not a purely spatial region as in (1.132)), namely the null surface ! (⌫), which we will now
briefly explain. For a given spatial surface ⌫ there are four orthogonal null directions (four families of
light-rays): future directed ingoing, future directed outgoing, past directed ingoing, and past directed
outgoing, which we label by �1, ..., �4. In fig. 1.14 an intuitive depiction of these four light-rays is
given for the case of ⌫ being a spherical surface. Let us illustrate why these definitions are needed for
the case of ⌫ being a spherical room. Clearly, as this is a weakly gravitating region we expect the
area of ⌫ to give the entropy of the room inside.Therefore the spherical walls bounding the potential
entropy. What we are therefore looking for is a choice of two of the four light-rays which covariantly
defines “inside". Moreover, this may only be a local condition. Following ref [111], “inside" may be
defined as the direction in which the cross-directional area decreases (along some a�ne parameter).
Therefore, the construction we define is:

\ (_)  0 , (1.134)

where _ is an a�ne parameter of the light-rays generating the �
8

and \ (_) is the expansion defined as

\ (_) = 3�/3_
�

. (1.135)

12 One could also consider the construction of a bound involving energy as in (1.5), however local energy is not well-defined
in general relativity, whereas area can always be covariantly defined.
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1.6 Cosmology, our Universe and De Sitter

Figure 1.14: There are four null hypersurfaces �1, ..., �4 orthogonal to the spherical surface ⌫. Whereas �1 and
�3 exhibit negative expansion, �2 and �3 have positive expansion and are therefore not relevant to the entropy
bound. �1 and �3 are denoted as light-sheets and may be used in (1.133). Figure taken from [1].

Therefore of the four light-rays orthogonally projecting away from ⌫ we take those which are non-
expanding via the definition (1.134) to be “inside". We can then construct a null hypersurface !,
called a lightsheet by following the light-rays until a boundary or a singularity is reached or until
(1.134) is violated. The conjecture (1.133) then states that the entropy on the lightsheet will not
exceed �(⌫)

4 . Having laid the conceptual framework for the rest of section 1.6, let us concisely add
some caveats and details as to when the Bekenstein bound (1.5), the generalised second law (1.4) and
the covariant entropy bound (1.133) hold. It might be tempting to think that certain constraints on
the matter configuration must hold for these equations. In the realm of (quantum) field theory there
are multiple possible conditions, which are labelled as energy conditions. For example, the original
proposal for the covariant entropy bound, as brought forth in [111], was based on the assumption of
the dominant energy condition. This requires for the energy momentum tensor that ) `aE

`
E
a
� 0

for all timelike E
`
. However, for proper quantum fields such an energy condition can be violated

locally by for example the Casimir e�ect. Moreover, perhaps more pertinent to the discussions here,
for evaporating event horizons the null energy condition, and therefore also the dominant energy
condition, is violated. In general, quantum e�ects may lead to violations of such conditions. However,
remarkably under some mild assumptions the laws outlined in 1.2 and here still hold or can be given a
quantum approvement, such that they hold.13 For example in some situations the generalised second
law is actually proven to arbitrary quantum order, see for example [112]. Here merely the validity of
semi-classical gravity, that is the use of of a quantum energy momentum tensor h) `ai for matter and
the existence of a consistent regularisation scheme for the generalised entropy (plus some very mild
symmetry assumptions) are assumed. In [113], it was shown that the Bekenstein bound holds for the
relative entropy between states in Minkowski space without further constraining the matter content.
The covariant entropy bound and the focussing theorem, which we did not discuss here but is closely
related, can be generalised to quantum versions as shown in [114].

1.6.2 The Holographic Principle in Cosmology

Although the previous section holds for arbitrary spacetimes it is at this point not quite clear how such
considerations may help in the construction of holography for cosmological scenarios. However, the

13 Similarly to the jump from the second law to the generalised second law.
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covariant entropy bound actually already implicitly allows for the definition of a holographic screen for
arbitrary spacetimes [115]. This would therefore answer the question: where is the information stored
in cosmological spacetimes? The idea is to "invert" the covariant entropy bound by first foliating the
spacetime into a one-parameter family of null hypersurfaces. Then each null hypersurface can be
followed along its generators in direction of non-negative expansion right until it becomes negative (or
it reaches a boundary). This procedure is called projection. To each slice we can therefore associate a
(⇡ � 2)-dimensional surface and therefore each family forms a (⇡ � 1)-dimensional surface either
embedded in the spacetime itself or on the boundary, which we call the holographic screen. Note
that of course we could stop at any point following a non-negative expansion and we would have
found a light-ray to which we can associate a covariant entropy bound. However, the procedure we
have given here gives a preferred holographic screen, which acts as a screen in two directions and is
therefore especially powerful in describing the spacetime. For a spherically symmetric spacetime
this procedure simplifies via Penrose diagrams, which we will demonstrate for the most pertinent
case, namely a dS spacetime. The spacetime must be divided into “wedges" as in the left panel of
figure 1.15. These “wedges" indicate the change in the area of the sphere (therefore the expansion)
with the legs showing the direction of negative expansion. On each lightcone each point must be
projected along the direction of the tip of the wedge until the wedge flips or a boundary of spacetime
is reached. For dS this actually furnishes two possible holographic screens: the conformal boundary
or the cosmological horizon. In the middle panel we see that if we restrict to the observable region
of dS (which is either the upper or the lower triangle) then either observer may be holographically
described by either future infinity or past infinity. Remarkably, for the same two sets of observers
either the past or future cosmological horizon is also a candidate. This would also seem to imply that
the full eternal dS spacetime may either be described by both conformal boundaries or both past and
future cosmological horizons. While the former approach due to its similarity to AdS/CFT has been
brought forth in [116–118], the latter approach has gained more traction recently, see for example
[119]. As we explore in the main text of this thesis, more precisely chapter 7, the complication at
the cosmological horizon is of course that gravity does not fully decouple. However, we explore a
specific state, which might be relevant to inflationary scenarios, in which backreaction allows for a
fully decoupled description.
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1.6 Cosmology, our Universe and De Sitter

Figure 1.15: Penrose diagram of dS. The diagonal lines in the left panel are horizons dividing the spacetime
into four regions corresponding to the di�erent behaviour of changes to the area of (⇡�2 spheres. The legs
of “wedges" indicate the direction of negative expansion. In the middle panel we see diagonal lines which
correspond to a null foliatian of spacetime in terms of past light cones of an observer on the north pole and
future light cones for an observer on the south pole. We see that the projection, which runs along the tip of the
nose gives two options for an holographic screen. In the middle we see that the spacetime may be projected
onto a screen at both conformal boundaries I+ and I� or as in the panel on the right. Here, we see the north
pole observer projected onto the cosmological horizon. Figure taken from [115].
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CHAPTER 2

JT Supergravity Part 1

This chapter has already been published as [120]:

Towards the Holographic Dual of N = 2 SYK, S. Förste, J. Kames-King, M. Wiesner, In:
JHEP 03 (2018) 028, arXiv: 1712.07398 [hep-th]

This chapter deals with a supersymmetric generalisation of the JT theory introduced in section
1.4.7. More explicitly, we show how to construct N = (2, 2) JT (axial) supergravity by gauging the
local*

�
(1) tangent space group and solving the torsion constraints. We show how this theory reduces

to the boundary N = 2 super-Schwarzian. All of the above is done in an explicit superspace formalism
using superconformal gauge. This is the starting point of a duality between N = (2, 2) JT (axial)
supergravity and the N = 2 supersymmetric SYK model [121]. A supersymmetric setting of the type
discussed here may be more amenable to an inclusion into some higher-dimensional string theory
setting.

In detail, we start by constructing the appropriate N = (2, 2) theory of supergravity. This amounts
to a choice of superalgebra. By gauging the *

�
(1) tangent space group we are focusing on axial

supergravity, which implies a specific spinorial covariant derivative structure. In addition, torsion
constraints must be solved to furnish a physical supergravity theory. We choose to solve the torsion
constraints in superconformal gauge. Furthermore, the superalgebra must be given a covariant form
in terms of the covariant derivatives on superspace. We see that in this minimal theory the gravity
supermultiplet is split up into a chiral and an anti-chiral superfield. The multiplet includes the
supercurvature, a *

�
(1) field strength and the gravitini. As we are using superconformal gauge,

the supercurvature amounts to a function of the superconformal Weyl factor. In addition, as we are
describing a JT theory of supergravity, we introduce a dilaton superfield, which naturally also exhibits
chiral/anti-chiral structure on superspace. The dilaton multiplet includes a complex scalar dilaton
field and the fermionic dilatini fields. Of course we also add the extrinsic curvature as a superfield at
the boundary. Naturally, this a priori appears as a chiral and anti-chiral superfield. As a check of the
consistency of the theory in superspace, we may consider x-space projections. In an appropriate limit
the standard bosonic JT theory should be recovered. If we are considering classical backgrounds such
as �3(2, the fermionic contributions should be set to zero. Therefore considering only the bosonic
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Chapter 2 JT Supergravity Part 1

terms in the x-space projection we arrive at a generalisation of JT gravity with a complex curvature
constraint, a complex dilaton and a*

�
(1) field strength. Considering real curvature constraints sets

the field strength to zero. Assuming a real dilaton then reduces the action to the standard JT theory
of section 1.4.7. As the superconformal factor plays an important role, it is determined in two ways.
First, it can be shown that demanding a real, negative hyperbolic value for the supercurvature, gives
a Liouville equation for the leading bosonic term of the superconformal Weyl factor, which itself
in superspace appears as a chiral/anti-chiral superfield structure. This Liouville equation can then
be solved, which fixes this leading component. The second approach is based on solving Killing
spinor equations. We demand a background of maximal supersymmetry, that is the existence of four
supercharges in line with [122]. This firstly implies a zero*

�
(1) field strength. Moreover, the resulting

Killing spinors can then be shown to generate the isometries of �3(2. The resulting superconformal
Weyl factor is in agreement with the previously determined expression. Now that we have determined
how the classical �3(2 background appears in this superspace construction, we can now move to
the main focus of this publication, namely the emergence of a super-Schwarzian. The boundary
condition of a boundary curve of constant length (discussed in section 1.4.7) is readily generalised
to superspace. We observe that the boundary exhibits N = (1, 1) supersymmetry. The boundary
conditions determine the extrinsic supercurvature which is shown to be the N = 2 super-Schwarzian.
As the boundary is generalised to a boundary superspace, the number of fluctuations is also enlarged
compared to the standard Schwarzian. Concretely, there are two fermions and two bosons. These consti-
tute the supergravity multiplet at the boundary. We conclude by performing a simple consistency check.

The author contributed to all conceptual discussions regarding this publication. In addition the
author performed all calculations apart from the determination of the superconformal factor via the
Killing spinor equations.
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1 Introduction

The Sachdev-Ye-Kitaev (SYK) model [1–7] is conformally (i.e. reparametrisation) invariant

in the IR. The breaking of conformal symmetry results in an effective Lagrangian for time

reparametrisations which is given by the Schwarzian. Models without random couplings

sharing this property have been constructed and studied in e.g. [8–18]. There are various

other mutations of the SYK model, for instance, higher dimensional analogs have been

proposed in [19–21], complex versions are studied e.g. in [19, 22, 23], more than one flavour

and non Abelian global symmetries have been investigated in [24–27]. For the present

paper the supersymmetric versions constructed in [28] are most relevant. For variations and

further aspects of supersymmetric SYK models see [29–41]. Now, superreparametrisations

are an exact symmetry only in the infrared limit, and their breaking gives rise to an effective

super-Schwarzian action.

The holographic dual is believed to contain some version of dilatonic 2d gravity aris-

ing quite universally in compactifications from higher dimensions [42]. Moreover, near the

horizon of an AdS2 black hole, corresponding to the IR of SYK, solutions of the dilaton

are nearly constant. Approximating to linear order in non constant contributions leads to

Jackiw-Teitelboim (JT) gravity [43, 44], for a recent review see [45]. JT gravity has been

corroborated as the gravitational dual of the SYK model e.g. by deriving the Schwarzian as

an effective action for the UV regulator curve [46–49]. Liouville theory instead of JT grav-

ity has been considered in [50]. A three dimensional holographic dual has, however, been

advocated in a series of papers [51–53]. Corrections to JT gravity have been recently pro-

posed in [54]. Gathering information about the holographic dual beyond the gravitational

sector has been the subject of [55, 56].

– 1 –
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To start extending these investigations to supersymmetric versions of SYK it was shown

in [57] that an N = (1, 1) supersymmetric version of JT gravity [58] supplemented with

the appropriate boundary term leads to the N = 1 super-Schwarzian as an effective action

for the UV regulator curve. In the present paper we will extend this further to N = (2, 2)

JT gravity.

The paper is organised as follows. In section 2 we collect some results on N = (2, 2)

supergravity in superconformal gauge. Section 3 deals with the N = (2, 2) extension of

JT gravity. The Gibbons-Hawking-York term is added. In section 4 the superconformal

gauge is solved for AdS2 as a supersymmetric background. The main result, the super-

Schwarzian as effective Lagrangian of the boundary curve, is obtained in section 5. In

section 6, a consistency check will be performed. Our results are summarised in section 7.

2 N = (2, 2) supergravity

In this section, we collect some information about extended N = (2, 2) supersymmetry and

supergravity in two dimensions. Useful references are [59–64]. The two dimensional rigid

N = (2, 2) superspace is given by the coset space [60]

(2, 2)Supergroup

Lorentz⊗ UA(1)⊗ UV (1)
,

with coordinates

zπ = (z, θ+, θ̄+; z̄, θ−, θ̄−)

and covariant derivatives

∂z , D+ =
∂

∂θ+
+

1

2
θ̄+∂z , D̄+ =

∂

∂θ̄+
+

1

2
θ+∂z,

∂z̄ , D− =
∂

∂θ−
+

1

2
θ̄−∂z̄ , D̄− =

∂

∂θ̄−
+

1

2
θ−∂z̄.

They satisfy the anticommutation relations

{D+, D̄+} = ∂z , {D−, D̄−} = ∂z̄ .

There are two versions of minimal N = 2 supergravity, which can be obtained from the

nonminimal UA(1) ⊗ UV (1) by gauging either the UA(1) or UV (1) factor of the tangent

space symmetry group [61]. Here we will focus on the axial version of minimal N = 2

sugra with gauged UA(1), which can also be obtained by dimensionally reducing N = 1

sugra in d = 4. Accordingly, the tangent space symmetry group consists of the 2D Lorentz

group and the gauged UA(1) factor.

The spinorial covariant derivatives in the minimal theory are given by

∇α = Eα + ΩαJ + ΣαY , (2.1)

where α = ± is a flat space spinor index and J , Y are respectively the Lorentz and UA(1)

generators with corresponding connections Ωα and Σα. For the complex conjugates and

vector derivatives similar relations hold.
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The Lorentz and UA(1) generators form together with the four supercharges Q+, Q−,

Q̄+, Q̄− our SUSY algebra [60]:

[Q+,Y] = −Q+ ,
[
Q̄+,Y

]
= Q̄+ ,

[Q−,Y] = Q− ,
[
Q̄−,Y

]
= −Q̄− ,

[Q+,J ] =
i

2
Q+ ,

[
Q̄+,J

]
=

i

2
Q̄+ ,

[Q−,J ] = − i

2
Q− ,

[
Q̄−,J

]
= − i

2
Q̄− . (2.2)

Therefore Majorana constraints are implemented by the following constraint on Weyl

spinors in Euclidean space:

(Q+)
∗ = Q̄− , (Q−)

∗ = Q̄+ . (2.3)

For convenience, we introduce the following linear combination of the tangent group

generators:

M ≡ J − i

2
Y , (2.4)

M̄ ≡ J +
i

2
Y . (2.5)

In order to get a physical sugra theory, torsion constraints have to be imposed. In our case,

the relevant constraints are given by

{∇±,∇±} = 0 , and {∇+,∇−} = −1

2
R̄M̄ ,

{
∇̄±, ∇̄±

}
= 0 , and

{
∇̄+, ∇̄−

}
= −1

2
RM , (2.6)

{
∇+, ∇̄−

}
= 0 , and

{
∇̄+,∇−

}
= 0 ,

where R is the chiral and R̄ the anti-chiral curvature supermultiplet. These supermultiplets

contain in their two θ component the usual bosonic scalar curvature R as well as the

UA(1) field strength F as can be most easily displayed in a Wess-Zumino gauge [62]: the

components of the supercurvature multiplets can be expressed through the components

of the supergravity multiplet, namely the vielbein eam, the gravitini ψa
α and the two

auxiliary fields S and S̄. These fields are defined by the leading components of the vector

covariant derivatives

∇a| = Da + ψα
a∇α|+ ψα̇

a∇α̇|
= Da + ψα

a ∂α + ψα̇
a ∂α̇ , (2.7)

where | sets θ+ = θ− = θ̄+ = θ̄− = 0 and

Da = ea + ΩaJ + ΣaY . (2.8)
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The leading components of the curvature supermultiplets are given by

R| = S , R̄
∣∣ = S̄ . (2.9)

The higher order components can be determined by looking at

[∇l,∇l̄] =− i

2

[
(∇−R)∇+ + (∇+R)∇− + (∇̄−R̄)∇̄+ + (∇̄+R̄)∇̄−

]

+
1

2

[
∇̄−∇̄+R̄+

i

2
R̄R

]
M̄ +

1

2

[
∇−∇+R+

i

2
R̄R

]
M . (2.10)

In the following, we will make use of the notation

∇̄2 ≡ ∇̄+∇̄− , ∇2 ≡ ∇+∇− . (2.11)

We can insert (2.7) into the commutator [∇l,∇l̄], use

[∇l,∇l̄] | = [∇l|,∇l̄|] + ψα
l ∇α∇l̄|+ ψα̇

l ∇α̇∇l̄|− ψα
l̄ ∇α∇l|− ψα̇

l̄ ∇α̇∇l| , (2.12)

and read off the other components of R and R̄. The calculation is rather tedious and since

we are only interested in a certain classical background solution, we set the gravitini to

zero and the only relevant component of the supercurvature is the θ+θ− component. This

component depends on the UA(1) field strength F and the scalar curvature R and is of

the form
(
∇2R+

i

2
R̄R

)∣∣∣∣ = −i (R+ iF) , (2.13)

(
∇̄2R̄+

i

2
R̄R

)∣∣∣∣ = −i (R− iF) , (2.14)

if the gravitini are set to zero.

Coming back to the torsion constraints (2.6), these are most easily solved in super-

conformal gauge in terms of a chiral field σ and an anti-chiral field σ̄. The solution of the

torsion constraints is then given by

∇+ = eσ̄
(
D+ + i(D+σ)M̄

)
,

∇− = eσ̄
(
D− − i(D−σ)M̄

)
,

∇̄+ = eσ
(
D̄+ + i(D̄+σ̄)M

)
,

∇̄− = eσ
(
D̄− − i(D̄−σ̄)M

)
. (2.15)

The vector derivatives are

∇l =
{
∇+, ∇̄+

}
= eσ+σ̄

[(
∂z + 2(D+σ)D̄+ + 2(D̄+σ̄)D+

)

+i
(
∂zσ̄ + 2(D+σ)(D̄+σ̄)

)
M + i

(
∂zσ + 2(D̄+σ̄)(D+σ)

)
M̄
]
, (2.16)

∇l̄ =
{
∇−, ∇̄−

}
= eσ+σ̄

[(
∂z̄ + 2(D−σ)D̄− + 2(D̄−σ̄)D−

)

−i
(
∂z̄σ̄ + 2(D−σ)(D̄−σ̄)

)
M − i

(
∂z̄σ + 2(D̄−σ̄)(D−σ)

)
M̄
]
. (2.17)
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The connection and vielbein components can be read off by comparing our expressions for

the covariant derivatives with (2.1). One gets for the Lorentz connection

Ωl = i∂z(σ + σ̄)eσ+σ̄ ,

Ωl̄ = −i∂z̄(σ + σ̄)eσ+σ̄ ,

Ω+ = ieσ̄(D+σ) and Ω̄+ = ieσ(D̄+σ̄) ,

Ω− = −ieσ̄(D−σ) and Ω̄− = −ieσ(D̄−σ̄) . (2.18)

The holomorphic part of the vielbein is given by

EA
π =





(
1 + (D+σ)θ+ + (D̄+σ̄)θ̄+

)
eσ+σ̄ 2eσ+σ̄(D̄+σ̄) 2eσ+σ̄(D+σ)

1
2e

σ̄ θ̄+ eσ̄ 0

1
2e

σθ+ 0 eσ



 (2.19)

and the inverse

Eπ
A =





e−(σ+σ̄) −2(D̄+σ̄)e−σ̄ −2(D+σ)e−σ

− θ̄+

2 e−(σ+σ̄) e−σ̄
(
1 + θ̄+(D̄+σ̄)

)
e−σθ+(D̄+σ̄)

− θ+

2 e−(σ+σ̄) e−σ̄ θ̄+(D+σ) e−σ (1 + θ+(D+σ))



 , (2.20)

with analogous expressions for the antiholomorphic part. Finally, the supercurvature is

given by

R = 4ie2σ(D̄+D̄−σ̄) , (2.21)

R̄ = 4ie2σ̄(D+D−σ) , (2.22)

which are thus respectively a chiral and an anti-chiral superfield.

3 N = (2, 2) Jackiw-Teitelboim action

In the following, we want to consider the N = (2, 2) generalisation to JT gravity. First,

we consider the action for pure supergravity supplemented with a Gibbons-Hawking-

York term,

S = − Φ0

16πGN

[∫

M
d2zd2θE−1R+

∫

M
d2zd2θ̄Ē−1R̄+ 2

∫

∂M
dudϑK + 2

∫

∂M
dudϑ̄K̄

]
.

(3.1)

Here, respectively R and R̄ are the chiral and anti-chiral curvature superfields (2.21), (2.22),

E and Ē are the chiral and anti-chiral density which are needed to get well-defined (anti-)

chiral integrals. We comment on the projection to x-space at the end of this section.

Furthermore, Φ0 is a constant which can be interpreted as a constant dilaton, K is the

extrinsic curvature associated to the chiral bulk supercurvature and K̄ is the anti-chiral

extrinsic curvature coming from the anti-chiral bulk supercurvature. These two extrinsic
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curvatures can be calculated from the N = (1, 1) expressions [57]

K =
TAD̄TnA

TATA
, (3.2)

K̄ =
TADTnA

TATA
, (3.3)

where A = l, l̄. Furthermore, T is the tangent vector along the boundary, n the normal

vector satisfying TAnA = 0 and nAnA = 1 and the derivatives D̄T and DT are defined as

DTnA = DnA +
(
DzξΩξJ

)
nA , (3.4)

D̄TnA = D̄nA +
(
D̄zξΩξJ

)
nA . (3.5)

The supersymmetric generalisations (3.2) and (3.3) of the extrinsic curvature are chosen

such that transformations of the derivatives D and D̄, which replace the derivative ∂u
in the bosonic extrinsic curvature, cancel the Berezinian of the (anti-) chiral superspace

measure (cf. [28]). In the following, it will be useful to express K and K̄ as a more general

boundary superfield K in order to couple the extrinsic curvature to superfields without

definite chirality (as e.g. the dilaton at the boundary). We therefore define the overall

extrinsic curvature K through the condition

∫

∂M
dudϑdϑ̄K !

=

∫

∂M
dudϑK +

∫

∂M
dudϑ̄K̄ . (3.6)

One could also try to directly find an expression for K by searching for a generalisation of

the derivative ∂u appearing in the bosonic extrinsic curvature which cancels the Berezinian

of the full d = 1 superspace measure upon transformations. However, there is no obvious

expression involving the covariant derivatives D and D̄ and generalising ∂u that satisfies

this condition since the Berezinian of the full superspace measure equals one. Therefore,

we have to take the detour and calculate K via K and K̄.

Now, we can use K to define the supersymmetric N = (2, 2) generalisation of the JT

action. This action reads

S =− 1

16πGN

[∫

M
d2zd2θE−1Φ(R− α) +

∫

M
d2zd2θ̄E−1Φ̄(R̄− α)

+2

∫

∂M
dudϑdϑ̄(Φb + Φ̄b)K

]
, (3.7)

where Φ and Φ̄ are respectively the chiral and anti-chiral dilaton superfields, which serve as

Lagrange multipliers imposing the constraints R = R̄ = α. As we will soon see, the choice

α = −2 corresponds to an AdS background which we will use from now on. Moreover,

Φb and Φ̄b are the respective boundary values of the chiral and anti-chiral dilatons. Im-

posing the supercurvature constraints yields the effective action for the boundary degrees

of freedom

Seff = − 1

8πGN

∫

∂M
dudϑdϑ̄(Φb + Φ̄b)K . (3.8)
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One can check that the action above is indeed a supersymmetric generalisation of the

bosonic JT action by considering the action in x-space, i.e. performing the integrals over

the Grassmann variables. To do this, one has to know how to deal with the chiral density.

The procedure to find the expression for the chiral density is explained in detail in [62]: if

a Lagrangian L is considered, the chiral projection has to take the form

∫
d2zd2θd2θ̄E−1L =

∫
d2zd2θE−1∇̄2L|θ̄=0 (3.9)

=

∫
d2ze−1

[
∇2 +X+∇+ +X−∇− + Y

]
∇̄2L|θ=θ̄=0 , (3.10)

where e = det(eam) and the coefficients X+, X− and Y have to be determined . They can

be found from the requirement that the transformation of the full superspace integral to

the x-space integral should not depend on whether one has a chiral integral or an anti-chiral

integral in the intermediate step. As in [62] this condition can be implemented for e.g. the

kinetic term of a chiral field with L = Φ̄Φ by choosing X+, X− and Y s.t. the resulting

x-space integral is symmetric in barred and unbarred quantities.

The calculation is tedious and since we are interested in a classical background solution,

we set the gravitini to zero again. In that case, we obtain

X+ = X− = 0 , Y =
i

2
R̄| = i

2
S̄ , (3.11)

X̄+ = X̄− = 0 , Ȳ =
i

2
R| = i

2
S , (3.12)

where X̄+, X̄− and Ȳ are the corresponding quantities for the anti-chiral density projection

formula.

Having the explicit formula for the (anti-)chiral projections, we can now proceed to

find the x-space action of our particular supergravity setup. Let us for the moment only

consider the bulk part of the action. We start with the supersymmetric Einstein-Hilbert

action which now reads:

SEH =− Φ0

16πGN

[∫

M
d2zd2θE−1R+

∫

M
d2zd2θ̄Ē−1R̄

]

=− Φ0

16πGN

[∫

M
d2ze−1

(
∇2 +

i

2
S̄

)
R|+

∫

M
d2ze−1

(
∇̄2 +

i

2
S

)
R̄|
]

=− Φ0

16πGN

[∫

M
d2ze−1 (−i(R+ iF)) +

∫

M
d2ze−1 (−i(R− iF))

]

=+
iΦ0

8πGN

∫

M
d2z e−1R , (3.13)

where we made use of (2.13), (2.14). Thus, this part of the action, together with the

extrinsic curvature term just gives the Euler characteristic of M times an overall prefactor.

The second part of the bulk action is given by the JT term, which reads (using the
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chiral projection formula)

SJT =− 1

16πGN

[∫

M
d2zd2θE−1Φ(R+ 2) +

∫

M
d2zd2θ̄Ē−1Φ̄(R̄+ 2)

]
(3.14)

=− 1

16πGN

[∫

M
d2ze−1

(
∇2+

i

2
S̄

)
Φ(R+ 2)|+

∫

M
d2ze−1

(
∇̄2+

i

2
S

)
Φ̄(R̄+ 2)|

]

=
i

16πGN

∫

M
d2ze−1

[
ϕ(R+iF)+ ϕ̄(R−iF)− S̄ϕ− Sϕ̄+ iB(S+2) + iB̄(S̄+2)

]
,

where we used (2.13) and (2.14) as well as the component expansion of the dilaton superfield

Φ = ϕ+ θαλα + θ+θ−B , and Φ̄ = ϕ̄+ θ̄αλ̄α + θ̄+θ̄−B̄ . (3.15)

If we consider the variations of this JT action w.r.t. the auxiliary supergravity fields S and

S̄, we get the relations

B = iϕ̄ and B̄ = iϕ . (3.16)

Further variations w.r.t. the auxiliary dilaton fields B and B̄ yield the bosonic JT action

SJT =
i

16πGN

∫

M
d2ze−1 [ϕ(R+ iF + 2) + ϕ̄(R− iF + 2)] , (3.17)

which upon variation w.r.t. ϕ and ϕ̄ gives indeed an AdS background with vanishing field

strength F .

Finally, variations w.r.t. the vielbein give an energy momentum tensor similar to the

bosonic case in [48]. Thus, one possible solution for ϕ and ϕ̄ is given by the dilaton solution

found in that reference. This implies in particular that ϕ = ϕ̄.

4 Determination of the superconformal factor

A crucial step for calculating the extrinsic curvature is to find an expression for the (anti-)

chiral superconformal field σ (σ̄), which can be done in two different ways: on the one hand,

one can consider (2.21), (2.22) and solve for σ and σ̄ using the constraint R = R̄ = −2. On

the other hand one can calculate σ and σ̄ using the Killing spinors of AdS2. Since the final

result for the extrinsic curvature and thus the effective boundary action crucially depends

on the result for σ and σ̄, we will present both ways in order to check our findings.

First, we solve the supercurvature constraints (2.21) and (2.22) for the superconformal

factors σ and σ̄. Since σ is a chiral superfield it can be written in the chiral basis zc =

z + 1
2θ

+θ̄+ and z̄c = z̄ + 1
2θ

−θ̄− as

σ = φ(zc, z̄c) + θ+θ−w(z, z̄) . (4.1)

Here, φ and w are functions of the superspace variables which we will determine later

on. Accordingly, the anti-chiral field σ̄ can be written in terms of the anti-chiral basis

zac = z − 1
2θ

+θ̄+ and z̄ac = z̄ − 1
2θ

−θ̄− as

σ̄ = φ̄(zac, z̄ac) + θ̄+θ̄−w̄(z, z̄) . (4.2)
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According to (2.22) R̄ = −2 yields

w =
−i

2
e−2φ̄ , (4.3)

0 = 2ww̄ − ∂z∂z̄φ . (4.4)

The second equation has the form of a Liouville equation. Since we are interested in an

AdS background geometry, we impose

φ̄ = φ = −1

2
log

(
1

2y

)
, (4.5)

where z = t+ iy. With this input, (4.4) can be solved by setting

w̄ =
−i

2
e−2φ . (4.6)

Note that this implies R = −2, in accordance with the remaining supercurvature constraint.

After expanding the chiral basis, the superconformal factors will be given by

σ = −1

2
log

(
1

βy

)
+

i

8y
θ+θ̄+ − i

8y
θ−θ̄− − i

4y
θ+θ− − 1

32y2
θ−θ̄−θ+θ̄+ , (4.7)

σ̄ = −1

2
log

(
1

βy

)
− i

8y
θ+θ̄+ +

i

8y
θ−θ̄− − i

4y
θ̄+θ̄− − 1

32y2
θ−θ̄−θ+θ̄+ . (4.8)

We see that σ and σ̄ are not complex conjugates of each other, thereby making AdS2 a

non-unitary background. For our further deliberations we should corroborate the result for

the superconformal factors. More precisely, the result of non-unitarity should be confirmed

by other means. We opt to perform a short classification of N = (2, 2) supersymmetric

backgrounds by calculation of Killing spinors. The following analysis closely follows the

steps given in appendix D of [64]. Since we chose different conventions for our superspace

it is useful to re-derive their results for our setup.

Recall, that due to conformal flatness of two-dimensional supergravity, the background

geometry is entirely encoded in the conformal factors e−2σ and e−2σ̄. Thus, the relevant

fields that we have to consider in order to determine the Killing spinors ε and ε̄ of super-

symmetry variations are just the chiral σ field and the anti-chiral σ̄ field. To obtain the

background geometry, the fermionic components of σ and σ̄ are set to zero.

As in [64] the standard restriction for supersymmetry can be written as

∂zε
− = ∂z ε̄

− = 0 , and ∂z̄ε
+ = ∂z̄ ε̄

+ = 0 . (4.9)

Further restrictions on the Killing spinors come from the requirement, that the fermionic

components of the conformal factors e−2σ and e−2σ̄ remain zero under local supersymmetry

transformations. In the following, we will work in the chiral basis as introduced above (4.1).

With our conventions these conditions can be written as

∂zc

(
ε̄+e−2φ

)
− 2ε−we−2φ = 0 , ∂z̄c

(
ε̄−e−2φ

)
+ 2ε+we−2φ = 0 , (4.10)

∂zac

(
ε+e−2φ̄

)
− 2ε̄−w̄e−2φ̄ = 0 , ∂z̄ac

(
ε−e−2φ̄

)
+ 2ε̄+w̄e−2φ̄ = 0 , (4.11)

– 9 –

52



J
H
E
P
0
3
(
2
0
1
8
)
0
2
8

where we inserted σ = φ+ θ+θ−w and σ̄ = φ̄+ θ̄+θ̄−w̄. The classification of backgrounds

preserving different numbers of supercharges can now be carried out along the lines of [64].

For a background preserving one supercharge with a particular UA(1) charge, we can

e.g. choose the Killing spinor (ε+1 , ε̄
−
1 ) to be non-zero with the other Killing spinor compo-

nents zero. Solving (4.10), (4.11) algebraically, we get

w =
1

2

ε̄−1
ε+1
∂z̄c
(
2φ− log ε̄−1

)
, (4.12)

w̄ = −1

2

ε+1
ε̄−1
∂zac

(
2φ̄− log ε+1

)
. (4.13)

If the background should also preserve a second supercharge of the opposite UA(1) charge,

there should also exist a second non-zero Killing spinor (ε−2 , ε̄
+
2 ). Solving (4.10), (4.11) with

this Killing spinor yields results similar to (4.12), (4.13). Consistency of the two solutions

requires

(
ε̄−1 ε

−
2 ∂z̄ac + ε̄+2 ε

+
1 ∂zac

) (
2φ̄+ log ε+1 ε

−
2

)
= 0 , (4.14)

with a similar expression for zc and φ. Thus, φ̄ is invariant under the vector v = ε̄−1 ε
−
2 ∂z̄ac+

ε̄+2 ε
+
1 ∂zac up to a superconformal transformation.

As shown in e.g. [63], maximally four supercharges are preserved if and only if the

background space is maximally symmetric and the UA(1) gauge field has zero field strength.

Thus, with (4.12), (4.13) the w and w̄ fields can be expressed in terms of the bosonic

conformal factor φ. Since we are interested in an AdS background, we know that φ =

−1
2 log

(
1

2yc

)
and φ̄ = −1

2 log
(

1
2yac

)
. In that case indeed a set of four Killing spinors

satisfying (4.14) can be found. These are

ζ ≡
(
ε+

ε̄−

)
=

1

2

(
−1

1

)
, ζ̄ ≡

(
ε−

ε̄+

)
=

1

2

(
−1

1

)
, (4.15)

and

η ≡
(
ε+

ε̄−

)
=

1

2

(
−z

z̄

)
, η̄ ≡

(
ε−

ε̄+

)
=

1

2

(
−z̄

z

)
, (4.16)

where we used a bar to distinguish Killing spinors with opposite UA(1) charge. Indeed,

with these four Killing spinors, one can now calculate the three Killing vectors ζγµζ̄∂µ,

ηγµζ̄∂µ and ηγµη̄∂µ to be

L−1 ≡ ζγµζ̄∂µ = −1

2
(∂z + ∂z̄) , (4.17)

L0 ≡ ηγµζ̄∂µ = −1

2
(z∂z + z̄∂z̄) , (4.18)

L1 ≡ ηγµη̄∂µ = −1

2

(
z2∂z + z̄2∂z̄

)
, (4.19)
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which are precisely the Killing vectors of AdS2. At the boundary (y → 0) they correctly

reduce to the global conformal transformations

L0 → −t∂t , L−1 → −∂t , L1 → −t2∂t . (4.20)

Now one can take any Killing spinor out of (4.15), (4.16) to calculate w and w̄. The results

for σ and σ̄ are

σ = −1

2
log

(
1

2yc

)
− i

4yc
θ+θ− , (4.21)

σ̄ = −1

2
log

(
1

2yac

)
− i

4yac
θ̄+θ̄− . (4.22)

These results obtained by considering the Killing spinors perfectly coincide with our

solution for σ and σ̄ (4.7), (4.8) as obtained from the requirement R̄ = R = −2. In

particular, this shows again that our background is non-unitary since σ and σ̄ are not

complex conjugates of each other.

5 Effective action: appearance of the super-Schwarzian

Only boundary curves of constant arc length are considered in the calculation of the effective

action [48, 57],

du2 + ϑ̄dϑdu+ ϑdϑ̄du+ 1
2ϑϑ̄dϑdϑ̄

4ε2
=
(
dzξEl

ξdz
πE l̄

π

)∣∣∣
pull-back

. (5.1)

This results in the constraints

Dz =
1

2

(
θ̄+(Dθ+) + θ+(Dθ̄+)

)
, D̄z =

1

2

(
θ+(D̄θ̄+) + θ̄+(D̄θ+)

)
, (5.2)

Dz̄ =
1

2

(
θ−(Dθ̄−) + θ̄−(Dθ−)

)
, D̄z̄ =

1

2

(
θ̄−(D̄θ−) + θ−(Dθ̄−)

)
, (5.3)

where we defined one dimensional supercovariant derivatives as in [28] (up to factors of one

half due to differences in conventions),

D =
∂

∂ϑ
+
ϑ̄

2

∂

∂u
, D̄ =

∂

∂ϑ̄
+
ϑ

2

∂

∂u
(5.4)

In addition to (5.2) and (5.3), we impose the following chirality conditions

Dθ− = Dθ̄+ = D̄θ+ = D̄θ̄− = 0 . (5.5)

Equations (5.2), (5.3) and (5.5) are equivalent to the N = 2 superconformal transfor-

mations of [28]. The bulk variables correspond to super-reparametrisations of the boundary.

Furthermore, the conformal factor has to satisfy

e2(σ+σ̄) = 4ε2
[
(Dθ+)(Dθ̄−)(D̄θ−)(D̄θ̄+)

]
. (5.6)
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Together with (4.7), (4.8) this leads to

y = Im z = ε
[
(Dθ+)(Dθ̄−)(D̄θ−)(D̄θ̄+)

]1/2
+

i

4

(
θ+θ− + θ̄+θ̄−

)
. (5.7)

Now, we can calculate the chiral and anti-chiral part of the extrinsic curvature given in (3.2)

and (3.3). The tangent vector for the boundary can be evaluated using

T l = (∂uz
ξ)El

ξ , (5.8)

T l̄ = (∂uz
ξ)E l̄

ξ , (5.9)

leading to

T l = e−(σ+σ̄)
[
(Dθ+)(D̄θ̄+)

]
, (5.10)

T l̄ = e−(σ+σ̄)
[
(Dθ̄−)(D̄θ−)

]
, (5.11)

and

nl = − i

2

(
(Dθ̄−)(D̄θ−)

(Dθ+)(D̄θ̄+)

)1/2

, (5.12)

nl̄ = +
i

2

(
(Dθ+)(D̄θ̄+)

(Dθ̄−)(D̄θ−)

)1/2

. (5.13)

Hence, the contribution to the anti-chiral extrinsic supercurvature K̄ which does not include

the connection is given by

T lDnl + T l̄Dnl̄

T 2
= iε

[ (
θ̄+
)′

(
D̄θ̄+

) − (θ−)′(
D̄θ−

)
]
, (5.14)

with a similar expression for the chiral extrinsic supercurvature K. Here, the prime indi-

cates derivatives with respect to u. For the part of K̄ containing the connection, we first

observe that the Lorentz generators applied to nl and nl̄ give

[J , nl̄] = inl̄ , [J , nl] = −inl . (5.15)

Thus, the contribution to K̄ containing the connection part is given by

1

T 2
TA(DzξΩξ)JnA

= −2ε(DzξΩξ) (5.16)

=
1

2
[
(Dθ+)(Dθ̄−)(D̄θ−)(D̄θ̄+)

]1/2
[
(Dθ+)(θ̄+ − θ−) + (Dθ̄−)(θ− − θ̄+)

]
. (5.17)

Having the general expression for the extrinsic curvature, we want to make contact to

the boundary theory. The N = (2, 2) supersymmetry of the bulk reduces to N = (1, 1)

supersymmetry on the boundary. We therefore need an expression for the bulk variables
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at the boundary in terms of the boundary degrees of freedom. To zeroth order the solution

to (5.1) after imposing (5.2), (5.3) reads

θ+ = θ̄− = ξ , θ− = θ̄+ = ξ̄ , Imz = ε(Dξ)(D̄ξ̄) . (5.18)

In that case, (5.5) reduces to

Dξ̄ = D̄ξ = 0 . (5.19)

We also need the corrections in ε to these solutions. We choose the ansatz

θ+ = ξ − iερ , θ̄+ = ξ̄ + iερ̄ , (5.20)

θ− = ξ̄ − iερ̄ , θ̄− = ξ + iερ . (5.21)

With this ansatz, (5.2), (5.3) can be solved by

ρ = −ξ′ and ρ̄ = ξ̄′ . (5.22)

Thus, the boundary solution of θ+, θ−, θ̄+, θ̄− has the form of a Taylor expansion of e.g.

θ+(u + iε,ϑ, ϑ̄) around ε = 0, with θ+(u,ϑ, ϑ̄) = ξ and similarly for the other Grassmann

coordinates.

With this solution, the extrinsic curvature is given by

K̄ = −2ε2
[
ξ̄′′

D̄ξ̄
− ξ̄′(D̄ξ̄′)

(D̄ξ̄)2
+

(
(Dξ′)ξ̄′

(Dξ)(D̄ξ̄)

)]
, (5.23)

K = −2ε2
[
ξ′′

Dξ
− ξ′(Dξ′)

(Dξ)2
+

(
(D̄ξ̄′)ξ′

(Dξ)(D̄ξ̄)

)]
. (5.24)

The next step is to find the overall extrinsic curvature K as defined in (3.6). The following

identity proves useful
∫

dudϑdϑ̄ f
(
u,ϑ, ϑ̄

)
=

∫
ducdϑ

(
D̄f
)(

u+
ϑϑ̄

2
,ϑ

)
= −

∫
duacdϑ̄ (Df)

(
u− ϑϑ̄

2
, ϑ̄

)
,

(5.25)

where du & duc/ac = d
(
u± 1

2ϑϑ̄
)
denote chiral and anti-chiral measures. To check this

formula it is best to expand the superfield f into components

f
(
u,ϑ, ϑ̄

)
= g (u) + ϑζ̄ (u) + ϑ̄ζ (u) + ϑϑ̄h (u) . (5.26)

Then one gets ∫
dudϑdϑ̄ f

(
u,ϑ, ϑ̄

)
= −

∫
duh. (5.27)

whereas for the second integral one gets
∫

ducdϑ
(
D̄f
)(

u+
ϑϑ̄

2
, θ

)
=

∫
ducdϑ

[
ζ (uc) + ϑ

(
g′ (uc)

2
− h (uc)

)]
= −

∫
duh.

(5.28)

In the second step the first term has been killed by the dϑ integral and the second term gave

rise to a duc integral over a derivative, leaving only the third contribution in agreement

with (5.27). The other equality in (5.25) can be seen analogously.
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Note that K̄ and K in (5.23), (5.24) can be expressed as derivatives,

K̄ = −2ε2D

(
(D̄ξ̄′)

D̄ξ̄
− ξ′ξ̄′

(Dξ)(D̄ξ̄)

)
, (5.29)

K = −2ε2D̄

(
(Dξ′)

Dξ
+

ξ′ξ̄′

(Dξ)(D̄ξ̄)

)
. (5.30)

This result can now be plugged into the Gibbons-Hawking-York term in (3.1):

SGH =− 1

8πGN ε2

∫

∂M
dudϑ̄

[
−2ε2D

(
(D̄ξ̄′)

D̄ξ̄
− ξ′ξ̄′

(Dξ)(D̄ξ̄)

)]

− 1

8πGN ε2

∫

∂M
dudϑ

[
−2ε2D̄

(
(Dξ′)

Dξ
+

ξ′ξ̄′

(Dξ)(D̄ξ̄)

)]
, (5.31)

where the 1/ε2 factor arises due to the ε factor in the flat space vielbein (5.1) [57].

With (5.25) each integral in the above expression can be expressed as an integral over

the total superspace. Comparing with (3.6) yields

K = 2ε2Schw
(
t, ξ, ξ̄;u,ϑ, ϑ̄

)
. (5.32)

where

Schw
(
t, ξ, ξ̄;u,ϑ, ϑ̄

)
=

(D̄ξ̄′)

D̄ξ̄
− (Dξ′)

Dξ
− 2

ξ′ξ̄′

(Dξ)(D̄ξ̄)
(5.33)

denotes the super-Schwarzian. With this expression for the extrinsic curvature, we get for

the effective boundary action in (3.8)

Seff = − 1

4πGN

∫

∂M
dudϑdϑ̄(Φb + Φ̄b)Schw(t, ξ, ξ̄;u,ϑ, ϑ̄) , (5.34)

which can be further simplified by noting that only the leading components ϕ of the dilaton

supermultiplets contribute at the boundary, since for the two θ components of the dilaton,

at the boundary we have at zeroth order in ε the relation

(
Φ+ Φ̄

)
b
⊃ i
(
ϕθ+θ− + ϕθ̄+θ̄−

)
b
= iϕb(ξξ̄ + ξ̄ξ) = 0 , (5.35)

where ϕb is the value of the leading component at the boundary and we used that the

chiral and the anti-chiral dilaton superfields have the same leading component on-shell

Seff = − 1

2πGN

∫

∂M
dudϑdϑ̄ ϕb Schw(t, ξ, ξ̄;u,ϑ, ϑ̄) . (5.36)

We close this section by briefly commenting on the physical interpretation of the action

considered here (cf. e.g. [28, 45] for the bosonic case). The entire action reads

S =− Φ0

16πGN

[∫

M
d2zd2θE−1R+

∫

M
d2zd2θ̄Ē−1R̄+ 2

∫

∂M
dudϑdϑ̄K

]

− Φ0

16πGN

[∫

M
d2zd2θE−1Φ(R+ 2) +

∫

M
d2zd2θ̄Ē−1Φ̄(R̄+ 2) (5.37)

+2

∫

∂M
dudϑdϑ̄(Φb + Φ̄b)K

]
.
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The manifold M is obtained by cutting out a line given by coordinates t(u,ϑ, ϑ̄), y(u,ϑ, ϑ̄),

θ+(u,ϑ, ϑ̄) , θ−(u,ϑ, ϑ̄) , θ̄+(u,ϑ, ϑ̄) and θ̄−(u,ϑ, ϑ̄) corresponding to the boundary ∂M.

The parameters u , ϑ , ϑ̄ are the coordinates of the one-dimensional N = (1, 1) superspace

at this boundary. Different boundaries are related via superreparametrisations of the one-

dimensional superspace. We saw earlier that the first line of (5.37) is just topological and

corresponds to the Euler characteristic of M which is not altered by superreparametri-

sations. Thus, we have a large symmetry group consisting of all superreparametrisations

that do not violate the chirality constraints on the superfields in (5.2)–(5.5). We derived

in (5.20)–(5.22), under the assumption of the chirality constraints, that our reparametri-

sations satisfy

θ+ = ξ(u,ϑ, ϑ̄) + iεξ′(u,ϑ, ϑ̄) , θ̄+ = ξ̄(u,ϑ, ϑ̄) + iεξ̄′(u,ϑ, ϑ̄) , (5.38)

θ− = ξ̄(u,ϑ, ϑ̄)− iεξ̄′(u,ϑ, ϑ̄) , θ̄− = ξ(u,ϑ, ϑ̄)− iεξ′(u,ϑ, ϑ̄) , (5.39)

y = ε(Dξ)(D̄ξ̄)− ε

2
(ξξ̄′ + ξ̄ξ′) . (5.40)

Since superreparametrisations of the one-dimensional superspace in general map a given

boundary to a completely different one, we have a spontaneous breaking of the entire

superreparametrisation symmetry to the subgroup SU(1, 1|1) of global reparametrisations

that leave the boundaries invariant [28]. As in the bosonic case the other reparametrisations

can be interpreted as Goldstone modes.

The part of the action in (5.37) involving the dilaton now explicitly breaks this symme-

try since its boundary term gives a non-zero action for the superreparametrisations, namely

the Schwarzian action in (5.36) which vanishes only for SU(1, 1|1) reparametrisations [28].

6 Consistency check

Here, we perform the following consistency check. The Gibbons-Hawking-York term should

ensure that Dirichlet conditions on field variations should not lead to further boundary

conditions on 2d fields. Hence, any solution to the bulk equations should be viable. In

particular it can be seen that plugging a bulk solution of the dilaton into the effective ac-

tion (5.35) and taking variations with respect to superreparametrisations yields zero. For

cases with less supersymmetry this has been done in [48, 57]. In particular, in [57] super-

reparametrisations have been expressed in terms of unconstrained bosonic and fermionic

degrees of freedom with respect to which the variation has been considered. Already there,

this procedure turned out to give rather lengthy expressions. In the N = 2 case the com-

plexity of this calculation grows further [65]. Fortunately, there is a shortcut which could

have been used also in [57]. The underlying trick can be found e.g. in chapter 4 of [66].

Using the anomalous chain rule, the variation of the Schwarzian can be linearised. For

N = 2 the details are as follows,

δSchw
(
t, ξ, ξ̄;u,ϑ, ϑ̄

)
≡ Schw

(
t+ δt, ξ + δξ, ξ̄ + δξ̄;u,ϑ, ϑ̄

)
− Schw

(
t, ξ, ξ̄;u,ϑ, ϑ̄

)

= DξD̄ξ̄Schw
(
t+ δt, ξ + δξ, ξ̄ + δξ̄; t, ξ, ξ̄

)

= DξD̄ξ̄
(
∂tD̄ξδξ̄ − ∂tDξδξ

)
. (6.1)
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The next steps are to replace bosonic derivatives by anti-commutators of supercovariant

derivatives and use

Dξ = (Dξ)−1D , D̄ξ =
(
D̄ξ̄
)−1

D̄.

For the variation of (5.36) one gets

δS ∼
∫

dudϑdϑ̄

{
δξ̄D̄

(
1

D̄ξ̄
D

(
1

Dξ
D̄ (ϕbDξ)

))
− δξD

(
1

Dξ
D̄

(
1

D̄ξ̄
D
(
ϕbD̄ξ̄

)))}

(6.2)

From the discussion in section 3 one can see that ϕb is given by the N = 0 solution [48],

multiplied with appropriate powers of ε, evaluated at the boundary

ϕb =
α+ βt+ γt2

DξD̄ξ̄
, (6.3)

with

2Dt = ξ̄Dξ , 2D̄t = ξD̄ξ̄ . (6.4)

Plugging this into (6.2) and using the chirality conditions (5.19) yields

δSeff ∼ γ

∫
dudϑdϑ̄

(
ξδξ̄ − ξ̄δξ

)
. (6.5)

With (5.25) and the variation of (6.4) this can be brought into the form

δSeff ∼
∫

dudϑD̄δt =

∫
duδt′ = 0 . (6.6)

7 Summary and conclusions

In the present paper, we argued that the gravitational part of the holographic dual to

the N = 2 supersymmetric SYK model is given by an N = (2, 2) supersymmetric JT

action. We elaborated on the construction of this supersymmetric extension including also

a Gibbons-Hawking-York boundary term. The main part of the calculation was done in

superconformal gauge. The superconformal factors can be determined in two ways giving

the same result. First, one can solve the constraints of constant supercurvatures. On

the other hand imposing the existence of four unbroken supersymmetries together with

an AdS2 metric yields the same superconformal factors. Symmetry breaking patterns due

to a UV regulator curve match those of the SYK model. Further, we showed that the

effective Lagrangian of those curves is given by the super-Schwarzian in agreement with

the result [28] for SYK. The chirality of the SYK model emerges from the chirality of the

two separate extrinsic curvature fields in our gravitational setup. As a consistency check

we plugged a known dilaton solution into the effective boundary action. Its variation with

respect to super-reparametrisations vanishes.

It would be interesting to see whether there are corrections towards deviation from JT.

For N = 0 such corrections have been proposed in [54]. Also the reconstruction of a more

complete holographic dual along the lines of [55, 56] should be extended to supersymmetric
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models. In particular the addition of matter and its backreaction should be considered.

The dilaton equations of motion will be affected [42]. Insisting on a constant dilaton along

the boundary will change the boundary supercurve. It is expected that the same change

of the boundary curve will be obtained when supplementing the super-Schwarzian by a

term coupling the boundary values of matter to the boundary curve [48]. A further subject

of future research will be to study if JT supergravity admits more general dilaton bulk

solutions than the one considered here. Less supercharges than in the constant dilaton

case will be preserved.

Supersymmetric JT gravity might also be considered in the context of d = 4 black hole

physics with extended supersymmetry. In particular, the qualitative difference between

N = 1 and N = 2 SYK, the non-perturbative SUSY breaking of the former [28], should

be relevant in this setting.
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CHAPTER 3

JT Supergravity Part 2

This chapter has already been published as [123]:

Supersymmetric black holes and the SJT/nSCFT
1

correspondence, S. Förste, J. Kames-King, A.
Gerhardus, In: JHEP 01 (2021) 186, arXiv: 2007.12393 [hep-th]

This chapter deals with the connection between a four-dimensional N = 2 supergravity theory
and the two-dimensional axial N = (2, 2) JT supergravity theory. Essentially, we are considering a
supersymmetric generalisation of the reference [124]. We consider the addition of supersymmetric
matter in both theories. In the former setting we mainly work in the near-horizon limit, which amounts
to a BPS enhanced �3(2⇥(

2 background. This region of spacetime captures the low-energy dynamics
of the matter fluctuations. For the two-dimensional theory we also consider the addition of matter,
sucht that one arrives at a boundary theory involving the N = 2 super-Schwarzian coupled to matter
fluctuations. We compare the resulting theories in two ways. First by dimensionally reducing and
directly comparing the resulting Lagrangians. Secondly, by calculating the holographic four-point
function and comparing the results. After appropriate field matching between the theories, we find
agreement. This demonstrates the usefulness of the super-Schwarzian approach. In addition, it would
seem that supersymmetric approaches to these low-dimensional settings would allow for an embedding
into string theory.

In detail, we start by reviewing and in addition constructing a specific four-dimensional solution
of N = 2, 3 = 4 supergravity based on important previous references [125, 126]. We consider a
magnetically charged black hole of 1/4 BPS symmetry, which means that two Killing spinors are
preserved. At the horizon, supersymmetry is enhanced to 1/2 BPS, which may be dimensionally
reduced to two dimensions with resulting N = (2, 2) supersymmetry. This allows us to relate
four and two dimensions in the way we propose. On the aforementioned background we consider
additional matter fluctuations. As we want to preserve supersymmetry we consider the addition of a
hypermultiplet of four real scalars and two chiral fermions in four dimensions. We check that there are
still solutions of the supersymmetry equations preserving the same amount of supersymmetry as before.
Demanding the BPS equations to be una�ected implies specific moment maps and vacuum expectation
values for the hyperscalars. In the four-dimensional setup we perform two calculations on the near
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horizon region, which is of the form �3(2 ⇥ (
2 and still exhibits 1/2 BPS. We perform a dimensional

reduction on the sphere of matter, gauge and gravity fluctuations. In order to arrive at a consistent
structure in line with two-dimensional supersymmetry, the gravitini must fulfill additional projection
conditions. The dilaton in the standard bosonic setting is identified in the process of dimensional
reduction as an angular metric component fluctuating on the four-dimensional spacetime. Therefore
in our setting the two-dimensional dilaton multiplet is identified with spherical metric fluctuation
components and in addition with spherical gravitini components. We also consider the calculation of
the holographic four-point function. Our approach is to consider the matter linearly coupled to metric,
gravitini and gauge field fluctuations and to successively integrate out these exact fluctuations. As we
are doing this in a low energy limit, this four-point function is captured by calculations in the near
horizon region. In the second half of the paper, we want to see how much of the four-dimensional
low-energy physics can be captured by the N = 2 super-Schwarzian, which is a boundary reduction of
N = (2, 2) JT super-gravity, which we introduced in chapter 2. In addition to the super-Schwarzian
we of course also have to consider matter fluctuations. We must consider a (covariantly) twisted
chiral multiplet as matter as this kind of multiplet is charged under*

�
(1). Interestingly, the D-term

already breaks superconformal symmetry and leads to massive matter (this was already observed in
[127]). We observe that at leading order the actions from the two-dimensional theory match with the
dimensionally reduced result. For the four-point function we first reduce the matter action from the
bulk to the boundary as the matter couples to the boundary fluctuations. Finally, we show that the
result for the four-point functions can be made to match when associating specific fields to each other.
This matching is somewhat subtle as the four-dimensional theory is considered in a Lorentzian setting
and the two-dimensional theory on an Euclidean background.

The author contributed to all conceptual discussions regarding this publication. The author performed
all calculations apart from those in sections 3.6 and 3.7.
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1 Introduction

In the present paper we will carry out a supersymmetric extension of studies presented
in [1, 2]. Extremal black holes contain an AdS2 factor in the near horizon limit in which
finite energy excitations decouple [3]. In order to capture also those it has been proposed
in [4] to add Jackiw-Teitelboim gravity [5, 6] to the bulk action. By integrating out bulk
fields this can be related to an e�ective one dimensional theory whose Lagrangian is given
by the Schwarzian derivative of the boundary curve [7–10]. This is also the e�ective La-
grangian arising in the strong coupling limit of the SYK model [11–13]. (For reviews on
the SYK/JT correspondence see e.g. [14, 15].) In the present paper we will be interested in
supersymmetric extensions. On the SYK side N � {1, 2} extensions have been presented
in [17]. The e�ective Lagrangian at strong coupling is given by the corresponding super-
Schwarzian derivatives. The N = (1, 1) extension of JT gravity on manifolds without a
boundary is given in [16]. The inclusion of a boundary term, the extension to N = (2, 2)
and the relation to super-Schwarzians is presented in [18–20]. In the present paper, we will
be interested in the N = (2, 2) configuration of which further aspects have been studied in
e.g. in [21–33].

In [1, 2] (see also e.g. [34, 35]) the relation of the nAdS2/nCFT1 correspondence to
higher dimensional black holes is investigated in more detail. In [1] an extremal and near
extremal Reissner Nordström AdS4 black hole are considered. The authors compute the
four point function of conformal primaries in a dual CFT3 in di�erent ways. Following [36]
by adding a probe massive free scalar (dual to the primary under consideration) and in-
tegrating out the induced metric perturbations. This yields an expression quartic in the
scalars (quadratic in energy momentum tensor components) i.e. quartic in the sources for
the primaries in the dual CFT3. Dimensional reduction (for spherically symmetric config-
urations and small frequences) relates this calculation to a calculation performed in the
nAdS2/nCFT1 scheme. Results obtained by integrating out Schwarzian modes match.

In the present paper we will consider a 1/4 BPS solution of gauged N = 2 4d supergrav-
ity [37, 38]. This solution represents a magnetically charged black hole with AdS4 asymp-
totics. In the near horizon limit supersymmetry is enhanced corresponding to N = (2, 2)
in two dimensions. The probe should now not only preserve spherical symmetry but also
supersymmetry. This can be achieved by adding a hypermultiplet along the lines of [39].

The paper is organised as follows. Section two is devoted to the four dimensional
picture and its near horizon reduction. In section 2.1 we review the sugra solution [37, 38]
which does not contain hypermultiplets. This solution represents a black hole with AdS4
asymptotics and an AdS2 � S2 near horizon geometry. General techniques for adding
a hypermultiplet [39] are applied in section 2.2. Section 2.3 discusses the dimensional
reduction in the near horizon limit, in s-wave approximation. In section 2.4 we compute
four point functions in a dual CFT following [1, 36]. That is, we integrate out metric
fluctuations, gravitini fluctuations and gauge field fluctuations in a limit in which first
corrections to the S2 radius have been added to the near horizon limit. For the gravitini
we have to impose further projections such that super currents are conserved in that limit.

Section three is devoted to the nAdS2/nSCFT1 perspective on the considerations of
section two. A natural choice for the two dimensional theory would be what we obtained
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from dimensional reduction in the near horizon region of the four dimensional black hole
solution. However, we will twist this slightly. Firstly, we switch to Euclidean signature cor-
responding to the choice in [20]. Another twist is performed for the following reason. We
want to associate the integrating out of bulk modes (such as the graviton) to integrating
out super-Schwarzian modes in the e�ective one dimensional dual. One of the super-
Schwarzian modes corresponds to the two dimensional graviphoton. This is the gauge field
of a Kaluza-Klein U(1) when reducing from four to two dimensions. (The four dimensional
N = 1 gravity multiplet does not contain a graviphoton.) The fluctuating hypermultiplet
in the four dimensional setup is charged under a combination of the N = 2 graviphoton
and an extra U(1). In two dimensions this will correspond to an extra vector multiplet.
We twist the charge of the probe matter in two dimensions such that it is charged under
the graviphoton instead of an extra U(1). In sections 3.1 and 3.2 we review the N = (2, 2)
extensions of JT gravity [20]. After that, in section 3.3 we add a covariantly twisted chiral
and anti-chiral multiplet describing probe matter. These have the same amount of degrees
of freedom and the same mass as what we obtained from dimensional reduction of half
the four dimensional hypermultiplet. But the covariantly twisted multiplets are charged
under the two dimensional graviphoton. Conserved currents (energy momentum tensor,
supercurrent, gauge current) share the same conservation laws with the dimensionally re-
duced ones and are associated to each other. Some further aspects of the relation between
dimensionally reduced four dimensional theory and the considered two dimensional the-
ory are mentioned in section 3.5. In section 3.6 the one dimensional holographic dual is
considered. Supergravity is replaced by super reparametrisations with a super-Schwarzian
action. Matter is coupled in a supersymmetric generalisation of the way it is presented
in [8]. That is, we write down a term which generates the N = 2 superconformal two point
functions of operators being dual to the bulk matter, in the zero temperature case. By
applying a general super reparametrisation on that expression one generates the couplings
to the super-Schwarzian modes. By integrating out (linearised) super-Schwarzian modes
we obtain the expression generating four point functions of the dual superconformal oper-
ator, in section 3.7. We express these generating functionals as two dimensional integrals
containing the conserved 2d currents. Then they can be matched with the findings of sec-
tion 2.4. We obtain agreement if we impose the same additional projection condition on
the supercurrent as in 2.4.

In section 4, we summarize the results and discuss possible future directions. In an
appendix A we list some of the used conventions.

2 A supersymmetric black hole in 4d

2.1 Solution without hypermultiplets

In this subsection we recapitulate the 1/4 BPS magnetically charged black hole solution [37,
38] of N = 2 gauged supergravity (for a review see [41–44]). Our conventions follow [44, 46]
and are summarized in appendix A. Pure gauged supergravity allows only for AdS4 ‘black
holes’ with a naked singularity [40].
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We will first consider a solution to a theory containing the supergravity and a vector
multiplet. The supergravity multiplet accomodates the vielbein eaµ, two gravitini �Aµ , A �
{1, 2}, and a graviphoton A0

µ. The vector multiplet consists of a vector A1
µ two gauginos

�A and a complex scalar z. The bosonic part of the supersymmetric Lagrangian is given by

L = 1
2R (e) + gzz��

µz�µz
� + I��F

�
µ�F

�µ� + 1
2R���

µ���F�
µ�F

�
�� � g2V (z, z�) . (2.1)

Here, R(e) is the scalar curvature and gzz� is the metric on a special Kähler manifold
on which the scalar of the vector multiplet takes values. On a special Kähler manifold
there are holomorphic sections

�
X� (z) , F� (z)

�
where in our case Λ � {0, 1}. Further,

F� = �F/�X� where for the explicit solution in [37, 38] the prepotential

F = �2i
�
X0 (X1)3 (2.2)

is chosen. R�� and I�� denote real respectively imaginary part of the period matrix

N�� =
�
�F�
�X�

��
+ 2i Im (F��)X�Im (F��)X�

XEIm (FEZ)XZ
. (2.3)

with F�� = �F�/�X�. The Kähler metric is expressed in terms of the Kähler potential

gzz� = �z�z�K , with K = � log
�
i
��
X�

��
F� �X� (F�)�

��
. (2.4)

The scalar potential, finally, is given by

V =
�
gzz

�
f�
z

�
f�
z

��
� 3

�
L�

��
L�

�
���� ,

with f�
z = eK2 (�z + (�zK))X� , L� = eK2 X�, (2.5)

and the real constants �� are called Fayet-Iliopoulos (FI) parameters (characterising under
which U(1) the gravitini are charged). The explicit solution we are going to consider is a
magnetically charged black hole. The metric is given by

ds2 = U2 (r) dt2 � U�2 (r) dr2 � b2 (r)
�
d�2 + sin2 �d�2

�
, (2.6)

where U and b will be specified shortly. The non vanishing vierbein and spin connection
components are,

eaµ = diag (U (r) , 1/U (r) , b (r) , b (r) sin �) , �01
t = U�rU , �12

� = �U�rb ,
�13
� = � (U�rb) sin � , �23

� = � cos �. (2.7)

The gauge fields have only non vanishing � components

A�
� = �p� cos � , (2.8)

and hence the field strengths are

F�
tr = 0 , F�

�� = p�

2 sin � . (2.9)
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Mostly we will work with the self-dual and anti-self dual field strengths defined as

F±�
µ� = 1

2

�
Fµ� �

i
2�µ���F

��
�
. (2.10)

The 1/4 BPS solution reported in [37, 38] has two Killing spinors

�1 =
�
(U (r))e� 1

4 (�zK�rz��z�K�rz�)�01 , �2 =
�
(U (r))e� 1

4 (�zK�rz��z�K�rz�)�02, (2.11)

where the �0A are chiral constant spinors satisfying the projection condition

�A = ��3
A
B
�01�B , �A = �AB�0�

B. (2.12)

The scalar in the vector multiplet is given by z = X1/X0 with

X0 = ± 1
4�0

� �1�1

r�0
, X1 = ± 3

4�1
+ �1

r
(2.13)

with correlated signs. Asymptotically, at r � �, z � 3�0
�1

becomes constant and so does
the potential

V � Λ4 = �2g2
�
3

�
�0�1

3,

corresponding to the radius of asymptotic AdS4 geometry. The metric components in (2.6)
are given by

U2 = eK
�
gr + 1

2gr �
16g
3r

�
�1�

1
�2�2

, b2 = e�Kr2, (2.14)

with

eK = 1
8
�
(X1)3 X0

=
2
�
�0�3

1r
2

�
(r � 4�1�1) (3r ± 4�1�1)3

. (2.15)

This is a geometry of a charged black hole, for which charges (see (2.8)) and mass, M , are
all fixed in terms of the integration constant �1, explicitly

p0 = �1
g�0

�
1
8 + 8

�
g�1�1�2

3

�

, p1 = �1
g�1

�
3
8 �

8
�
g�1�1�2

3

�

,

M = �128
81 Λ4

�
�1�

1
�3
. (2.16)

The metric component U2 has a double zero at r = rh. The position of the horizon is

rh =
�

16
3 (�1�1)2 � 1

2g2 . (2.17)

The near horizon geometry is AdS2 � S2 where the negative AdS2 curvature overcompen-
sates the S2 curvature resulting in a negative net curvature. Supersymmetry is enhanced
to 1/2 BPS corresponding to N = (2, 2) in two dimensions [50].
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2.2 Solution with a universal hypermultiplet
In the spirit of [1] we want to switch on perturbations around a sugra solution and study
the backreaction on the super geometry. We would like to do this in a supersymmetric
way and to consider only spin zero and 1/2 fluctuations. We also want the perturbation to
be charged under a U(1) gauge symmetry such that there is a corresponding backreaction.
All this can be achieved by modifying the solution of the previous section to fit into a
theory with a sugra, a vector and a hypermultiplet. How to perform such a modification
in general has been worked out in [39]. The hypermultiplet consists of four real scalars qa,
a � {1, 2, 3, 4}, and two chiral fermions ��, � � {1, 2}. The four real scalars will be called

�
q1, q2, q3, q4

�
= (R, u, v,D) .

These take values on a quaternionic-Kähler manifold which in our example is chosen to be
SU(2, 1)/U(2) with metric

ds2 = habq
aqb = 1

R2

�

dR2 +R
�
du2 + dv2

�
+
�
dD + 1

2udv �
1
2vdu

�2�

. (2.18)

The metric hab can be expressed in terms of vielbeins (for details and conventions
see [41, 44])

hab = UA�
a UB�

b ����AB. (2.19)

Indices A and � are raised and lowered with the two dimensional epsilon tensor or its
transposed when they label bosonic quantities. For fermions these indices are raised and
lowered by complex conjugation. A reality constraint on the vielbeins can be viewed as
applying both rules simultaneously

Ua,A� =
�
UA�
a

��
= �ABUB�

a ���. (2.20)

For the metric (2.18) the non vanishing vielbein components are

U12
R = U21

R = 1�
2R

, U12
D = �U21

D = i�
2R

,

U21
u = �U12

u = iv
2
�
2R

, U11
u = �U22

u = 1�
2R

, (2.21)

U12
v = �U21

v = iu
2
�
2R

, U11
v = U22

v = i�
2R

.

The solution of [37, 38] is invariant under the susy variations of the gravitino and the
gaugino

���µA = �µ�A + 2iF��
µ� I��L

� + igSAB�µ�B ,
���

iA = i�µzi�µ�A +G�i
µ��

µ��AB�B + iggij̄ f̄�
j̄ a��

AB
3 �B ,

(2.22)

with
�µ�A =

�
�µ �

1
4�

ab
µ �ab

�
�A + i

2ga�A
�
µ�

3B
A �B ,

G�µ� = Re(N��)F�
µ� �

1
2 Im(N��)�µ���F��� ,

(2.23)
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provided the following BPS conditions are satisfied,

U � = �2L�I��p�

b2
± ga�L

� ,

U

b
b� = 2L�I��p�

b2
± ga�L

� ,

ga�p
� = �1 .

(2.24)

In addition to this we now demand invariance of the hyperino variation

���� = iU�B
a �µq

a�µ�A�ABC�� + 2gUA
�ak

a
�L̄

��A , (2.25)

with
�µq =

�
�µq + gA�

µk
q
�

�
. (2.26)

Following the logic of [39] we keep gµ� , F�
µ� , z the same as for [37, 38] such that (2.22) is

still solved. Parameters are fixed by the requirement that (2.25) is also solved, implying
the conditions [37–39]

ka�F
�
µ� = 0 , P x

�f
�
i = 0 , �xyzP y

�P
y
�L

�L̄� = 0 , ka�L
� = 0. (2.27)

Here, k� are Killing vectors tangent to the quaternionic-Kähler manifold resembling charge
vectors of the gauged isometry. We consider the following Killing vectors

k� = a� (�v�u + u�v) , (2.28)

where a� functions as the FI parameter, such that the black hole background is unchanged.
These Killing vectors correspond to moment maps

P x
� = a�

�
v�
R
,
u�
R
, 1� u2 + v2

4R

�

. (2.29)

Plugging (2.28), (2.29) back into (2.27) and (2.22) we see that the following vevs are
required for the hyperscalar

�u� = �v� = 0 , �R� = const. �= 0 , �D� = const. . (2.30)

Later we will consider fluctuations of u and v. In a dimensionally reduced system these will
be scalars of a matter multiplet which is charged under a U(1) with gauge fields A� � a�.
We will freeze R and D to their background values (2.30).

The BPS equations are not a�ected. In relating field strengths and mass matrices to
geometrical quantities we will often need the two linear combinations of the first two BPS
conditions (2.24)

U

b
b� � U � = 4L�I��p�

b2
, U � + U

b
b� = ±2ga�L

� . (2.31)
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2.3 Dimensional reduction with hypermultiplet as source
We now perform the explicit s-wave reduction on the two-sphere in the near horizon geom-
etry AdS2 � S2. This will be carried out for the gravity multiplet, the hypermultiplet and
the linearized supergravity theory coupled to the hypermultiplet as a source. The former
should reproduce the JT supergravity theory in 2d and the latter should correspond to the
linearized couplings in 2d. Performing this dimensional reduction will also reveal which
four-dimensional fields constitute the dilaton multiplet.

While for a bosonic field the s-wave reduction may be implemented by assuming no
dependence on spherical coordinates, for fermions an additional projection must be applied
such that the degrees of freedom are reduced by half. The correct projection can for example
be deduced by demanding that the vevs chosen for the hyperscalars R,D are kept intact
by supersymmetry variations, such that no dynamical R,D fields are generated and hence
u, v and half of the degrees of freedom of the hyperinos constitute a proper two-dimensional
multiplet.

By use of
�qa = Ua

�A(�̄��A + C���AB �̄��B) , (2.32)
the equations �R = 0 and �D = 0 are only fulfilled if �1 fulfills the same projection as �2

and �2 the same as �1 (see the first condition in (2.12)). The projected spinors have only
one independent component which motivates the replacement,

�1 �

�

�����

1
i
i
1

�

�����
�1 , �2 �

�

�����

1
i
�i
�1

�

�����
�2 , (2.33)

where in abuse of notation we have given the Grassmann variables on the right hand side
of (2.33) the same name as the four dimensional spinors on the left hand side.

The metric on AdS2 � S2 is given by

ds2 = r2

v2
1
dt2 � v2

1
r2 dr

2 � v2
2
�
d�2 + sin2 �d�2

�
, (2.34)

with the vielbein
eaµ = diag

�
r

v1
,
v1
r
, v2, v2 sin �

�
. (2.35)

The non vanishing components of the spin connection are

�01
t = r

v2
1
, �23

� = � cos � . (2.36)

We also note that for product space geometries, the equations of motion and the dimension-
ally reduced action are equivalent for the case of Einstein gravity and Maxwell theory [45]
(barring terms which have been neglected in the approximation with at most linear con-
tributions of the dilaton multiplet to the action). For the gravitini this can be easily seen
to also hold: the equations of motion derived from (2.48), (2.83) match the dimension-
ally reduced equations (2.102)–(2.107) in the near horizon limit up to contributions J�A
containing ��,A.
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2.3.1 Gravity sector
As a first step we reduce the kinetic terms for the gravitional multiplet, which encompasses
the Einstein-Hilbert term, the linear combination of the field strengths, and the gravitinos.

The relevant parts of the action are [46]

S �
�

d4x
�
�g

�
�1
2R+ i

�
N̄��F

��
µ� F��µ� �N��F

+�
µ� F+�µ�

�

+ �µ����̄Aµ ������A + h.c. + F��µ�I��4L��̄Aµ �
B
� �AB + gSAB�̄

A
µ �

µ��B�

�
, (2.37)

with the gravitino mass matrix defined as

SAB = i
2(�x)

C
A�BCP

x
�L

� = i
2(�x3)CA�BCa�L

� , (2.38)

where our choice of moment map (2.29) was applied in the second step. The covariant
derivative of the gravitino is given in (2.23). Furthermore, we also have to include the
potential for the complex scalar in the vector multiplet linked to the FI gauging. In the
full black hole solution it acts as the cosmological constant of AdS4. It is given by

V � �g23L�L̄�a�a� , (2.39)

where the momentum map has already been expressed via the FI constants.
The dimensional reduction of the Einstein-Hilbert term to two dimensions was per-

formed in [1]. Assuming a static, spherically symmetric metric and allowing for linear
fluctuations of spherical metric components h�� = (sin �)2h�� leads to

4�v2
2

�
d2x

�
�ĝ� (R� Λ2) + 8�v2

2

�

�M
du�K , (2.40)

where � is identified with h�� and Dirichlet conditions are set for �. It also should be
mentioned that the e�ective two-dimensional cosmological constant Λ2 is a combination of
the magnetic part of the field strength of (2.37) with background value (2.9) and (2.39).
In (2.40) we have also added a boundary term originating from dimensionally reducing a
Gibbons-Hawking-York term [1]. In the following boundary terms will not be included.

Now we add fluctuations for the gauge fields in the gravity and vector multiplet along
the U(1) under which u and v are charged. Spherical symmetry is respected by setting the
� and � components in the corresponding combination of gauge fields to zero. The resulting
vector field provides an e�ective photon. Assuming A�

µ̂ = A�Aµ̂ with µ̂ � {t, r} and A�

denoting a constant direction within the two U(1)’s gives the two-dimensional kinetic term

1
g2
2

�
d2x

�
�ĝ (1 + 2�)Fµ̂�̂F µ̂�̂ , (2.41)

where Fµ̂�̂ is the fieldstrength of Aµ̂ and

1
g2
2
= 4� v2

2A
�I��A

� (2.42)
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with I�� being the imaginary part of the period matrix depending on the horizon values
of the gauge scalars z. The fluctuating gauge field Aµ̂ will be called photon in the rest of
the paper.

The gravitinos have to fulfill specific �01 projections. The projection conditions on
the hyperinos (with solutions (2.33)) induce projection conditions on the supercurrent.
Since the supercurrent acts as the source of the gravitini, this further induces projection
conditions on the gravitini via their equations of motion. From an s-wave perspective these
projections are needed to lose the angular spin connection components and also to obtain
two-dimensional mass terms. Furthermore, when working out all contributions to the
gravitino terms of (2.37), one encounters couplings of �r to �t. These are not compatible
with unbroken two dimensinal N = (2, 2) supersymmetry. When applying the correct
projection these kinds of terms vanish as we will see below. We must also apply a spherical
projection on the gravitini in order to emulate the spherical symmetry, linking J�A to J�A .
To be more precise, when expressing the supercurrents explicitly via the matter sector as
in (2.75) spherical symmetry manifests as

J�A = � sin ��23J
�
A . (2.43)

This should also be respected by the gravitino sector. All in all, we apply

�r/tA = �01(�3)A
B
�r/tB , ��A = ��01(�3)A

B
��B , ��A = sin � �23 ��A . (2.44)

Let us first understand the general structure of the gravitino contribution to (2.37) while
only applying the �23 projection of (2.44). First, the field strength with its background
value (2.9) e�ectively acts as a mass term because it can be rewritten via the first equation
of (2.31) as a purely geometric term; the same is also true for the mass matrix contribution.
This can be expressed geometrically via the second equation of (2.31). We assume no
angular dependence of the gravitino components �tA,�rA and ��A (��A is fixed by (2.44)).
Hence, we get the following expression for the kinetic terms of the gravitini

S �
�

d4x e3��̄
A
t

�
�2�3�r��A+

i
r
�3
AB�

02�B� +
iv2
2
�
��Br �AB+�3

AB�
01�Br

��

+
�

d4x e3��̄
A
r

�
2�3�t��A+

r

v2
1

�
��013��A+i�3

AB�12�
B
�

�
+ iv2

2
�
�Bt �AB��3

AB�
01�Bt

��

+2
�

d4x e3��̄
A
�

�
v1
rv2

�123�t��A�
r

v1v2
�023�r��A��3�t�rA+�3�r�tA

+ 1
2v1v2

�
��023��A��23�

B
� �AB�i�3

AB�
B
�

�

+ r

2v2
1

�
�013�rA+i�3

AB�
21�Br

�
+ i
2r�

3
AB�

20�Bt

�
, (2.45)

where so far only the relationship of ��A to ��A (2.44) has been used. Now we observe
couplings of �t to �r, couplings of �� to �t and �r and also terms exclusively consisting
of ��. As there is no kinetic term for the gravitini in two dimensions, any consistent
dimensional reduction should exclude couplings of �t to �r. A close inspection of these
terms in the first two lines of (2.45) shows that these terms vanish when applying (2.44).
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After use of the �01 projections in (2.45) the �� to �� couplings can be brought into
the form,

8�
�

d2x�23�̂µ̂
�
�̄A� ���23�µ��A

�
. (2.46)

In the purely gravitational sector a linearized approximation is used to arrive at the Jackiw-
Teitelboim action, where the dilaton appears only as a Lagrange multiplier. This procedure
can be emulated here by denoting �� as the dilatino mode. This immediately implies
that the quadratic term (2.46) is to be neglected. In accordance, after applying the �01
projections, the remaining terms of (2.45) consist purely of �t/rA couplings to ��A. To be
specific, we solve projection conditions (2.44) explicitly and replace four component spinors
by a single Grassmann field according to

�t/r1 �

�

�����

1
i
�i
�1

�

�����
�t/r1, �t/r2 �

�

�����

1
i
i
1

�

�����
�t/r2,

��1 �

�

�����

1
i
i
1

�

�����
��1, ��2 �

�

�����

1
i
�i
�1

�

�����
��2.

(2.47)

We focus on all terms in which �t/rA and ��A mix and perform the spherical integration.
In addition, we partially integrate those terms in which derivatives of ��A appear. In the
resulting expression ��A solely represents a fermionic Lagrange multiplier. We just give
the final answer in two-dimensional conventions (z = t+ y, z̄ = t� y, y = v2

1/r)

32�v2

�
dzdz̄

�
��1

�
�z̄�

�
z1��z�

�
z̄1+

i
2y�z2

�
+��2

�
�z�

�
z̄2��z̄�

�
z2�

i
2y�z̄1

�
+h.c.

�

= 32�v2
2

�
dzdz̄

�
�1

�
�z̄�

�
z1��z�

�
z̄1+

i
2y�z2

�
+�2

�
�z�

�
z̄2��z̄�

�
z2�

i
2y�z̄1

�
+h.c.

�
,

(2.48)

where the covariant derivatives are given by

�z�z̄,A = �z�z̄,A +
�
�3
�

A

B 1
4y�z̄,B , �z̄�z,A = �z̄�z,A +

�
�3
�

A

B 1
4y�z,B

and in the last two lines we have introduced the dilatino with ��A = e2��A.
It should be noted that this procedure is quite natural from a supersymmetric per-

spective. Recall that for the gravitational sector the role of the dilaton was played by
h��. Together with �� these should constitute the dilaton multiplet. So far however the
degrees of freedom do not match up. Whereas the dilaton which naturally appears as the
metric fluctuation h�� must be real, we have double the amount of degrees of freedom for
the dilatino. In N = (2, 2) JT gravity there are two dilaton multiplets [20]. Here however
we do not consider the full Kaluza-Klein reduction, which would furnish the U(1)A field
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strength accompanied by the missing bosonic degree of freedom in the dilaton multiplet.
Hence we must set reality conditions on the dilatino.

Setting �1 = i�2�, we arrive at

32�v2
2

�
dzdz̄�1

�
�z̄ (��

z1 + i�z2)��z (��
z̄1 + i�z̄2)�

1
2y (�z̄1 + i�z̄2) + h.c.

�
. (2.49)

The conditions for the dilatino modes are also applied when calculating the four-point
function (2.110).

2.3.2 Matter sector
Now we consider the kinetic and mass terms of the hypermultiplet in the near horizon limit.
These match the corresponding terms for the twisted chiral and anti-chiral multiplets in
section 3.4.

The relevant terms of the N = 2 Lagrangian are, the kinetic terms for our matter
fields �

d4x
�
�g

�
hab�µq

a�µqb � i
�
�̄��µ�µ�� � h.c.

��
, (2.50)

with the general mass terms
�

d4x
�
�g

�
g24habka�kb�L�L̄� + gM�� �̄���

�
, (2.51)

with the hyperino mass matrix defined as

M�� = �U�A
a U�B

b �AB�
akb�L

� (2.52)

and also a Pauli term
�

d4x
�
�gF��

µ� I���̄��
µ���C�� , (2.53)

which e�ectively acts as a mass term with the background value (2.9). For the vevs we
have chosen for the hyperscalars (2.30) and the choice of moment map (2.29), the scalar
mass terms of (2.51) amount to

g2(4habka�kb�) = g2a�a�
4
R
(u2 + v2)L̄�L�

= (u2 + v2)U �2 , (2.54)

where for the last step the BPS conditions (2.24) were used. The covariant derivatives are
given by

�µq =
�
�µq + gA�

µk
q
�

�
, �µ�� = �µ�� �

1
4�

mn
µ �mn�� + ∆�

µ��� , (2.55)

where for the hyperino covariant derivative we have already applied that the Kähler con-
nection is zero. Furthermore, in our approximation (leaving out higher order interaction
terms)

∆�
��� = C��∆�� = C��

�
gA��ak

b
�Ua�AU�

bA

�
. (2.56)
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For both the scalar fields and the fermions the coupling to the gauge fields occurs due to
the last term in the covariant derivative. As we are considering electric fluctuations around
the magnetic background of the solution, we will also assume general gauge fields A�

µ̂ , such
that not only terms due to (2.8) will occur. In the s-wave approximation the A� couplings
should drop out and only the couplings to A�

µ̂ should appear in two dimensions. We will
consider these e�ects, namely the linearized coupling to supergravity modes in the next
section 2.3.3.

For the scalar field one straightforwardly arrives at

S � 4�v2
2

�
d2x

�
�ĝ 1

R

�
�µu�

µu+ �µv�
µv +

�
u2 + v2

�
U �2

�
. (2.57)

In the near horizon limit U � is constant and (2.57) resembles a free massive scalar on AdS2.
This leads to the equations of motion

v2
1
r2 �

2
t u�

r2

v2
1
�2
ru�

2r
v2
1
�ru�

2
v1
u = 0 , (2.58)

and the same with u replaced by v.
Solving (2.58) at large r leads to the solutions of the form

u � r��± (2.59)

with
∆± = 1± 3

2 , (2.60)

and the same for v. According to the AdS/CFT dictionary [47] u and v are dual to
conformal primaries of dimension ∆+ of the emergent CFT1. For the comparison with the
two-dimensional results of section 3 it should also be noted that the scalar fields u, v always
appear in complex linear combinations with the vevs chosen for the hypermultiplet sector,
such that it is convenient to introduce the combinations

f := u� iv , f̄ := u+ iv . (2.61)

The action for the complex scalars is

S � 4�v2
2

�
d2x

�
�ĝ 1

R

�
�µf�

µf̄ +
�
ff̄
�
U �2

�
. (2.62)

For the hyperinos we impose the projections which led us to (2.47) earlier. Then terms in
the Lagrangian including angular components of the spin connection drop out. To be more
explicit, (2.50) includes terms of the form

� i
�
�̄������� + �̄�������

�
, (2.63)

which are set to zero since the �01 projections commute with �23.
By use of M12 = �ia�L�, the background value of the field strength (2.9) and the

BPS equations, (2.51) and (2.53) combine to a single e�ective mass term such that one
ends up with the following two-dimensional Lagrangian for the hyperinos

S � 4�v2
2

�
d2x

�
�ĝ

�
�i�̄��µ̂�µ̂�� + U ��̄1�2 + h.c.

�
. (2.64)
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Replacing �� by the one component fields as in (2.33) and taking variational derivatives
of (2.64) gives the following fermionic equations of motion

�t�
1 � r2

v2
1
�r�

1 � r

2v2
1
�1 � ir

v2
1
�2 = 0 , �t�

2 + r2

v2
1
�r�

2 + r

2v2
1
�2 + ir

v2
1
�1 = 0 . (2.65)

These describe free massive fermions on AdS2. For large r we arrive at a solution of the
form (2.59) with

∆± = 1± 2
2 . (2.66)

2.3.3 Linearized coupling
So far we have discussed the dimensional reduction of the fields of the supergravity theory
itself, namely metric, photon and gravitinos and also of the matter on this specific back-
ground. In this section we want to dimensionally reduce the coupling of the photon and
gravitino fluctuations to the matter. To be more explicit, we now perform the dimensional
reduction of the part of the action, which quite heuristically may be written as

S �
�
d4x

�
�g

�
hµ�T

µ� + �̄Aµ J
µ
A + J̄Aµ �

µ +Aµj
µ
A

�
. (2.67)

As explained previously, due to covariance metric fluctuations are already coupled to matter
fields, such that we will only mention this schematically. We have to allow for metric
fluctuations in the spherical directions h�� = sin2 � h�� and metric fluctuations in the
AdS2 direction hµ̂�̂ in (2.50), to arrive at a structure like the first term in (2.67). Now
integrating over the spherical directions gives the two-dimensional action [1]

�4�v2
2

�
d2x

�
�ĝ

�
hµ̂�̂T

µ̂�̂ + 2�T ��
�
, (2.68)

where the metric fluctuation h�� has been identified with the dilaton �. The e�ective 2d
energy-momentum conservation reads

v4
1�tTtt � r2�r

�
r2Ttr

�
= 0 , v4

1�tTtr � r�r
�
r3Trr

�
� rv4

1Ttt = 0. (2.69)

The coupling of matter fields to the considered U(1) fluctuations (2.42) are contained in
the covariant derivatives in (2.50) via (2.55).

Starting from (2.50) we arrive at

S � �4�v2
2g
�
d2x

�
�ĝ

�
�̄1�µ�1 � �̄2�µ�2 � 2u�µv + 2v�µu

�
a�A

�
µ

= �q2
�
d2x

�
�ĝ

�
�̄1�µ̂�1 � �̄2�µ̂�2 � 2u�µ̂v + 2v�µ̂u

�
Aµ̂ (2.70)

where the charge q2 is
q2 = 4�v2

2ga�A
�. (2.71)

Notice also that the sum over µ � {t, r, �,�} is reduced to µ̂ � {t, r} because u and v are
taken to depend only on t and r and the �A’s are eigenspinors of �01 (which anticommutes
with �02 and �03).
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We now express the four component spinors in (2.70) by their one component pro-
jections according to (2.33) and combine two real scalars into one complex scalar (2.61).
Then (2.70) equals

q2

�
d2x

�
�ĝ

�
�4iAte

t
0(��1�1 � ��2�2)� 4iAre

r
1(���1�1 � ��2�2)

�

+ q2

�
d2x

�
�ĝ

�
�iAµ̂ �

µ̂ f̄ f + iAµ̂ �
µ̂f f̄

�
.

(2.72)

Taking the variational derivative of (2.70) with respect to Aµ̂ we arrive at the currents

jt = �iq2
�
f�tf̄ � f̄�tf

�
+ 4iq2

r

v1
(���1�1 + ��2�2) ,

jr = �iq2
�
f�rf̄ � �̄�rf

�
+ 4iq2

v1
r
(���1�1 � ��2�2) .

(2.73)

The current conservation equation is given by

�tj
t + �rj

r = 0 . (2.74)

The coupling of gravitino to supercurrent can directly be read o� from the general N = 2
supergravity Lagrangian [46]

�
d4x

�
�g

�
�2UaA��µqa�̄Aµ �

� � 2UaA��µq
a�̄A� �

µ��� � 2giN�
A�̄

A
µ �

µ��
�
, (2.75)

with
NA
� = 2UA

�ak
a
�L̄

� . (2.76)

For clarity we will give the individual supercurrents of (2.75) explicitly before moving to
two-dimensional conventions. We will use the linear combinations (2.61) and explicit solu-
tions to spinor projection conditions as in (2.33) and (2.47). Then we get one component
supercurrents (for a relation to four component spinors see (2.101)),

J t1 =
�
2�
R

�
v2
1
r2 �t�+ �r�

�

�1 � i
r
��2 , J t2 =

�
2�
R

�

�v
2
1
r2 �t�̄+ �r�̄

�

�2 � i
r
�̄�1 ,

Jr1 =
�
2�
R

�

��t��
r2

v2
1
�r�

�

�1 � ir��2 , Jr2 =
�
2�
R

�

��t�̄+ r2

v2
1
�r�̄

�

�2 + iir�̄�1 .

(2.77)
The supercurrent components satisfy conservation equations

�tJ
t
1 + �rJ

r
1 �

r

2v2
1

�
J t1 � iJ t�2

�
+ i

2rJ
r�
2 = 0 , (2.78)

�tJ
t
2 + �rJ

r
2 + r

2v2
1

�
J t2 � iJ t�1

�
� i

2rJ
r�
1 = 0 . (2.79)

For the angular components the following relation holds

J�A = � sin ��23J
�
A . (2.80)
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The explicit form is

J�1 =
�
2�
R

�
v1
rb
�tf �

r

v1b
�rf

�
�1 + i

b
f�2, J�2 =

�
2�
R

�
v1
rb
�tf + r

v1b
�rf

�
�2 � i

b
f�1 .

(2.81)
Now we want to perform the dimensional reduction of the linearized supercurrent gravitino
coupling which in terms of four component spinors reads

4�v2
2

�
d2x

�
�ĝ

�
�̄Aµ̂ J

µ̂
A + 2�̄A� J�A + h.c.

�
. (2.82)

Plugging in our explicit solutions to projection conditions in terms of one component Grass-
mann fields (see (2.33), (2.47) and (2.101)) yields

16�v2
2

�
d2x

�
��

1µ̂J
µ̂
1 � ��

2µ̂J
µ̂
2 � 2��

1�J
�
1 + 2��

2�J
�
2 + c.c.

�
. (2.83)

with µ̂ � {r, t}. The �Aµ̂ are the gravitini of the (2, 2) Sugra multiplet in 2d whereas ��A
are the superpartners of the dilaton, the dilatini.

2.4 Four-point function
In this subsection we will compute four point functions in the spirit of [36]. We will turn
on fluctuations in half of the hypermultiplet as described in section 2.3. This will backreact
and create fluctuations for gravitons, gravitini and photons. By expressing these in terms of
the hypermultiplet fluctuations and plugging that into the action one obtains terms which
are quartic in the hypermultiplet fluctuations. According to the AdS/CFT dictionary those
generate fourpoint functions in the dual CFT3. In a certain limit these match fourpoint
functions in the SYK model as was shown for gravitons and gauge fields in [1, 2]. This
is because the region in which the geometry di�ers from AdS2 � S2 contributes, in the
considered low frequency approximation, only contact terms which will be neglected. In
the dual CFT contact terms can be cancelled by local counterterms. In our case, the
calculation corresponding to integrating out gravitons and photons is quite close to the one
reported above. For this reason, we can be brief there. For the gravitini, the discussion
will be more complicated and, indeed, we will be able only to match a subsector of the
SYK result.

2.4.1 Integrating out gravitons
We consider metric fluctuations around our solution, impose spherical symmetry and fix
di�eomorphisms, i.e. we consider [1],

ds2 = U2 (r) (1 + htt (r, t)) dt2 � U�2 (r) dr2 � b2 (r) (1 + h��)
�
d�2 + sin2 �d�2

�
, (2.84)

where U (r) and b (r) are solutions to the BPS equations (2.24) ensuring also that they
solve Einstein’s equations for the given background. For the computation of non-contact
contributions to the fourpoint function only the region of spacetime in which the geometry
can be nearly approximated by AdS2 � S2 is relevant. Here, ‘nearly’ means that U (r) is
taken to its Maldacena limit

U (r) = r

v1
(2.85)
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where r has been shifted by rh:
r � rh � r. (2.86)

For the S2 radius linear deviations from a constant are taken into account

b (r) = v2 + r, (2.87)
f (b) = f (v2) + rf � (v2) , (2.88)

where in the expansion (2.88) only the leading contribution is kept for each term. If no
further derivatives w.r.t. r are considered this is the limit given in [1] (adopted to our
notation)

U (r) = r

v1
, b (r) = v2, b� (r) = 1. (2.89)

After integrating over the S2 the relevant part of the on-shell action is as in (2.68) with
� = h�� and the metric fluctuations are to be replaced by the corresponding solutions
of the linearised Einstein equations. This works in the same way as in [1]. The explicit
form of the energy-momentum tensor does not matter, here. In our case it will have
contributions from two real scalars u and v and also from the hyperinos satisfying the
projection condition (2.33). What matters later is that T µ̂�̂ with µ̂, �̂ � {0, 1} matches
the result from the twisted chiral multiplet to be discussed in section 3.3. It is perhaps
worthwhile to point out that T�� is expressed in terms of Tµ̂�̂ with µ̂, �̂ � {0, 1} by means
of energy-momentum conservation. For this it is important to take the nearly AdS2 � S2

limit (with b� (r) = 1) because in the original Maldacena limit T�� would decouple from the
conservation law which would just be the two dimensional energy-momentum conservation.

The result for this sector of the on-shell action can be just copied from [1] (up to
di�erences in the signature)

Sg,os �
�
dtdr

�
r2v3

2
v2
1
Trr

1
�t
Ttr +

v3
2r

v2
1
Ttr

1
�2
t
Ttr

�

. (2.90)

To explicitly compute the four point function one should employ holographic renormaliza-
tion (for a review see [48]). For our purpose of comparing to results from integrating out
super Schwarzian modes the regularised version (r <�) su�ces.

2.4.2 Integrating out gaugefields
According to our discussion after (2.70) the angular components of the electromagnetic
current vanish. Spherical symmetry imposes vanishing angular dependence on the gauge
fields and we consider only fluctuations for At and Ar.

�µ̂F
µ̂�̂ = g2

2j
µ̂, (2.91)

where jµ̂ is given in terms of hypermultiplet fluctuations (2.73). Following [2] we gauge fix
At = 0 and solve (2.91) by

Ar = g2
2
r

v1
��2
t jr (2.92)

resulting in the on-shell action

SA,os �
�
drdt

�
r

v1

�4
jr�

�2
t jr. (2.93)
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2.4.3 Integrating out gravitini

Integrating out the gravitini reflects some new aspects and we will be more detailed, here.
We gauge fix

�tA = 0, A � {1, 2} . (2.94)

From spherical symmetry we deduced that J�A is related to J�A (2.43). This is compatible
with the gravitini equations if we impose the last condition in (2.44). At the moment no
near horizon limit is considered. Then the remaining gravitini equations of motion are
from the variation of (2.37) plus (2.67) with respect to the gravitini

J t1 = �2
b
�3�r��1 �

b�

b2
�3��1 +

b�U

b
�123�r1 + i

�
U �

Ub
+ b�

b2

�
�02�

�
�2+

+ i
2

�
Ub�

b
� U � +

�
Ub�

b
+ U �

�
�01

�
��
r2 (2.95)

J t2 = �2
b
�3�r��2 �

b�

b2
�3��2 +

b�U

b
�123�r2 + i

�
U �

Ub
+ b�

b2

�
�02�

�
�1+

+ i
2

�
U � � Ub�

b
+
�
Ub�

b
+ U �

�
�01

�
��
r1 (2.96)

Jr1 = 2
b
�3�t��1 �

�
UU �

b
+ U2b�

b2

�

�013��1 � i
�
UU �

b
+ U2b�

b2

�

�12�
�
�2 (2.97)

Jr2 = 2
b
�3�t��2 �

�
UU �

b
+ U2b�

b2

�

�013��2 � i
�
UU �

b
+ U2b�

b2

�

�12�
�
�1 (2.98)

J�1 = �1
b
�3�t�r1 +

�
UU �

2b + U2b�

2b2

�

�013 �r1 +
1
Ub2

�123�t��1 �
U �

2b2 �023 ��1�

� U

b2
�023�r��1 +

��
Ub�

2b3 �
U �

2b2
�
�23 + i

�
Ub�

2b3 + U �

2b2
��

��
�2+

+ i
�
UU �

2b + U2b�

2b2

�

�12�
�
r2 (2.99)

J�2 = �1
b
�3�t�r2 +

�
UU �

2b + U2b�

2b2

�

�013 �r2 +
1
Ub2

�123�t��2 �
U �

2b2 �023 ��2�

� U

b2
�023�r��2 �

��
Ub�

2b3 �
U �

2b2
�
�23 � i

�
Ub�

2b3 + U �

2b2
��

��
�1+

+ i
�
UU �

2b + U2b�

2b2

�

�12�
�
r1. (2.100)

In the following we will reduce these four component spinor equations each to a one
component equation. In (2.33) we had reduced the four component hyperinos to one com-
ponent by imposing that the frozen scalars R and D do not change under susy transfor-
mation (together with chirality). This amounts to a reduction of the supercurrents (other
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projections will vanish) which we denote as

J t/r1 �

�

�����

1
�i
�i
1

�

�����
J t/r1 , J t/r2 �

�

�����

1
�i
i
�1

�

�����
J t/r2 ,

J�1 �

�

�����

1
�i
i
�1

�

�����
J�1 , J�2 �

�

�����

1
�i
�i
1

�

�����
J�2 .

(2.101)

For the gravitini we keep only those components whose equations are sourced by the pro-
jected supercurrents. This amounts to imposing projection conditions (2.44) or explicitly
to replace four component spinors by one component ones according to (2.47). In the
following we will use one component spinors only. For those, the remaining non trivial
gravitini equations read

J t1 = 2
b
�r��1 +

b�

b2
��1 �

b�U

b
�r1 � i

�
U �

Ub
+ b�

b2

�
��
�2 + iUb

�

b
��
r2, (2.102)

J t2 = 2
b
�r��2 +

b�

b2
��2 +

b�U

b
�r2 � i

�
U �

Ub
+ b�

b2

�
��
�1 � iUb

�

b
��
r1, (2.103)

Jr1 = �2
b
�t��1 +

�
UU �

b
+ U2b�

b2

�

��1 � i
�
UU �

b
+ U2b�

b2

�

��
�2, (2.104)

Jr2 = �2
b
�t��2 �

�
UU �

b
+ U2b�

b2

�

��2 + i
�
UU �

b
+ U2b�

b2

�

��
�1, (2.105)

J�1 = 1
b
�t�r1 +

�
UU �

2b + U2b�

2b2

�

�r1 +
1
Ub2

�t��1 �
U �

2b2��1 �
U

b2
�r��1+

+ iUb
�

b3
��
�2 �

i
2

�
UU �

b
+ U2b�

b2

�

��
r2, (2.106)

J�2 = 1
b
�t�r2 �

�
UU �

2b + U2b�

2b2

�

�r2 �
1
Ub2

�t��2 �
U �

2b2��2 �
U

b2
�r��2+

+ iUb
�

b3
��
�1 +

i
2

�
UU �

b
+ U2b�

b2

�

��
r1. (2.107)

From this set of equations one can derive the following conservation laws

�tJ
t
1 + �rJ

r
1 �

UU �

2
�
J t1 � iJ t�2

�
+ 2b�

b
Jr1 � i U

�

2U Jr�2 + Ub�
�
J�1 � iJ��2

�

=
�
UU �b�

b2
+ U2b��

b2
+ UU ��

b
� U2b�2

b3

�

(��1 � i��
�2) , (2.108)

i
�
�tJ

t�
2 + �rJ

r�
2
�
� UU �

2
�
J t1 � iJ t�2

�
� U �

2U Jr1 + i2b
�

b
Jr�2 + Ub�

�
J�1 � iJ��2

�

=
�
UU �b�

b2
+ U2b��

b2
+ UU ��

b
� U2b�2

b3

�

(��1 � i��
�2) . (2.109)
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Due to the non-vanishing right hand sides in (2.108) and (2.109) these may not look like
proper conservation laws. However, imposing the BPS conditions (2.24) it is not di�cult
to check that the right hand sides vanish. For us there remains a problem, though. In the
limit (2.89) the right hand sides do not vanish. This is because the limit is not consistent
with the BPS conditions (for consistency one would have to include corrections to U , i.e.
the AdS2 geometry, which we do not want to consider). Another, more technical, problem
is that the J�A enter only in the combination J�1 � iJ��2 . This means, that one cannot use
conservation laws to express the other combination, J�1 + iJ��2 , in terms of J tA and JrA.
This does not pose an immediate problem. However, when we will later integrate over the
super-Schwarzian modes in section 3.7 we will find that the result can be expressed by 2d
supercurrents only. The dilatino source corresponding to J�A will not appear. Both these
problems can be addressed by restricting ourselves to a subsector

��1 � i��
�2 = 0. (2.110)

Such a constraint puts the right hand sides of (2.108) and (2.109) to zero and also solves our
second problem since, in the on shell action, J�1 + iJ��2 couples just to the l.h.s. of (2.110).
From the gravitini equations (2.104) and (2.105) we learn that (2.110) constrains

Jr1 � iJr�2 = 0. (2.111)

After imposing spherical symmetry, the projections (2.101), (2.47) and the restric-
tion (2.110) (implying (2.111)) the relevant part of the on-shell action takes the form
�

d4x
�
�g

�
�̄Aµ J

µ
A + h.c.

�
�

S�,os �
�
drdt

�
(Jr1 + iJr�2 )� (�1r � i��

2r)� 2
�
J�1 � iJ��2

��
(�1� + i��

2�) + c.c.
�

(2.112)

where on the r.h.s. of (2.112) one component fields appear. This can now be computed along
the following steps. First one expresses JrA by the gravitini equations (2.104) and (2.105).
The appearing time derivatives of �Ar can be expressed by means of gravitini equa-
tions (2.106), (2.107). Taking also the limit (2.89) one arives at

S�,os �
�
dtdr

�
(��1 + i��

�2)�
�
J�1 � iJ��2 + v1

2rv2
2
�t (��1 + i��

�2)
�
+ c.c.

�
(2.113)

The ��A can be expressed as solutions to (2.104) and (2.105)

��1 + i��
�2 = �v2

2 ��1
t (Jr1 + iJr�2 ) , (2.114)

whereas the combination of J�A can be replaced by means of the conservation laws (2.108),
(2.109). The final result reads

S�,os �
�
dtdr

�
v2 (Jr1 + iJr�2 )� �

��1
t

� 1
v1

�
J t1 � iJ t�2

�
�
�2v1

r
�r +

v1
r2

�
(Jr1 + iJr�2 )

�
+ c.c.

�
(2.115)
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where contact terms have been omitted. Notice that, when we go to the near horizon
limit (with b� = 0), the last two terms in (2.115) can be expressed via the conservation
equations (2.78), (2.79) as a time derivative of a current component. Therefore, they give
rise to contact terms in that limit. The result (2.115) will be matched with one obtained
by integrating out super-Schwarzian modes in section 3.7.

3 Supersymmetric JT

In this section we would like to compare our results from the near horizon considerations
of the AdS4 supersymmetric black hole to a two dimensional configuration relating super-
symmetric JT gravity to the super-Schwarzian e�ective theory on the boundary. We will
consider Euclidean signature and take for the AdS2 metric

ds2 = dzdz̄

y2 = dx2 + dy2

y2 , z = x+ iy. (3.1)

The coordinate x can be viewed as Euclidean time. For the matter multiplet we will not
take directly what we get from dimensional reduction of half the hyper multiplet which
we turned on as a probe in the previous section. Instead, we will use two twisted chiral
respectively anti-chiral multiplets. They share many features with the probe of the previous
section. The major di�erence is that they are not charged under an extra U(1) but under
the U(1) mediated by the 2d graviphoton. This would correspond to a Kaluza Klein U(1)
in the dimensional reduction setup. The reason is that integrating out the graviphoton
can be directly associated to integrating out a bosonic mode in super reparametrisations
of the boundary. The dynamics of this boundary mode is contained in an e�ective super-
Schwarzian action. If instead, we considered the original U(1) gauge field we would need
to add an extra phase mode to the boundary as it was done in [2]. This would correspond
to a straightforward repetition of the calculation presented in [2]. In the following, we will
match results on a qualitative level not taking into account numerical factors. Further we
will not identify 2d probe fields with 4d probes but rather present a map between conserved
currents.

3.1 Minimal 2d N = (2, 2) supergravity

In this section we summarize the Euclidean 2d N = (2, 2) supergravity construction of [20].
With superspace coordinates

z� =
�
z, �+, �̄+; z̄, ��, �̄�

�
(3.2)

we have rigid superspace derivatives

�z , D+ = �

��+ + 1
2 �̄

+�z , D̄+ = �

��̄+ + 1
2�

+�z, (3.3)

�z̄ , D� = �

���
+ 1

2 �̄
��z̄ , D̄� = �

��̄�
+ 1

2�
��z̄, (3.4)

– 21 –

88



J
H
E
P
0
1
(
2
0
2
1
)
1
8
6

which fulfil the anticommutation relations
�
D+, D̄+

�
= �z ,

�
D�, D̄�

�
= �z̄ . (3.5)

In general complex conjugation for fermionic quantities such as the supercharges is given by

(Q+)� = Q̄� , (Q�)� = Q̄+ . (3.6)

Applying axial torsion constraints and solving them in conformal gauge gives the following
supercovariant derivatives

�+ = e�̄
�
D+ + i (D+�) M̄

�
,

�� = e�̄
�
D� � i (D��) M̄

�
,

�̄+ = e�
�
D̄+ + i

�
D̄+�̄

�
M
�
,

�̄� = e�
�
D̄� � i

�
D̄��̄

�
M
�
. (3.7)

Here, �, �̄ refer to the conformal factors since in U(1)A supergravity the geometric quantities
are given in terms of chiral/anti-chiral fields. M,M̄ are convenient linear combinations of
the Lorentz and U(1)A generators.

The superconformal factor takes on the following form on the AdS2 geometry,

� = �1
2 log

� 1
2yc

�
� i

4yc
�+�� , (3.8)

where yc refers to the chiral basis. It is important to note here that the auxiliary field of
the gravity multiplet, which appears as the field multipliying the �+�� factor in (3.8) takes
on a non-zero vev. We will see in section 3.3 that this will furnish the mass of the probe
matter.

While the starting point of our considerations will indeed be the superspace described
above, it is important to see how the structures of (3.7) map onto x-space quantities as
the actual physical calculations will take place there.

The x-space covariant derivative, which can be deduced by projecting out superspace
coordinates in (3.7) is of the form

�µ = �µ + JΩµ +
Y
2 Aµ , (3.9)

where J ,Y refer to the Lorentz and U(1)A generator respectively and Ωµ and Aµ are the
spin connection and graviphoton gauge field. Both Ωµ and Aµ are of course implied by the
bosonic term of the superconformal factor. Ωµ is determined by the real part of �|, Aµ

by the imaginary part of �|, where | denotes the projection on the leading component of a
multiplet. For the background (3.8) the imaginary part of �| is zero, however we must allow
for fluctuations later. In section 3.3 it will be explained how (3.9) acts on the individual
component fields of the matter multiplets.
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3.2 N = (2, 2) JT supergravity
The first term of our two-dimensional action, is the N = (2, 2) JT action, which leaving
out the topological term, is given by [20]:

S = � 1
16�GN

�

�
�

M

d2zd2�E�1Φ (R+ 2) + h.c. + 2
�

�M

dud�d�̄
�
Φb + Φ̄b

�
K

�

� . (3.10)

E�1 refers to the chiral density, which is needed to correctly define chiral superspace inte-
gration, R to the chiral supercurvature and K to the extrinsic supercurvature. Furthermore,
the dilaton naturally also appears as a chiral and anti-chiral field with the field content
Φ � �,��, B and Φ � �̄, �̄�, B̄.

We should also think about what (3.10) implies in x-space and how it can be related
to the four-dimensional model of the previous section. We repeat the analysis of [20] for
the bosonic fields: the variations with respect to the supergravity auxiliary fields fix the
dilaton auxiliary fields to be related to the dynamical bosonic field of the dilaton, such that
one ends up with the following bosonic part of the JT action in x-space

SJT,bos. =
i

16�GN

�
dzdz̄�g (� (R+ iF + 2) + �̄ (R� iF + 2)) . (3.11)

Recall, that the supersymmetric JT action not only furnishes a dynamical term for metric
fluctuations, it also allows the gravitino to acquire a kinetic term, as the standard gravitino
term vanishes in two dimensions. In superconformal gauge the gravitino appears as the
fermionic components of the conformal factor. The coupling of dilatino to gravitino is

SJT,ferm. =
1

2�GN

�
dzdz̄

�
�+

�
�z̄�+̄z ��z�+̄z̄ +

i
2y��z̄

�
+

+ ��

�
�z��̄z̄ ��z̄��̄z �

i
2y�+z

�
+ �̄+

�
�z�+z̄ ��z̄�+z +

i
2y��̄z

�
+

+ �̄�

�
�z̄��z ��z��z̄ �

i
2y�+̄z

��
. (3.12)

Assuming real curvature constraints in (3.11) implies � = �̄ and hence a real Lagrange
multiplier coupled to the Ricci scalar, which is just the canonical form of the JT action.
In order for dilaton degrees of freedom to match, reality constraints have to be applied to
the dilatino modes. We apply Majorana conditions, which in our conventions amount to
�+ = �̄+ and �� = �̄�. This results in

SJT,ferm. =
1

4�GN

�
dzdz̄

�
�+

�
�z̄�+̄z ��z�+̄z̄ +

i
2y��z̄ +�z�+z̄ ��z̄�+z +

i
2y��̄z

�

+ ��

�
�z��̄z̄ ��z̄��̄z �

i
2y�+z +�z̄��z ��z̄��z̄ �

i
2y�+̄z

��
. (3.13)

3.2.1 Graviphoton kinetic term
As we have introduced a gauge field in the covariant derivatives and will treat gauged
matter below, we should also add a kinetic term for the gauge field. First consider the
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supersymmetric Gauss-Bonnet term

S = � 1
16�GN

�

M

d2zd2�E�1R+ h.c. . (3.14)

Here, when moving to x-space, the field strength drops out and one recovers the standard
Gauss-Bonnet term. Therefore a further term is required in order for a kinetic term for
the gauge field to appear,

S = � 1
2�GN

�

M

d2zd2�d2�̄R R̄ . (3.15)

Integrating to x-space gives

S = � i
4�GN

�

M

d2z
�
gFzz̄F

zz̄, (3.16)

where the curvature R drops out. Here, we should specify exactly how the superconformal
factor is related to the graviphoton.

In general Im(�)| constitutes the gauge field in Lorentz gauge Aµ = �µ���Im(�)|.
Hence,

�z Im(�)| = �1
2Az , �zIm(�̄)| = 1

2Az , (3.17)

and also
��̄Im(�)| = 1

4Fzz̄ .
(3.18)

From a two-dimensional perspective the term (3.16) will reduce to the kinetic term of the
internal U(1)A mode at the boundary and from a four-dimensional perspective this term
corresponds to the Kaluza-Klein field strength.

3.2.2 JT supergravity and the super-Schwarzian
Just as delineated in [8] integrating out the dilaton as a Lagrange multiplier, constrains
the geometry to AdS2, while at the same time reducing the action to an integral over the
boundary, which in our supersymmetric case is [20]

Seff = � 1
8�GN

�

�M

dud�d�̄(Φb + Φ̄b)K . (3.19)

Setting Dirichlet conditions for the dilaton and calculating the supercurvature then leaves
us with the explicit form for the e�ective action of the system:

Seff = � 1
2�GN

�

�M

dud�d�̄ �b Schw
�
t, �, �̄;u,�, �̄

�
, (3.20)

where �b is the boundary value for the leading component of Φ and Schw
�
t, �, �̄;u,�, �̄

�

refers to the N = 2 super-Schwarzian, which is defined by

Schw
�
x, �, �̄;u,�, �̄

�
= (D�̄�̄

�)
D�̄�̄

� (D���)
D��

� 2 ���̄�

(D��)(D�̄�̄)
, (3.21)
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with �, �̄ general super-reparametrisations of the boundary and u,�, �̄ the boundary su-
perspace coordinates. The super-reparametrisations are subject to superconformal con-
straints (3.65).

Whereas for the bosonic case the Schwarzian action describes the soft mode of
reparametrisations of time, here the situation is generalised to superspace. The super-
Schwarzian constitutes the e�ective action of reparametrisations of time, and the fermionic
coordinates of the boundary superspace.

It should be mentioned that the x-space expressions for the kinetic terms of the gravity
multiplet given in the previous sections could also be reduced to boundary expressions
individually. Here, we have assumed the super-Schwarzian as the boundary e�ective action
due to the arguments presented in [20] and then projected down to x-space. Alternatively,
it should in principle also be possible to perform everything entirely in superspace.

3.3 Matter coupled to 2d N = (2, 2) supergravity
Now we also want to add supersymmetric matter to the JT supergravity theory. This is
done by straightforwardly adding a matter term, such that the matter field only couples to
the metric and not the dilaton. The field can then be considered to be moving on a pure
AdS2 geometry, such that the usual AdS/CFT dictionary can be applied.

Hence, we must only work out what the coupling of the superconformal factor to a
locally supersymmetric matter multiplet in superspace amounts to in components in x-
space.

3.3.1 Chiral vs. twisted chiral
For global supersymmetry, there are two main ways to build symmetric theories: setting
chiral constraints or setting twisted chiral constraints on a general superfield. While the for-
mer is charged under U(1)V and uncharged under U(1)A, the opposite is true for the latter.
Since we are interested in constructing matter gauged under the graviphoton of the super-
curvature multiplet, which can be related to a bosonic mode in super-reparameterisations
of the boundary, we must set twisted chiral constraints given by

D̄+� = 0 , D�� = 0 . (3.22)

Here a crucial di�erence arises to the Lorentzian case [49]. Whereas complex conjugation
of (3.22) implies the conditions for the associated twisted anti-chiral field for Lorentzian
singature, here, due to the complex conjugation properties elucidated in section 3.1 we
obtain the same constraints on the complex conjugated field, such that the usual kinetic
action would vanish. This implies that we have to choose � to be real.

3.3.2 Supersymmetric action
For our analysis we must construct superfields which are covariantly twisted chiral, which
means that they fulfil the generalisation of (3.22) to curved space. Such that a covariantly
twisted chiral field is given by

�̄+�cov = 0 , ���cov = 0 , (3.23)
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and a covariantly twisted anti-chiral field by

�̄��̄cov = 0 , �+�̄cov = 0 . (3.24)

Note that the notation �̄ here does not refer to complex conjugation. The solution of the
constraints (3.23) and (3.24) depends on the charge of the superfield, which we choose to be

[M,�] = �i� , [M, �̄] = i�̄ . (3.25)

In superconformal gauge we arrive at the following expressions for the definition of our
covariant fields

�cov. = e����̄� , �̄cov. = e����̄�̄ . (3.26)

The formal expression for the D-term is
�

dzdz̄d2�d2�̄E�1�cov �̄cov . (3.27)

As we will see below, there will be no need to add another probe term.

3.3.3 X-space
We also have to define how the physical fields, which will appear in x-space after superspace
integration are defined.

The most convenient way to do this is by the projection method:

�cov| = f �̄cov| = f̄ (3.28)

�+�cov = �+ ���cov = �� (3.29)

�̄��cov = �̄� �+�̄cov = �̄+ (3.30)
1
2[�+, �̄�]�cov = F

1
2[�̄+��]�̄cov = F̄ . (3.31)

We should also translate the superspace charge (3.25) into U(1)A and Lorentz charges in
x-space for the individual component fields (3.28).

For the bosonic components

[Y, f ] = 2 [Y, f̄ ] = 2 , (3.32)

and for the fermionic fields

[Y, ��/�+̄] = ��/�+̄ . (3.33)

For the Lorentz charge we naturally get

[J , �̄+/�+] = �
i
2 �̄+/�+ (3.34)

[J , �̄�/��] =
i
2 �̄�/�� . (3.35)

This determines (3.9). In conformal gauge for (3.8) we have Ωz/z̄ = 1
2y .
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3.3.4 Breaking superconformal symmetry
We can now just take the formal expression (3.27) and perform the integration via the
chiral density method and then project onto the physical x-space fields via (3.28). So far
it would seem that as we have only included a D-term, we still have to add an F-term in
order to add masses to the fields and break conformal symmetry. However, as we will see,
the gauging itself breaks superconformal symmetry. This is due to a theorem first noted
in [51]:

In 2D, if the spin-0 field of a matter supermultiplet carries a non-trivial real-
ization of an internal symmetry charge that is gauged by a spin-1 field in the
superconformal multiplet, the action for the spin-0 field is neither conformally
nor superconformally invariant.

For the specific case at hand this occurs because in the component expansion of (3.27)
the matter fields couple to the supergravity auxiliary field of (3.8). Therefore the masses
are determined by the curvature itself.

3.4 Equations of motion and currents
Now performing the integration of (3.27) in superspace and then using (3.28) we arrive at
the two-dimensional matter action for the probe multiplet

i
2

�
dzdz̄

�
(�f)

�
�̄f̄
�
+
�
�̄f
� �

�f̄
�
+ 1
y2 ff̄ �

1
2y �̄���� � �̄+�̄�+ � i 1

2y2 �̄��̄++

+ fAz�̄f̄ + fAz̄�f̄ + 3
2yAz���̄++

+ �̄+z
�
�̄+�f̄

�
� i�̄+z̄

�
el̄z̄ �̄�f̄

�
+ �̄�z̄

�
�̄��̄f

�
+ i�̄�z

�
elz�+f

�
+ h.c.

�
. (3.36)

The first line represents the kinetic terms, the second line the linearized coupling to the
gauge field and the last line the linearized coupling to the gravitinos.

Now focussing on the kinetic terms for a moment we can derive the equations of motion,
which take on a simple form by use of (3.9).

For the bosons

��̄f = 1
2y2 f , (3.37)

��̄f̄ = 1
2y2 f̄ , (3.38)

and for the fermions

�z̄�+ = iel̄z̄ �̄�̄ , (3.39)
�z�� = �ielz �̄+̄ . (3.40)

For bosons we can immediately solve the equations asymptotically, which lead to normal-
izable mode y�+ and non-normalizable mode y�� with

∆± = 1± 3
2 . (3.41)
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Iteration of (3.39) with the complex conjugate of (3.39) (and vice versa) provides corre-
sponding asymptotics for fermions with

∆± = 1± 2
2 . (3.42)

3.4.1 Symmetry currents
It is now also important for us to write out the symmetry currents of the two-dimensional
action. There are currents linked to energy-momentum, U(1)A and supersymmetry con-
servation. In principle the currents constitute a multiplet in superspace. More precisely,
as we are breaking superconformal symmetry we are essentially introcuding a multiplet of
superconformal anomalies, which together with the multiplet of superconformal currents
fulfill a conservation equation in superspace. For our purposes we are only interested in
x-space expressions. A purely superconformal current such as the superstring fulfills the
algebraic constraints

Tµ
µ = 0 (�µSµ)� = 0 , (3.43)

As we have essentially gauged the tangent space group of the N = (2, 2) superstring
and also added massive perturbations, we will have corrections to (3.43). The energy-
momentum tensor acquires a non-zero trace and for the supercurrent, the components
S+z̄, S�z and their complex conjugates become non-zero.

In a linearized approach we can derive the U(1)A current by taking the variational
derivative of (3.36) with respect to the gauge field, which leads to

jAz = 1
2
�
f̄�f � f�f̄

�
+ 3

4y �+�̄+ , jAz̄ = 1
2
�
f̄ �̄f � f �̄f̄

�
� 3

4y ���̄� , (3.44)

where the A denotes the axial nature of these currents. The conservation equation is
given by

�jAz̄ + �̄jAz = 0 . (3.45)

Due to the internal U(1)A charge the supercurrents split up into a parts consisting of
f, �+, �̄� and a part, which includes f̄ , ��, �̄+.

The former being

S+̄ z = �+�f , S� z̄ = �̄��̄f ,

S+̄ z̄ = �iel̄z̄ �̄�f , S� z = ielz�+f .
(3.46)

and the latter
S+ z = �̄+�f̄ , S�̄ z̄ = ���̄f̄ ,

S+ z̄ = �iel̄z̄ �̄�f̄ , S�̄ z = ielz �̄+f̄ .
(3.47)

The conservation equations are

�̄S+̄z + �S+̄z̄ �
i
4y

�
S+̄z + S+̄z̄

�
+ i

2yS�z̄ = 0 ,

�̄S�̄z + �S�̄z̄ +
i
4y

�
S�̄z + S�̄z̄

�
� i

2yS+z = 0 .
(3.48)
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The energy-momentum tensor is most conveniently expressed by splitting it up into
fermionic and bosonic contributions. For the bosons we have

T zz
B = �4y4�f�f̄ , T z̄z̄

B = �4y4�̄f �̄f ,

T zz̄
B = 2y2ff̄ ,

(3.49)

and for the fermions

T zz
F = y3

�
�+��̄+ + �̄+��+

�
, T z̄z̄

F = y3
�
���̄�̄� + �̄��̄��

�
,

T zz̄
F = �iy2 (���+) .

(3.50)

Now for the combined energy momentum Tensor Tµ� := TB;µ� + TF ;µ� the conservation
equations are

�xTxx + �yTxy = 0 , �xTxy + �yTyy +
1
y
(Txx + Tyy) = 0 . (3.51)

3.5 Comparison to four-dimensional model

We see that at leading order we can let the JT model acquire the same form as the
dimensionally reduced model. For the gravity multiplet it is important to note that for the
JT term we have a priori already made an assumption by restricting the supercurvature to
a real number: Φ(R+2). This forces a real dilaton and hence also real dilatino structures.
In principle one could allow the supercurvature to be a general complex number, which
would fix the field strength to a specific value. In comparison the dimensionally reduced
model naturally assumes a real dilaton.

Furthermore, for the matter sector we recover behaviour already noticed in [1]. In
the dimensionally reduced model, an additional source dilaton coupling �T �� appears,
which constitutes a deviation from pure JT behaviour as one does not consider matter to
dilaton couplings in that approach. Here, we acquire an additional dilatino to supercurrent
coupling: �̄A� S�A. Also, the field strength comes with the standard kinetic term and a linear
dilaton coupling, whereas the two-dimensional approach just yields the former. There is
a further deviation related to the di�erent signatures. Recall, that the four-dimensional
calculations are performed in Lorentzian signature, whereas the two-dimensional model is
Euclidean. In order to add gauged matter, we had to use covariantly twisted chiral and
anti-chiral multiplets, which was only possible by applying an additional reality condition.
Hence, for two dimensions f and f̄ are not linked by complex conjugation and as such are
real, whereas for the dimensionally reduced model we had complex bosons. However, the
current conservations still match between the two approaches as do the masses.

3.6 Super-Schwarzian coupled to matter

Our general approach will follow the steps outlined in [1]. We work out the on-shell action
of the two-dimensional probe matter, such that it reduces to a boundary two-point form
coupled to fluctuations of the boundary. There are additional complications for the case at
hand as the boundary two-point function only takes on a elegant form in superspace. Hence,
we work out what the general form of two-point function should be at the boundary due to
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symmetry restrictions. Then for a general multiplet we allow for superspace fluctuations in
this two-point function, and match the resulting x-space expressions to the on-shell action
of the bulk pulled back to the boundary.

Furthermore, we can now calculate the four-point function by combining the previous
result with the e�ective Schwarzian action and integrating out the fluctuations.

To recapitulate, we do the following: work out the probe on-shell action implied
by (3.36) and reduce to the boundary. This will then be matched with a general re-
sult for the boundary two-point form in superspace dictated by symmetry considerations.
This superspace action will then in conjunction with (3.20) be used to integrate out the
fluctuations.

3.6.1 On-shell action
Now we want to determine the on-shell action, which will just reduce to a boundary ex-
pression. A regularised solution to (3.37) is

f (y,�) = e�(y��)|�| 1 + y |�|
y(1 + �|�|)f (�) , (3.52)

where a Fourier transform replacing Euclidean time x by � has been performed. Solu-
tion (3.52) is unique in that it is regular at y �� and satisfies the boundary condition

f (�,�) = 1
�
f (�)

for some given f (�). The solution of f̄ (y,�) is the same with f (�) replaced by f̄ (�).
Note, that for more generic masses solution (3.52) is expressed in terms of modified Bessel
functions [52].

Analogously the solutions to (3.39) and (3.40) are given by

�+(y,�) = e(��y)|�|
(1 + �y + y|�|)�(�)

�
y(1 + �|�|) , �̄�(y,�) = �e(��y)|�|

(1� �y + y|�|)�(�)
�
y(1 + �|�|)

��(y,�) = e(��y)|�|
(1� �y + y|�|)�̄(�)

�
y(1 + �|�|) , �̄+(y,�) = �e(��y)|�|

(1 + �y + y|�|)�̄(�)
�
y(1 + �|�|) .

(3.53)
As can easily be seen from (3.53), at the boundary there will only be two fermionic degrees
of freedom. Let us note the explicit boundary behaviour of the solutions above. The
bosonic boundary behaviour is

f (y,�) � f (�)
�
1
y
+ �2�2

2y � 1
2�

2y � �3�2|�|
3y + 1

3�
2y2

�

, (3.54)

with the analogous behaviour for f̄(y,�). For the fermions we get

�+ (y,�) � � (�)
�

1
�
y
+ �

�
y + �2�2

2�y �
1
2�

2y3/2 � �|�|y3/2
�

, (3.55)

��(y,�) � �̄ (�)
�

1
�
y
� �

�
y + �2�2

2�y �
1
2�

2y3/2 + �|�|y3/2
�

. (3.56)
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We define the following quantities for which frequency dependence is replaced by depen-
dence on Euclidean time

f�� (x) =
�

d�ei�xf (�) , f̄�� (x) =
�

d�ei�xf̄ (�) ,

f�+ (x) =
�

dx� f�� (x�)
[x� x�]4 , f̄�+ (f) =

�
dx� f̄�� (x�)

[x� x�]4 ,
(3.57)

and similarly for the fermions

��� (x) =
�

d�ei�x� (�) , �̄�� (x) =
�

d�ei�x�̄ (�) ,

��+ (x) =
�

dx� ��� (x�)
[x� x�]3 , �̄�+ (x) =

�
dx� �̄�� (x�)

[x� x�]3 .
(3.58)

In terms of (3.57), (3.58) the boundary behaviour (3.54), (3.55) amounts to (a dot denotes
a derivative w.r.t. Eucledian time x)

f (y,�) � f�� (x)
y

�
2�3f�+ (x)

�y
+ 2y2f�+ (x)

�
�

�2f̈�� (x)
2y + . . . (3.59)

and for the fermions

�+(y, x) �
���(x)�

y
+ 2iy3/2��+(x)

�
� i�y�̇�� + 2�3�̇�+

3��y + . . . ,

��(y, x) �
�̄��(x)�

y
�

2iy3/2�̄�+(x)
�

+ i�y ˙̄��� + 2�3 ˙̄��+

3��y + . . . .

(3.60)

3.6.2 Boundary super-space, two-point function
In superspace, the on-shell action should reduce to the form of a superconformal two-point
function. Therefore one must only know what the supertranslation invariant interval on
the boundary is and also the structure of chiral or anti-chiral multiplet to give the correct
form of the boundary two-point function. The boundary superspace was constructed in
the context of the N = 2 SYK model [17]. The super-derivatives are in our conventions

D� = �� +
1
2 �̄�u , D�̄ = ��̄ +

1
2��u , (3.61)

with the anticommutation relations
�
D�, D̄�̄

�
= �u . (3.62)

Chirality constraints can then be imposed via

D��̄ = 0 , D�̄� = 0 . (3.63)

Here �, �̄ are general boundary superfields. The N = 2 superreparametrisations
�
u,�, �̄

�
�

�
x
�
u,�, �̄

�
, �
�
u,�, �̄

�
, �̄
�
u,�, �̄

��
, (3.64)
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are constrained by

D��̄ = 0 , D�x (u) =
1
2 �̄D�� , D�̄� = 0 , D�̄x (u) =

1
2�D�̄�̄ . (3.65)

Their dynamics are e�ectively described by the super-Schwarzian (3.21). One can
solve (3.65) for a general component structure (x denotes Euclidean time)

x(u) = u+ �(u) + 1
2 [��̄(u) + ��(u)]

�(u) = �(u) + �
�
1 + �(u) + 1

2 �̇(u)
�
+ 1

2��̄�̇(u) , (3.66)

�̄(u) = �̄(u) + �̄
�
1� �(u) + 1

2 �̇(u)
�
� 1

2��̄
˙̄�(u) .

We observe that the superreparametrisations can be expressed in x-space via four individual
modes �, �, �̄,�. The first, � (u), is the single gravitational mode, which also appears in the
purely bosonic setting and as such is the boundary fluctuation, which is linked to the
energy-momentum coupling of the bulk on-shell action. In a similar spirit, � represents
the boundary degree of freedom of gauge fluctuations Az/z̄ and �, �̄ constitute boundary
gravitinos and are hence linked to the supercurrent.

In order to find the supertranslation invariant boundary superspace structure, we de-
mand the following

D�
�∆bdy. = D�̄∆bdy. = 0 . (3.67)

The unique solution is [28]

∆bdy. =
�
u� u�

�
� 1

2
�
��̄+ ���̄� + 2�̄��

�
. (3.68)

We can include fluctuations of the boundary super-curve by employing the relations (3.66)

∆bdy. =
�
t(u)� t�(u�)

�
� 1

2
�
�(u)�̄(u) + ��(u�)�̄�(u�) + 2�̄(u)��(u�)

�
. (3.69)

We also have to define a boundary multiplet which should have a matter content consistent
with the boundary expansions of the bulk matter multiplet. Hence, we define a chiral and
an anti-chiral multiplet (with respect to the boundary derivatives). Both will consist of the
on-shell boundary degrees of freedom worked out in the previous section. Hence, for the
chiral multiplet we have

�
�bdy. � f�� , ���

�
and for the anti-chiral one

�
�̄bdy. � f̄�� , �̄��

�

�bdy. (uC) = f�� (uC) +
�
2���� (uC) , (3.70)

�̄bdy. (uAC) = f̄�� (uAC)�
�
2�̄�̄�� (uAC) . (3.71)

We end up with the following boundary two-point function coupled to super-curve fluctu-
ations1

S�bdy. =
�

dud�du�d�̄� [D�̄� (u)]
3 [D�

��
� (u�)]3

∆3
bdy.

�bdy. (u) �̄bdy.
�
u�
�
. (3.72)

1Here, we assume that there is no mixing with any other dimension two operator. If there was such
a mixing we would have to add terms in which one of the �’s is replaced by the corresponding boundary
mode. Indeed, there is another dimension two operator associated to the dilaton [10]. Since the 2d action
does not contain terms linear in the twisted multiplet fields and there is no direct coupling to the dilaton
we do not see how a corresponding mixing could arise in an on-shell action.
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Plugging in the structure (3.66) and performing the superspace integration of (3.72) will
give boundary couplings of the x-space matter fields to the fluctuations of (3.66). These
are quite lengthy expressions. Therefore, we give each matter coupling to one of the four
fluctuations individually.

Matching to bulk. The internal � mode is coupled in the following way:
�S�bdy.

��
= 6

�
f̄��f�+ � f�� f̄�+ + ��� �̄�+ � �̄����+

�
. (3.73)

The first boundary gravitino mode coupling reads
�S�bdy.

��
=
�
2
�
2f̄��

˙̄��+ � 3�̄�+ �̄�� + 3 ˙̄f�� �̄�+

�
, (3.74)

and the second is
�S�bdy.

��̄
=
�
2
�
�2��� �̇�+ + 3f�+��� + 3ḟ����+

�
. (3.75)

The boundary graviton couples according to
�S�bdy.

��
=� 3

�
f��

˙̄f�+ + f̄�� ḟ�+ + 2f�+
˙̄f�� + 2f̄�+ ḟ��

�

+
�
3�̄�+ �̇�� + 3��+

˙̄��� � �̄�� �̇�+ � ���
˙̄��+

�
. (3.76)

In order to match the expressions with the four-dimensional results we must first express
the Schwarzian couplings via the on-shell symmetry currents (3.44), (3.46), (3.49), (3.50).
The boundary expressions are

T bdy.
xx = � 3

y�

�
f�� f̄�+ + f̄��f�+

�
,

T bdy.
xy = 1

�

�
�3f�+

˙̄f�� � 3f̄�+ ḟ�� + �̄�� �̇�+ + ���
˙̄��+ + ��+

˙̄���

�
,

T bdy.
yy = 1

�y

�
3f�� f̄�+ + 3f̄�� + 2�̄����+ + 2��� �̄�+

�
.

(3.77)

We can now express (3.76) as
�S�bdy.

��
= �(Tty � y�tTyy) . (3.78)

The boundary expressions for the supercurrent components are

Sbdy.
+z = f̄�� �̄�+�

y�
+ 3i

�
y�̄�+ f̄��

�
� i
�
y�̄�+

˙̄f��

�
, Sbdy.

�̄z = � f̄�� �̄�+�
y�

,

Sbdy.
�̄z̄ = � f̄�� �̄�+�

y�
+ 3i

�
y�̄�+ f̄�+

�
� i
�
y�̄�+

˙̄f��

�
, Sbdy.

+z̄ = �̄�� �̄�+�
y�

,

Sbdy.
+̄z = �f����+�

y�
� 3i

�
y��� f̄�+

�
+ i
�
y��+ ḟ��

�
, Sbdy.

+̄z̄ = f����+�
y�

,

Sbdy.
�z̄ = f����+�

y�
� 3i

�
y���f�+

�
+ i
�
y��+ ḟ��

�
, Sbdy.

�z = �f����+�
y�

.

(3.79)
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Equations (3.79) allow us to rewrite (3.74)

�Sfbdy.
��

= ��2y
�
i
�
S+z � S+z̄ � S�̄z + S�̄z̄

�
+ y�t

�
S+z � S+z̄ + S�̄z � S�̄z̄

��
. (3.80)

Similarly for �̄ we get
�S�bdy.

��̄
= ��2y

�
i
�
S+̄z � S+̄z̄ � S�z + S�z̄

�
+ y�t

�
S+̄z � S+̄z̄ + S�z � S�z̄

��
. (3.81)

The values of the gauge current at the boundary are

jAz = 3i
2�

�
f�� f̄�+ � f�� f̄�+ + �̄����+ � ��� �̄�+

�
,

jAz̄ = �jz .
(3.82)

This allows us to express (3.73) as

�S�bdy.

��
= 2�jAy . (3.83)

3.7 Four-point function/integrating out the fluctuations
To the action (3.72) we must also add the super-Schwarzian (3.21). This is a quite lengthy
expression. Fortunately, we only have to consider expressions at most quadratic in the
fields appearing on the r.h.s. of (3.66), leading to

SSchw =
�

du
�
�1
2 �̈ (u)

2 + 2��̈ (u)� 4�
...
�̄ (u)� 4�̄...� (u)

�
. (3.84)

We now have to work out the equations of motion of the fluctuations in order to integrate
them out. We get contributions from the kinetic terms (3.84) and from the coupling of
these modes to matter, which was worked out in the previous subsection. The general form
for the resulting on-shell action is

S =
�

du
��

��4
u

�S�bdy.

��

��
�S�bdy.

��

�
� 1

4

�
��2
u

�S�bdy.

��

��
�S�bdy.

��

�

+ 1
4

�
��3
u

�S�bdy.

��̄

��
�S�bdy.

��

�
+ 1

4

�
��3
u

�S�bdy.

��

��
�S�bdy.

��̄

��
, (3.85)

For comparison with results from the 4d calculation performed in section 2.4 we would like
to rewrite these expressions in terms of two dimensional integrals. To this end, one inserts
a ‘constructive identity’,

�
dy�y, and employs conservation equations [1]. This works well

for the first, third and fourth term in (3.85) leading to

S� = �
�2

4

�
dxdy y2

�
��2
x Txx

�
(2Txy � 2y�xTyy) , (3.86)

S��̄ = �2i
8

�
dxdy

�
��1
x

�
S+z + S+z̄ + S�̄z + S�̄z̄

� �
S+̄z � S+̄z̄ � S�z + S�̄

��

+ �2i
8

�
dxdy

�
��1
x

�
S+̄z + S+̄z̄ + S�z + S�z̄

� �
S+z � S+z̄ � S�̄z + S�̄z̄

��
. (3.87)
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For the contribution corresponding to integrating out the gauge field there is a subtlety
which has been pointed out in [2]. In our approximation (�y � 1) jAy does not depend on y,
and therefore inserting

�
dy�y on jAy �

�2
x jAy would return zero. The authors of [2] considered

just a charged scalar. Their argument is based on the observation that the current contains
the scalar and its complex conjugate in an antisymmetrised way. Therefore, only products
between di�erent modes in an expansion like (3.54) contribute. At the given approximation
this includes the first two lowest powers in y yielding a factor of y (since ∆+ + ∆� = 1).
Another factor of 1/y appears due to a y derivative (in the first term on the r.h.s. of (3.44)).
The same arguments also apply to the fermionic contributions to the gauge current (where
the derivative w.r.t. y has been replaced by a division by y). In summary, the second term
in (3.85) can be rewritten as (for further details see [2])

S� = ��2v2

�
dxdy

�
g (gyy)2 jAy ��2

x jAy . (3.88)

Now, we would like to compare this to the results of section 2.4.3. To this end, we
replace the presently used 2d metric by one with the AdS2 radius restored and an additional
overall sign (z = x+ iy)

ds2 = �v2
1
dzdz̄

y2 . (3.89)

This changes, at most, a numerical factor in front of (3.86), (3.87) and (3.88). To make
contact with the 4d near horizon AdS2 factor in (2.6) with U(r) = v1/r (and b = v2, b� = 0)
we perform the following coordinate transformation (including a Wick rotation)

x = � i
v1
t , y = v1

r
. (3.90)

Then energy momentum conservation (3.51) matches the one obtained in the near horizon
dimensional reduction (2.69). This motivates us to associate the involved energy momen-
tum tensors (up to an overall factor which would not change conservation laws). Indeed,
applying (3.90) on the corresponding part of the on-shell action S� in (3.86) matches the
4d near horizon result (2.90). The same observation holds for the U(1) currents with
conservation laws (3.45) respectively (2.74). The onshell actions (3.88) and (2.93) agree
as well.

For the gravitini sector the situation is more complicated. Performing a Wick rotation
on spinorcomponents (such as the supercurrent) can be more involved (see e.g. [53–55]).
In our setup, where we have projected everything to one component spinors the problem
shows up as follows. Performing the transformation (3.90) on the equations (3.48) as well
as on their complex conjugates will result in four equations which are not anymore pairwise
related by complex conjugation. We proceed as follows. We just perform (3.90) on the two
equations written explicitly in (3.48), resulting in

�tS
t
+̄ + �rS

r
+̄ �

r

2v2
1

�
St+̄ � St�

�
� 1

2rS
r
� = 0, (3.91)

�tS
t
�̄ + �rS

r
�̄ + r

2v2
1

�
St�̄ � St+

�
� 1

2rS
r
+ = 0. (3.92)
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These, we compare to (2.78) and its complex conjugate. This suggests the following asso-
ciation

St+̄ = iJ t1 , Sr+̄ = iJr1 , St+ = iJ t�1 , Sr+ = iJr�1 ,

St�̄ = �J t2 , Sr�̄ = Jr2 , St� = �J t�2 , Sr� = Jr�2 . (3.93)
Then (2.79) and its complex conjugate should map the set of conservation laws obtained
from complex conjugation of (3.91) and (3.92). This indeed hapens if we apply the following
rules for taking the complex conjugate of (3.91) and (3.92) (� � {t, r}),

�
S�+

�� = S��̄ ,
�
S��

�� = S�+̄ , ��t = ��t. (3.94)
The relation between the current components is the same as it would be without perform-
ing a Wick rotation. Therefore one should take the complex conjugate of the coordinate
transformation (3.90) justifying the last assignment in (3.94). Note also, that the prescrip-
tion (3.94) does not apply to the right hand sides of (3.93). That means in particular
that after the replacement (3.93) the onshell action (3.86) is not manifestly real anymore.
Therefore we add its complex conjugate by hand. Finally, we arrive at

S��̄ �
�
dudr

�
(Jr1 � iJr�2 )� ��1

t

�
J t1 + iJ t�2

�
+

+ (Jr1 + iJr�2 )� ��1
t

�
J t1 � iJ t�2

�
+ c.c.

�
, (3.95)

where now complex conjugation relates 4d components ((JµA)
� = Jµ�A ). To compare with

results from section 2.4.3 we impose (2.111) which removes the first contribution to (3.95).
Further we notice that (2.78) and (2.79) imply

�2
r
�r +

1
r2

�
(Jr1 + iJr�2 ) = �2

r
�t
�
J t1 + iJ t�2

�
(3.96)

giving rise to a contact term in the near horizon limit. Hence, our expressions (2.115)
and (3.95) match within the given restriction (2.111).

4 Discussion

Summary. In the first half of the paper we embedded the solution of [37, 38] into a
supergravity solution with the same amount of susy encompassing a hypermultiplet. This
requires the choice of a moment map (and a corresponding Killing vector on the quater-
nion manifold) and choice of vacuum expectation values for the four hyperscalars. As a
next step the dimensional reduction (in s-wave approximation) of the supergravity theory
is performed in the near horizon limit, hence on AdS2 � S2. To be more exact, we include
fluctuations of photon, metric, gravitini and of the matter multiplet. For the latter we only
let half of the hypermultiplet fluctuate, namely u, v and one projection of the hyperinos,
such that we acquire a proper two-dimensional multiplet. Contributions containing the
background magnetic fieldstrength or the angular components of the spin connection drop
out due to the spherical integration, the BPS conditions and the choice of projection, such
that a fully two-dimensional theory is furnished. The e�ective two-dimensional cosmologi-
cal constant is given by a linear combination of the magnetic charge and the FI constants.
We observe the dilaton coupled to metric fluctuations, an electric field strength term, an
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electric field strength to dilaton coupling and gravitini fluctuations coupled to the dilatini.
The spherical fluctuations h��,��1,��2 constitute the dilaton multiplet. Furthermore, we
also see that deviations from pure JT supergravity occur due to additional source to dilaton
multiplet couplings. We also calculate the four-point function in a dual CFT following the
general prescription [36] within the same limits as discussed in [1].

In the second half of the paper we repeat the construction of [20] for N = (2, 2)
Euclidean JT supergravity, while allowing the gravitini and graviphoton field strength to
fluctuate. We focus on real supercurvature constraints, which take out half the degrees
of freedom of the dilaton multiplet. Gauged matter can be added in form of a covari-
antly twisted chiral and anti-chiral multiplet and additional reality constraints due to the
Euclidean signature. Somewhat unusually only a D-term is necessary to enable gauged,
massive matter fields. The masses are determined by the curvature, such that they agree
with the dimensionally reduced near-horizon theory. The D-term furthermore gives a lin-
earized supergravity theory. Taking variational derivatives with respect to graviphoton,
metric and gravitini furnishes symmetry currents. We show how the on-shell action of
the matter coupled to the gravity multiplet fluctuations may be described via the bound-
ary superspace two-point function. Then in combination with the super-Schwarzian up
to quadratic order, we may integrate out the gravity multiplet fluctuations, such that we
end up with a four point function described in terms of the currents. We compare our
results with the computation obtained in the near horizon calculation of the four dimen-
sional theory in which next to leading corrections to the S2 radius have been taken into
account. When expressed in terms of energy-momentum tensor and gauge current the re-
sults match. For the contribution containing the supercurrent the situation is a bit more
involved. The limit in which only corrections to the S2 radius are considered is not com-
patible with BPS conditions. Supercurrents are only conserved if we impose an additional
projection. Up to terms vanishing under that projetion results from integrating out the
fermionic super-Schwarzian mode match the four dimensional calculation.

N = (2, 2) JT quantum supergravity. As mentioned above, N = (2, 2) JT super-
gravity encompasses a larger space of options then might be guessed when just performing
the s-wave reduction. The dimensionally reduced theory naturally assumes a real dila-
ton and hence half the degrees of freedom available to the most general two-dimensional
theory. A priori the two-dimensional theory might use Φ(R + �), with � being a general
complex number. This would fix the graviphoton to a specific background value. It would
be interesting to explore the full range of solutions of this theory.

This is especially interesting with respect to the results of [56, 57]. By use of [56, 58] cal-
culated exact partition functions for JT gravity with arbitrary genus and arbitrary number
of asymptotic boundaries. The partition functions are (non-uniquely) non-perturbatively
completed by a genus expansion of a specific matrix integral. While [57] extended these
results to the N = 1 case,2 it would be interesting to see the extension to N = 2 for the
aforementioned reasons, although it is not quite clear how feasible this is.

2Supersymmetric extensions of JT gravity have been considered in this context also in [59–61].
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Localization. As we have constructed a Euclidean o�-shell formulation of an N = 2
supergravity theory coupled to matter, it is natural to consider localization techniques.
For the general Schwarzian theory this was performed in [21] for the bosonic case and also
N = 1 and N = 2. It would be interesting to first of all, localize the minimal sugra theory
on the AdS2 background. The assumption would be that this should in leading order match
the Schwarzian result for the partition function with di�erences perhaps arising in higher
order corrections. Then one might attempt to perform this while also including the chiral
twisted multiplet.

Other settings. We have chosen the specific background of [37, 38] as the near horizon
enhancement matches with the two-dimensional theory first presented in [20] and for the
fact that the AdS4 asymptotics of [37, 38] allow for the construction of a four-dimensional
four point function via the AdS/CFT dictionary. However, the most common four di-
mensional BPS solutions exhibit Minkowski asymptotics with near horizon enhancement
to full BPS. It would be interesting to try and understand if these kind of solutions can be
described via super-Schwarzian asymptotics.
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A Four-dimensional supergravity conventions

In this appendix, we summarize the most important conventions taken from [41, 44]. We
use the mostly minus form of the Minkowski metric �ab = diag(1,�1,�1,�1). The flat
space Dirac algebra of the �-matrices is

{�a, �b} � 2�ab , (A.1)

with �ab given by the commutator

�ab �
1
2 [�a, �b] . (A.2)

The chirality matrix is defined as

�5 � �i�0�1�2�3 = i�0�1�2�3 . (A.3)

The � matrices are chosen to be purely imaginary (�µ)� = ��µ and furthermore

�†0 = �0 , �0�
†
i �0 = �i , �†5 = �5 , i = 1, 2, 3 . (A.4)
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The �5 eigenvalues of the fermions are

�5

�

��
�µA
�iA

��

�

�� =

�

��
�µA
�iA

��

�

�� , (A.5)

�5

�

��
�µA

�iA
��

�

�� = �

�

��
�µA

�iA
��

�

�� , (A.6)

where �µA is the gravitino, �iA the gaugino and �� the hyperino. For this choice of �5 for
chiral fermions we get

��A = �A , ��
µA = �Aµ , ��� = ��. (A.7)

In terms of the Pauli matrices the representation of the �-matrices is

�0 =
�
0 �2

�2 0

�

, �1 =
�

i�3 0
0 i�3

�

, �2 =
�
0 ��2

�2 0

�

, �3 =
�
�i�1 0
0 �i�1

�

, (A.8)

where �i, i = 1, 2, 3 denote the Pauli matrices,
�
�1
�

A

B =
�
0 1
1 0

�

,
�
�2
�

A

B =
�
0 �i
i 0

�

,
�
�3
�

A

B =
�
1 0
0 �1

�

. (A.9)

The SU(2) indices A,B are raised and lowered via the antisymmetric matrix

�AB =
�

0 1
�1 0

�

, �AB =
�

0 1
�1 0

�

such that we get
�
�1
�

AB
=
�
1 0
0 �1

�

,
�
�2
�

AB
=
�
�i 0
0 �i

�

,
�
�3
�

AB
=
�

0 �1
�1 0

�

(A.10)

and
�
�1
�AB

=
�
�1 0
0 1

�

,
�
�2
�AB

=
�
�i 0
0 �i

�

,
�
�3
�AB

=
�
0 1
1 0

�

. (A.11)

In the hypermultiplet sector the indices �,� are raised and lowered via the antisymmetric
symplectic matrix C��

C�� =
�
0 �1
1 0

�

. (A.12)

With the charge conjugation matrix

C = i�0 , (A.13)

and
�A = i (�A)T �0 , (A.14)

chiral fermions satisfy �
�A
��

= �A . (A.15)
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CHAPTER 4

JT Gravity/Matrix Model Duality

This chapter has already been published as [128]:

Deformations of JT gravity via topological gravity and applications, S. Förste, H. Jockers,
J. Kames-King, A. Kanargias, In: JHEP 11 (2021) 154, arXiv: 2107.02773 [hep-th]

This chapter deals with the non-perturbatively defined theory of JT gravity as elaborated upon
in section 1.4.8. Here, we are interested in using the methods of topological gravity to generalise JT
gravity and construct new results for JT gravity in the presence of defects, which was first considered
in [129, 130]. Topological gravity exhibits an underlying integrable KdV structure, which fixes the
structure of the partition function in terms of the couplings C

:
. We may think of these couplings as the

“target space", whereas the standard JT parameters, the asymptotic boundary length V and its analytic
continuation to Lorentzian time C are “worldsheet" parameters. We use the KdV structure to generalise
the JT theory to potentially arbitrary deformations. We emphasise that in principle there should be
a dictionary between these deformations and a dilaton potential * (q), although this is di�cult to
specify exactly. Conical defects are recovered as a tractable example. We use a low-energy expansion
scheme to show the appearance of a plateau in the spectral form factor, therefore the appearance of
chaos universality in terms of the “worldsheet" theory. Furthermore, we also comment on JT gravity
approaches involving conical defects on de Sitter spacetime. Both topological gravity and minimal
models are introduced in 1.4.9.

In detail, we start by reviewing how the Weil-Petersson volume is related to the theory of intersection
numbers, which is defined on the moduli space of smooth curves with marked points. We show how JT
gravity in the presence of conical defects may recovered as a specific coupling of topological gravity.
We move on from this specific example to generalising to arbitrary couplings. More specifically,
the underlying, integrable KdV structure of topological gravity fixes the general form of the genus
expansion. We use this to explicitly generalise the JT partition function to potentially arbitrary
couplings, of which standard JT gravity as introduced in section 1.4.8 and JT gravity with conical
defects are specific examples. To be precise the deformations of JT gravity are parametrised as
deformations of the (2, 2? � 1) minimal string theories in the large ? limit. It is not in all generality
clear, which specific values are actualised in the JT theory. One would suspect that there exists

111



Chapter 4 JT Gravity/Matrix Model Duality

a dictionary between deformations of the dilaton potential to deformations of the aforementioned
couplings. It would also seem that the asymptotic behaviour of the deformations is linked to the
asymptotic behaviour of the dilaton potential for large values of q. We then move on to use a specific
low temperature expansion scheme of the partition function to furnish new results for JT gravity in the
presence of conical defects. This approach essentially amounts to considering all genus contributions
at a fixed energy. This therefore allows the approximate appearance of e�ects, which are usually
considered to be in the realm of (doubly) non-perturbative physics of the asymptotic genus expansion
series. We put these results to use in section 4 of this publication, where we analyse the spectral
form factor in detail. This quantity is explained in section 1.4. Interestingly the low temperature
expansion shows the emergence of the plateau and the dependence of the spectral form factor on the
underlying parameters. In addition we discover a Hawking-Page phase transition between connected
and disconnected geometries similar to the generally observed behaviour of reference [10]. At
low temperatures the connected geometries dominate, whereas at high temperatures disconnected
geometries are dominant. We conclude by commenting on JT gravity on de Sitter spacetime. We
emphasise that a recent approach would seem to rely on conical Weil-Petersson volumes being analytic
continuations of Weil-Petersson volumes with geodesic boundaries, which does not seem to be the
case in all generality.

The author contributed to all conceptual discussions regarding this publication. The author performed
the calculations of sections 3 and 5. In addition the author suggested to consider the analysis of the
spectral form factor in section 4. Moreover, the author performed most calculations of section 2.3.
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1 Introduction

Jackiw-Teitelboim (JT) gravity is a simple model of two-dimensional quantum gravity on
backgrounds of constant curvature such as anti-de Sitter spaces AdS2 [1–6]. It consists of
a real scalar field � coupled to gravity with the Euclidean action on a Riemann surface
Σ being

IJT = � S0
2

�1
2

�

�
d2x

�
gR+

�

��
dx
�
hK

�

� 1
2

�

�
d2x

�
g�(R+ 2) +

�

��
dx
�
h�(K � 1) , (1.1)

where R is the Ricci scalar, gµ� the metric, K is the trace of the extrinsic curvature at the
boundary �Σ, and hµ� is the boundary metric induced from gµ� . The sum of the first two
terms is proportional to the Euler characteristic of the surface Σ, which in a black hole
context represents the ground-state entropy and for the full gravitational path integral
weighs the contribution of geometries in terms of the coupling S0. The third term sets the
constraint of only considering hyperbolic Riemann surfaces

R(x) + 2 = 0 , (1.2)
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and the last term contains a Gibbons-Hawking-York boundary term together with a coun-
terterm that ensures a finite result when removing the regularisation of the position of
the AdS2 boundary. This term captures the Schwarzian dynamics of reparametrisations
at the boundary. JT gravity has been used as a gravitational model in the AdS2/CFT1
correspondence and in a broader context it encapsulates the low-energy dynamics of near-
extremal black holes [7, 8]. It can also be linked to the Sachdev-Ye-Kitaev model [9, 10]
because its low-energy sector is described by the Schwarzian theory and in a certain limit
the thermal partition functions agree [10, 11].

In the remarkable work [12] Saad, Shenker and Stanford demonstrate that extending
the gravitational sector to include geometries consisting of arbitrary number of boundaries
and also arbitrary genera furnishes a partition function equivalent to a specific double-
scaled Hermitian matrix theory. This duality can be stated as

Z(�1, . . . ,�n) �= �Tre��1H . . .Tre��nH�MM . (1.3)

Here the left hand side is the connected thermal partition function Z(�1, . . . ,�n) of JT grav-
ity for geometries with n asymptotic boundary components characterised by their inverse
temperatures �i, i = 1, . . . , n. The right hand side is the corresponding correlator of the
dual Hermitian matrix integral. Interestingly, these correlators enjoy an interpretation as
observables in an ensemble of quantum mechanical systems whose random Hamiltonians H
are given by Hermitian matrices H of the matrix model [12].1 This duality is generalised
in ref. [14], where extensions of JT gravity are associated to other matrix models [15–17].

The arguments for the proposed duality in ref. [12] rely on two crucial facts: firstly, as
can be seen for the disk, the path integral of the Schwarzian theory localises [18]. Secondly,
the contributions of Riemann surfaces of higher genera to the JT gravity path integral re-
duce to a Schwarzian theory at each boundary component together with an integration
over suitable moduli spaces of hyperbolic Riemann surfaces. The latter contributions give
rise to Weil-Peterson volumes on the associated moduli spaces of stable curves that —
as proven in ref. [19] — obey the same recursion relations as appear in the context of
the specific double-scaled Hermitian matrix integral, which in turn suggests the proposed
correspondence (1.3). The duality (1.3) as spelt out above is a priori established pertur-
batively, i.e. on the level of an asymptotic genus expansion. In addition, there are also
non-perturbative contributions [12], and hence the matrix model can be viewed as a (non-
unique) non-perturbative completion of the genus expansion of JT gravity. A proposal to
deal with potential non-perturbative instabilities is developed in refs. [20–22].

In this work we focus on the structure of deformations to JT gravity and the resulting
modifications to the thermal partition functions appearing on the left hand side of the
duality (1.3). A particular deformation to JT gravity can be incorporated by adding a
scalar potential U(�) to the Lagrangian of the action (1.1) of the form [23, 24]

U(�) = 2� e�(2���)� , 0 < � < � . (1.4)
1According to ref. [13], the intriguing appearance of an ensemble of quantum mechanical systems can

also be argued for via the relationship of JT gravity to the Sachdev-Ye-Kitaev model.
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This potential does not a�ect the asymptotic boundary conditions and the gravitational
path integral can be evaluated perturbatively in the coupling � [24]. Carrying out the path
integral over the scalar field � at the perturbative order �k changes the constraint (1.2)
to [23, 25]

R(x) + 2 = 2
k�

j=1
(2� � �) �(2)(x� xj) , (1.5)

with a remaining integral of the positions x1, . . . , xk over the Riemann surface Σ. Thus the
constraint (1.5) at the given perturbative order �k with the two-dimensional �-distributions
introduces on the hyperbolic surfaces k conical singularities at the points x1, . . . , xk with
identification angle �. As a result, perturbatively the path integral of JT gravity with the
potential (1.4) can be interpreted as a sum over all possible hyperbolic Riemann surfaces Σ
with any number of conical singularities with identification angles � at arbitrary positions
on Σ. Furthermore, we can interpret the deformation (1.4) as coupling JT gravity to a gas
of defects characterized by the coupling constant � and the idenfication angle � [23, 24].
The structure can readily be generalised to an arbitrary finite number (possibly even to
an infinite number or to a continuous family) of defect species with individual couplings
�j and identification angles �j [23, 24], such that a more general class of deformations to
JT gravity can be realised.

Instead of directly studying deformations to JT gravity via scalar potentials of the
type (1.4), we use the connection to two-dimensional topological gravity [26] and the related
formulation in terms of moduli spaces of stable curves [27, 28]. Previously, this approach
has been prominently employed in this context, for instance, in refs. [12, 24, 29–31]. Upon
identifying deformations to JT gravity with solutions to the KdV hierarchy (which play a
central role in topological gravity, see e.g. ref. [32]) and using well-established matrix model
techniques [33–36], we can study a rather general class of deformations to JT gravity.
From this perspective topological gravity and hence JT gravity with deformations can
be identified with certain minimal string theories and deformations thereof [35, 37, 38].
Already in ref. [12] it is observed that JT gravity can be viewed as the large p� +� limit
of the (2, 2p� 1) minimal string theory with the associated couplings tk given by [20, 29]

t0 = t1 = 0 , tk = �k with �k = (�1)k
(k � 1)! for k = 2, 3, . . . . (1.6)

These values for the couplings tk relate to a specific solution to the above mentioned
KdV hierarchy. In this work we study deformations to JT gravity by considering more
general solutions to the KdV hierarchy, which on the level of the couplings tk amounts to
deforming them as

tk = �k + �k for k = 0, 1, 2, . . . . (1.7)

For particular choices of �k — as established in refs. [23, 24] and as discussed in detail
in the main text — this description realises JT gravity interacting with a gas of defects
as described by the scalar potential (1.4) and generalisations thereof discussed in ref. [24].
Inspired by the work of Okuyama and Sakai we thoroughly investigate the relationship
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between general deformations �k and the specific deformations that are attributed to the
interaction of JT gravity with a gas of defects.

Moreover, we turn to some applications of our general results. First of all, we analyse
the low temperature behaviour of the calculated thermal partition functions using tech-
niques developed in refs. [29, 30]. At low temperatures the (asymptotic) genus expansion of
the thermal partition function can be given an exact analytic expression [30, 39], because
non-perturbative corrections are suppressed in the performed low temperature double scal-
ing limit. This allows us to study in this low temperature regime Hawking-Page phase
transitions and the features of spectral form factors as functions of the deformation pa-
rameters with the help of numerical methods. As a second application, we comment on
a further instance of JT gravity, which requires the inclusion of Riemann surfaces with
conical singularities, namely the wavefunction of the universe for JT gravity in de Sitter
space [40, 41]. This striking connection relies on subtleties of the analytic continuation
from sharp to blunt defects or equivalently from small identification angles to large identi-
fication angles.

The structure of the paper is as follows: in section 2 we first set the stage for the
forthcoming analysis and introduce well-established physical and mathematical tools to
study correlation functions in topological gravity. Then, applying techniques developed in
ref. [29], as a genus expansion we calculate for deformed theories of JT gravity (asymptotic)
thermal partition functions (with one or several asymptotic boundary components). The
studied class of deformations is suitable to describe interactions of JT gravity with defects.
In section 3 we turn to the low temperature expansion of the thermal partition function,
which can be computed exactly at leading order in temperature [29–31]. For certain phys-
ical applications this analysis is more natural than the previously discussed asymptotic
genus expansion because the expansion in temperature naturally sets an energy scale for
the accessible states in the computed thermal partition functions. Using the computed low
energy limit of the partition functions for JT gravity coupled to a gas of defects, we show
in section 4 that there is a Hawking-Page phase transition. We numerically compute the
associated critical temperature as a function of the deficit coupling constant, and we also
analyse the spectral form factor. We find that in the given low temperature approximation
the time scale for the onset of the plateau exhibits a simple behaviour in terms of the deficit
coupling, which conforms with the observed Hawking-Page phase transition. In section 5
we make some basic comments on the connection between the wavefunction of the universe
for JT gravity on de Sitter space dS2 and the Weil-Petersson volumes of the associated
Riemann surfaces with conical singularities in the light of the recent work [42]. Finally,
in section 6 we present our conclusions, where we discuss our results and present some
outlook for further investigations.

While completing this work, ref. [43] appeared, which has certain overlap with some
of our discussions in section 2.

2 JT gravity, deformed JT gravity and topological gravity

In this section we aim to describe JT gravity together with deformations in terms of two-
dimensional topological gravity. The works [29, 30] by Okuyama and Sakai establish a
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direct link between the partition functions of JT gravity and correlation functions in topo-
logical gravity. Deforming JT gravity from interactions with defects (as established in
refs. [23, 24]) yields another instance of two-dimensional topological gravity with modified
coupling parameters. While we are indeed interested in JT gravity coupled to a gas of de-
fects, we study deformations to JT gravity in a more general setting. By using the results
of ref. [32] we construct thermal partition functions for deformed theories of JT gravity,
which at any intermediate stage of their derivation can be specialised to particular de-
formed JT gravity theories (such as JT gravity interacting with defects). Our approach
could o�er a starting point towards a dictionary between specific values for the couplings
in two-dimensional topological gravity and deformations attributed to scalar potentials
added to the JT gravity action, such as the potential (1.4) for deformations arising from
defect interactions.2

In part this section uses and reviews some well-established mathematical tools from
the intersection theory on the moduli spaces of stable curves to derive the thermal partition
functions of deformed JT gravity. The reader not interested in these derivations should
skip these technical details and instead view this section as a collocation of expressions
for thermal partition functions and related quantities, which are used in later sections of
this work.

2.1 Weil-Petersson volumes of hyperbolic Riemann surfaces

To set the stage and to introduce the used notation, we first collect some mathematical
preliminaries on the Weil-Petersson volumes of hyperbolic Riemann surfaces with geodesic
boundary components and conical singularities from the perspective of intersection theory
on the moduli spaces of stable curves.

Let Mg,n be the moduli space of smooth curves of genus g with n distinct marked
points. By construction the moduli space Mg,n is not compact, as it contains neither the
limiting curve with a handle degenerating to a nodal point nor the limit as two marked
points collide. The Deligne-Mumford compactification Mg,n includes the above mentioned
limits in terms of stable curves with nodal singularities. The resulting moduli space of
stable curves is well-defined to parametrise curves with marked points that do not admit
any continuous automorphisms. That is to say Mg,n is defined for genus g � 2 and any
number of marked points, for genus one with at least one marked point, and for genus zero
with at least three marked points. The complex dimensions of these moduli spaces are
given by

dimCMg,n = 3g � 3 + n . (2.1)

The moduli space of stable curves Mg,n comes equipped with several natural coho-
mology classes. To each marked point pi, i = 1, . . . , n, on the curve Cg one associates at
the point pi the complex cotangent line T �piCg, which patches together to a line bundle Li
on Mg,n. The first Chern class of this line bundle realises a cohomology class on Mg,n

2Results in a similar vein of thought are reported in ref. [42] as well. See also ref. [44] for a discussion
along these lines from the minimal string theory perspective.
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denoted by
�i = c1(Li) � H2(Mg,n,Q) . (2.2)

The other for us relevant cohomology class is the first Miller-Morita-Mumford class �1,
which arises in a similar fashion. Consider the forgetful map � : Mg,n+1 � Mg,n that
omits the (n+ 1)-th marked point. Then the cohomology class �1 is given by [45, 46]

�1 = ��(c1(Ln+1)2) +
n�

i=1
�i � H2(Mg,n,Q) , (2.3)

where the push-forward �� can heuristically be thought of as integrating over the fiber of
the map �. The class �1 is proportional to the Weil-Petersson Kähler form �WP [47]

�WP = 2�2�1 . (2.4)

Upon integrating such cohomology classes over Mg,n we obtain (rational) intersection
numbers that are collected in correlators. The correlators of particular interest to us are
given by

�
��1�d1 . . . �dn

�

g,n
=
�

Mg,n

��1�
d1
1 . . .�dn

n , �, d1, . . . , dn � Z�0 , (2.5)

where the classes �di are the conventional abbreviations for �di
i arising from the i-th marked

point. The defined correlators are only non-vanishing if the integrated class represents a
(non-zero) top class of Mg,n, which together with eq. (2.1) amounts to the selection rule

�
��1�d1 . . . �dn

�

g,n
�= 0 � �+ d1 + . . .+ dn = 3g � 3 + n . (2.6)

For these correlators we introduce the generating functions [26]

F ({tk}) =
+��

g=0
g2g
s

�
e
��

d=0 td�d
�

g
=

+��

g=0
g2g
s

�

{nd}

� ��

d=0

tndd
nd!

�

��n0
0 �n1

1 . . .�g , (2.7)

and

G(s, {tk}) =
+��

g=0
g2g
s

�
es�1+

��
d=0 td�d

�

g
=

+��

g=0

+��

m=0

g2g
s sm

m!
�

{nd}

� ��

d=0

tndd
nd!

�

��m1 �
n0
0 �n1

1 . . .�g ,

(2.8)
in terms of the genus expansion parameter gs and the couplings {td}. Due to the re-
lation (2.3) the two generating functions are not independent but instead are related
as [46, 48, 49]

G(s, {tk}) = F ({tk + �k}) , �0 = �1 = 0 , �k = (�1)k
(k � 1)!s

k�1 . (2.9)

As the first Miller-Morita-Mumford class �1 is proportional to the Weil-Petersson Käh-
ler form �WP (cf. eq. (2.4)), the function G(2�2, {tk = 0}) evaluated at tk = 0 readily
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becomes the generating function of the Weil-Petersson volumes Vg of the moduli space of
genus g curves (for g � 2) without any marked points, i.e.

G(2�2, {tk = 0}) =
+��

g=2
g2g
s

�

Mg,0
e�WP =

+��

g=2
g2g
s

�

Mg,0
volWP =

+��

g=2
g2g
s Vg . (2.10)

Here volWP is the Weil-Petersson volume form of the (3g � 3)-dimensional moduli
space Mg,0.

As shown in the seminal work [50] by Mirzakhani, the Weil-Petersson volume of a
hyperbolic Riemann surfaces of genus g with n geodesic boundary components of length
�b = (b1, . . . , bn) reads in terms of the previously defined cohomology classes on Mg,n

Vg,�b =
�

Mg,n

e�WP+ 1
2
�n

�=1 b
2
��� =

�
e2�

2�1+ 1
2
�n

�=1 b
2
���
�

g,n
. (2.11)

For hyperbolic Riemann surfaces with geodesic boundary components of uniform length b,
using eq. (2.5) it is straightforward to verify that the volumes Vg,(b,...,b) are generated by

G(2�2, {tk = b2k

2kk!�}) =
�

g

g2g
s

+��

i=0

�i

i! Vg,(b, . . . , b� �� �
i times

) , (2.12)

or upon rescaling all cohomology classes with a non-zero factor � we obtain with eq. (2.1)
the generating function

G(2�2�, {tk = �kb2k

2kk! �}) =
�

g

g2g
s

�3

+��

i=0

(��)i
i! �3gVg,(b, . . . , b� �� �

i times

) . (2.13)

For this generating function of Weil-Petersson volumes (and similarly for all other gen-
erating functions of Weil-Petersson volumes to be defined in the following), the volumes
Vg,(b,...,b) that are not in accord with the selection rule (2.6) are set to zero.3 Furthermore,
for boundary components with p distinct geodesic length b1, . . . , bp, this generating function
readily generalises to

G

�

2�2�,

�

tk =
p�

i=1

�kb2ki
2kk! �j

��

=
�

g

g2g
s

�3

+��

i1,...,ip=0

� p�

s=1

(��s)is
is!

�

�3gVg,(b1, . . . , b1� �� �
i1 times

,...,bp, . . . , bp� �� �
ip times

) .

(2.14)
Finally, a hyperbolic Riemann surface with a conical singularity with identification angle �

can simply be obtained by replacing the argument b of a boundary component by i� (for the
identification angles in the range 0 < �i < �).4 Thus, the Weil-Petersson volume Vg,�b,�� of a

3This in particular implies that the Weil-Petersson volumes are only non-vanishing for stable curves,
with the only exception being the Weil-Petersson volume V1 for g = 1 and n = 0, which is either set to zero
or to a constant, see for instance the discussion in ref. [26]. In this work, however, the volume V1 is not
relevant as we only consider Riemann surfaces with at least one boundary component.

4The identification angle � of a conical singularity corresponds to the deficit angle 2� � � of the
singularity.
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hyperbolic Riemann surface with boundary components of geodesic lengths �b = (b1, . . . , bp)
and together with conical singularities �� = (�1, . . . ,�q) is given by

Vg,�b,�� = Vg,(b1,...,bp,i�1,...,i�q) . (2.15)

Moreover, the generating function for hyperbolic Riemann surfaces with boundary com-
ponents of geodesic lengths b1, . . . , bp and conical singularities of with identification angles
�1, . . . ,�q becomes in terms of the non-zero parameter �

G

�

2�2�,

�

tk =
p�

i=1

�kb2ki
2kk! �i +

q�

j=1

�k(��2
j )k

2kk! �j

��

(2.16)

=
�

g

g2g
s

�3

+��

i1,...,ip=0
j1,...,jq=0

� p�

s=1

(��s)is
is!

q�

t=1

(��t)jt
jt!

�

� �3gVg,(b1, . . . , b1� �� �
i1 times

,...,bp, . . . , bp� �� �
ip times

),(�1, . . . ,�1� �� �
j1 times

,...,�q , . . . ,�q� �� �
jq times

).

2.2 Deformations of JT gravity from minimal strings
Before delving into the technical computation of the thermal partition functions of JT grav-
ity with deformations, in this subsection we briefly spell out the connections among topo-
logical gravity, minimal string theories, and JT gravity. This puts the forthcoming analysis
into a broader context.

Saad, Shenker and Stanford already point out that standard JT gravity relates to the
large p limit of the (2, 2p� 1) minimal string theory [12]. Such minimal string theories in
turn enjoy a dual matrix model formulation [35, 51, 52], which for finite p comes with a finite
number of coupling parameters. In the large p limit, however, an infinite (but countable)
number of couplings occur, which for standard JT gravity are set to specific non-zero values.
Furthermore, this infinite number of couplings relate to observables and their correlators
in two-dimensional topological gravity, as introduced in the previous subsection.

In the following, as in ref. [29], using the connection to topological gravity we want
to compute thermal partition functions as a function of this infinite number of couplings
in order to describe JT gravity and deformations thereof. In other words, instead of
solely focussing on particular deformation backgrounds — such as JT gravity without
deformations or JT gravity interacting with a gas of defects — we parametrise generic
deformations to JT gravity in terms of deformations of the (2, 2p � 1) minimal string
theories in the large p limit, using the results of ref. [32].

Starting from a JT gravity action formulation the values of the deformation parameters
are ultimately determined from the constraints obtained from integrating out the scalar
dilaton field. For instance, JT gravity coupled to a gas of defects yields the constraint (1.4),
which is dual to specific values of the topological gravity coupling parameters. For a given
JT gravity action functional — such as JT gravity interacting with defects — we refer to
coupling values that fulfill these constraints as on-shell couplings and couplings that deviate
from this critical condition as o�-shell couplings (adapting to a terminology introduced in
ref. [29]).
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Turning this argument around, we can now ask whether specific values for these cou-
plings correspond to a legitimate action functional of a deformed theory of JT gravity.
Intriguingly, as discussed in the following both JT gravity and JT gravity coupled to de-
fects give rise to on-shell couplings that are governed by Bessel functions [20, 23, 24, 29].
The problem of establishing a dictionary between these deformation spaces raises the ques-
tion to what extend other transcendental functions for on-shell couplings are linked to
action functionals of deformed JT gravity theories (see, e.g. ref. [53] for the realisation
of JT supergravity). For finite p the (2, 2p � 1) minimal string theories possess a finite
dimensional deformation space resulting from finitely many couplings tk. In the considered
limit p � �, the deformations �k in eq. (1.7) can be characterized by their asymptotic
behaviour for large k. The values for the couplings tk for undeformed JT gravity are sup-
pressed factorially (cf. eq. (1.6)). For deformations arising from a gas of defects (at least
for only finitely many types of defect species) the asymptotic behaviour of the couplings tk
for large k remains the same. On the level of the action functional of JT gravity such
deformations give rise to a scalar potential (1.4) that is exponentially suppressed for large
positive values of the dilaton �. In general, we expect that the asymptotic behaviour of the
scalar potential U(�) for large � relates to the asymptotic behaviour of the deformations
�k for large k.5 Describing this duality beyond the discussed asymptotic growth behaviours
seems a challenging task, which is beyond the scope of this work. Nevertheless, we hope
that the description of generic deformations in the context of (2, 2p � 1) minimal string
theories in the large p limit presented here proves useful from the JT gravity perspective
as well.

2.3 JT gravity interacting with a gas of defects
We now study JT gravity interacting with a gas of defects, which is geometrically described
in terms of Riemann surfaces with conical singularities [23, 24]. That is to say, we consider
the partition function of JT gravity with contributions from hyperbolic Riemann surfaces
with asymptotic boundary conditions together with an arbitrary number of conical singu-
larities and at arbitrary genus. The relevant path integrals localise on the Weil-Petersson
volumes of hyperbolic Riemann surfaces with geodesic boundary components and coni-
cal defects, folded with the path integral of the Schwarzian theory describing the one-
dimensional action at the asymptotic boundaries [12]. For a single asymptotic boundary
component the resulting partition function reads [23, 24]

Z(�) = eS0Zdisk(�) + eS0
r�

j=1
�jZ

disk(�,�j)

+
��

g,n=0
e(1�2g)S0

r�

j1,...,jn=1

�j1 · · · �jn
n!

� �

0
db bZtrumpet(�, b)Vg,b,(�j1 ,...,�jn ) . (2.17)

Here the parameters �j , j = 1, . . . , r, are the coupling constants to the r distinct defect types
that are characterised by the identification angles �j of their associated conical singularities

5Ref. [44] makes an interesting proposal for a correspondence between a certain limit of Liouville theory
coupled to matter and JT gravity with a sinh(�)-dilaton potential with a di�erent asymptotic behaviour
for �� +� (see also ref. [54]).
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on the hyperbolic Riemann surfaces. Furthermore, � is the inverse temperature attributed
to the configurations of wiggles at the asymptotic boundary of the hyperbolic Riemann
surfaces. The distinct topologies of Riemann surfaces are weighted by the action S0 that
relates to the gravitational coupling GN as GN � 1/S0. Hence, the partition function is a
non-perturbative expansion in the gravitational coupling GN of JT gravity [12]. The first
two terms in this expansion capture the contributions of disks with no conical singularities
and a single conical singularity, respectively. The remaining topologies appear in the second
line.6 The individual terms in this expansion are computed as [12, 18, 25]

Zdisk(�) = �
3
2 e

2�2�
�

(2�) 1
2�

3
2
, Zdisk(�,�j) =

�
1
2 e

��2
j

2�

(2��) 1
2
, Ztrumpet(�, b) = �

1
2 e�

�b2
2�

(2��) 1
2
, (2.18)

where � is the coupling constant to the one-dimensional Schwarzian action.
First we observe that the summation over defects in eq. (2.17) can be rewritten as

+��

n=0

r�

j1,...,jn=1

�j1 · · · �jn
n! Vg,b,(�j1 ,...,�jn ) =

+��

n1,...,nr=0

�

�
r�

j=1

�
nj
j

nj !

�

�Vg,b,(�1, . . . ,�1� �� �
n1 times

, . . . ,�r, . . . ,�r� �� �
nr times

) .

(2.19)
Summed over all genera g we readily express the volumes Vg,b,(�j1 ,...,�jn ) in terms of the
generating function (2.16) as

+��

g,n=0
g2g
s

r�

j1,...,jn=1

�j1 . . . �jn
n! �3gVg,b,(�j1 ,...,�jn )

= �2 �

��
G

�

2�2�,

�

tk = �kb2k

2kk! � +
r�

j=1

�k�1(��2
j )k

2kk! �j

��������
�=0

=
�

�

b2���+2

2��!
�

�t�
G

�

2�2�,

�

tk =
r�

j=1

�k�1(��2
j )k

2kk! �j

��

. (2.20)

We insert this expression into eq. (2.17) with the relation

e�S0 = �
3
2 gs , (2.21)

and carry out the integration over the geodesic boundary lengths in eq. (2.17) using
� �

0
db b2n+1 e�

�b2
2� = n!

2

�2�
�

�n+1
. (2.22)

Then we arrive for the partition function Z(�) at

Z(�) = 1�
2�gs

�
�

��

� 3
2

�

�e
2�2�
� + �

�

r�

j=1
�j e

��2
j

2� +
+��

�=0

�
��

�

��+2 �

�t�
G(2�2�, {tk = �k})

�

� ,

(2.23)
6Due to the selection rules (2.6) for non-vanishing Weil-Petersson volumes Vg,b,�a, the second line of

eq. (2.17) does not contain a contribution from disks without any or with a single conical singularity.
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with
�k =

�

j

�k,j , �k,j =
�k�1(��2

j )k
2kk! �j . (2.24)

Note that only the last term of the partition function Z(�) given in eq. (2.23) is mapped to
the topological correlators (2.5), whereas the first two terms associated to disk topologies
capture the semi-classical contributions to the partition function in the presence of a gas
of defects.

It is straightforward to generalise the partition function Z(�) to geometries with mul-
tiple asymptotic boundaries [23, 24]. For m boundaries we define the partition function
of connected hyperbolic Riemann surfaces by Z(�1, . . . ,�m), where the inverse tempera-
tures �1, . . . ,�m describe the thermodynamics of the wiggles at the m distinct asymptotic
boundary components.

Similarly as for the partition function Z(�) of a single asymptotic boundary, the par-
tition function Z(�1,�2) with two asymptotic boundaries splits into two pieces

Z(�1,�2) = Z(�1,�2)non-top. + Z(�1,�2)top. . (2.25)

The first term does not relate to topological correlators (2.5), while the second term arises
from an integral transformation of the Weil-Petersson volumes of hyperbolic Riemann sur-
faces with two geodesic boundary components that are computable in terms of topological
correlators, cf. eqs. (2.11) and (2.15). The non-topological piece Z(�1,�2)non-top. receives
only a contribution at genus zero from the topology of a cylinder (without any conical sin-
gularities). Using eqs. (2.18) and (2.22), this cylindrical contribution is obtained by gluing
two trumpets along their geodesic boundary components, as computed in ref. [12]

Z(�1,�2)non-top. =
� �

0
db bZtrumpet(�1, b)Ztrumpet(�2, b) =

�
�1�2

2��1 + 2��2
. (2.26)

The selection rule (2.6) implies that the partition functions Z(�1, . . . ,�m) with m > 2
receive only contributions of the topological type, i.e.

Z(�1, . . . ,�m) = Z(�1, . . . ,�m)top. for m > 2 . (2.27)

For any m � 1 the topological part of the partition function Z(�1, . . . ,�m) reads

Z(�1, . . . ,�m)top. =
��

g,n=0
e(2�2g�m)S0

r�

j1,...,jn=1

�j1 · · · �jn
n!

�
m�

i=1

� �

0
dbi bi Z

trumpet(�i, bi)Vg,(b1,...,bm),(�j1 ,...,�jn ) . (2.28)

Analogously to the formula (2.20) for a single boundary component, we express the volumes
Vg,(b1,...,bm),(�j1 ,...,�jn ) in terms of the generating function (2.16) as

�

g,n

g2g
s

r�

j1,...,jn=1
�3g �j1 · · · �jn

n! Vg,(b1,...,bm),(�j1 ,...,�jn )

= �3�m
m�

i=1

�+��

�=0

b2�i �
�

2��!
�

�t�

�

G

�

2�2�,

�

tk =
r�

j=1

�k�1(��2
j )k

2kk! �j

��

. (2.29)
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Inserting this expression into eq. (2.28) and carrying out the integrals (2.22), we obtain

Z(�1, . . . ,�m)top. = 1
g2
s
B(�1) · · · B(�m)G(2�2�, {tk = �k}) for m � 1 , (2.30)

with �k as defined in eq. (2.24) and in terms of the di�erential operator

B(�) = gs

�
��

2��

+��

�=0

�
��

�

�� �

�t�
. (2.31)

It is shown in ref. [30] that the di�erential operator B(�) creates an asymptotic boundary
component at temperature �. It is universal in the sense that without any modifications
it also creates asymptotic boundary components in the presence of defects. The operator
B(�) as a function of � relates to the operator in ref. [55], which in the context of two-
dimensional topological gravity creates in a surface a hole of specified boundary length.
Therefore, we refer to B(�) as the boundary creation operator.

The obtained simple forms (2.23) and (2.30) of the partition function Z(�) and its
multi-boundary generalisations Z(�1, . . . ,�m) in the presence of a gas of defects have a nice
interpretation from the topological gravity perspective. The Weil-Petersson volumes (2.11)
are computed with the Kähler class 2�2�1 on the moduli spaces Mg,n [50]. The generating
function G(2�2�, {tk}) now expresses these volumes (as functions of the scaling and genus
expansion parameters � and gs) in terms of the shifted generating function F ({tk + �k})
of topological gravity according to eq. (2.9). As explained in refs. [12, 29], JT gravity
can be interpreted as topological gravity with non-vanishing background parameters {�k}.
Including now a gas of defects (characterised by their couplings �j and identification angles
�j) further deforms the background couplings {�k}. The leading order contribution arises
from single-defect interactions while the higher order corrections are due to multi-defect
interactions. These order-by-order contributions can be viewed as a Taylor expansion about
the JT gravity background parameters {�k}, which altogether sum up to the deformation
{�k + �k}. Thus, JT gravity interacting with a gas of defects yields yet other expansion
points of the generating function F ({tk}). It would be interesting to see if there are special
expansion points that are singled out from the topological gravity point of view.

As in ref. [29], in the following we set the coupling � and the scaling parameter � to
the convenient values

� = � = 1
2�2 . (2.32)

Then the boundary creation operator B(�) and the background parameters �k simplify to

B(�) = gs

�
�

2�

+��

�=0
��

�

�t�
, �k =

�

j

�

�
�2
j

4�2

�k 2�2�j
k! , (2.33)

and the partition functions become

Z(�) = 1
�
2�gs�

3
2

�

e
1
� + 2�2�

r�

j=1
�j e

�2
j

4�2�

�

+ 1
g2
s
B(�)G(1, {tk = �k}) ,
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Z(�1,�2) =
�
�1�2

2��1 + 2��2
+ 1
g2
s
B(�1)B(�2)G(1, {tk = �k}), (2.34)

Z(�1, . . . ,�m) = 1
g2
s
B(�1) · · · B(�m)G(1, {tk = �k}) for m � 3 ,

where the first two partition functions receive both non-topological and topological
contributions.

2.4 KdV hierarchy and o�-shell partition functions
As conjectured by Witten [26] and proven by Kontsevich [27] the generating function
F ({tk}) of correlators in topological gravity defined in eq. (2.7) arises as a solution to the
KdV hierarchy as follows. Let us define

u({tk}) =
�2

�t20
F ({tk}) . (2.35)

The function u({tk}) is a tau function to the KdV hierarchy, i.e. it solves the system of
graded partial di�erential equations

�ku = �0Rk+1(u, �0u, �
2
0u, . . .) with �k �

�

�tk
, k = 0, 1, 2, 3, . . . . (2.36)

Here Rk, k = 1, 2, 3, . . ., are the Gelfand-Dikii polynomials [56], which are polynomials
in the derivatives ��0u({tk}), � = 0, 1, 2, . . . of u({tk}), and depend on the parameter gs.
Together with the conditionRk({��0u � 0}) = 0 they are defined with the initial polynomial
R1 = u recursively as [56]

�0Rk+1 = 1
2k + 1

�

2u (�0Rk) + (�0u)Rk +
g2
s

4 �3
0Rk

�

. (2.37)

The first three Gelfand-Dikii polynomials read

R1 = u , R2 = u2

2 + g2
s

12�
2
0u , R3 = u3

3! +
g2
s

24
�
2u�2

0u+ (�0u)2
�
+ g4

s

240�
4
0u . (2.38)

The leading order term of the Gelfand-Dikii polynomials is given by

Rk|gs=0 = uk

k! , (2.39)

independent of any derivatives �0u({tk}), �2
0u({tk}), �3

0u({tk}), . . ..
As the KdV hierarchy (2.36) depends only implicitly on the couplings tk, the function

v({tk}) = �2
0F ({tk + ∆tk}) is a tau function for any set of constants {∆tk}. In particular,

a tau function arises from the generating function G(s, {tk}) of Weil-Petersson volumes (cf.
eq. (2.9)) and from the generating function H({tk}) of correlators on hyperbolic Riemann
surfaces with conical singularities given by

H({tk}) = G(1, {tk + �k}) = F ({tk + �k + �k}) , (2.40)

in terms of the constants ∆tk = �k + �k, cf. eqs. (2.9) and (2.33).
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The particular tau function u({tk}) of topological gravity and hence the tau function
v({tk}) with the shifted couplings obey the string equation [57]

�0u = 1 +
+��

k=1
tk�ku , �0v = 1 +

+��

k=1
(tk + ∆tk) �kv . (2.41)

The string equation together with the KdV hierarchy determine unambiguously the tau
functions u({tk}) and v({tk}) [26]. The string equation can be viewed as the initial condi-
tion specifying a unique solution to the KdV hierarchy.

The partition functions Z(�1, . . . ,�m) defined in eq. (2.34) do not depend on the
coupling parameters {tk} appearing in the definition of H({tk}). Instead the gener-
ating function H({tk}) is evaluated at the specific values tk = 0 (corresponding to
tk = �k + �k in terms of the generating functions F ({tk})). We can define partition
functions ZF ({tk};�1, . . . ,�m) based on F ({tk}) or alternatively the partition functions
ZH({tk};�1, . . . ,�m) based on H({tk}) depending on {tk} by generalising the topological
part in eqs. (2.34) to

ZF ({tk};�1, . . . ,�m)top. = 1
g2
s
B(�1) · · · B(�m)F ({tk}) ,

ZH({tk};�1, . . . ,�m)top. = 1
g2
s
B(�1) · · · B(�m)H({tk}) .

(2.42)

Following ref. [29] we refer to ZF ({tk};�1, . . . ,�m) and ZH({tk};�1, . . . ,�m) as the o�-
shell partition functions, and upon specialising to suitable values for the couplings {tk}
— denoted as on-shell values — we get back the result Z(�1, . . . ,�m) referred to as the
on-shell partition function, i.e.

Z(�1, . . . ,�m) = ZF ({tk = �k + �k};�1, . . . ,�m) ,
Z(�1, . . . ,�m) = ZH({tk = 0};�1, . . . ,�m) .

(2.43)

These two classes of o�-shell partition functions enjoy distinct interpretations. Whereas
the o�-shell partition function ZF ({tk};�1, . . . ,�m) is defined in the setting of topological
gravity in the context of intersection theory on the moduli spaces of stable curves [26, 27],
the partition functions ZH({tk};�1, . . . ,�m) directly relate to correlators on hyperbolic
Riemann surfaces (possibly coupled to a gas of defects as described by the constants {�k})
in the context of JT gravity [12, 29]. These two classes of o�-shell partition functions are
related as ZF ({�k + �k + tk};�1, . . . ,�m) = ZH({tk};�1, . . . ,�m).

Let us now determine the introduced o�-shell partition functions explicitly. The tau
function (2.35) and the generating function F ({tk}) enjoy the genus expansion

u({tk}) =
+��

�=0
g2�
s u�({tk}) , F ({tk}) =

+��

�=0
g2�
s F�({tk}) , (2.44)

such that Fg = �2
0ug. The KdV hierarchy (2.36) with eq. (2.39) and the string equa-

tion (2.41) imply for the genus zero contribution the partial di�erential equations

�ku0 = �0u
k+1
0

(k + 1)! , �0u0 = 1 +
+��

k=1
tk �ku0 . (2.45)
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Defining the series

In(u0, {tk}) =
+��

k=0
tk+n

uk0
k! for n = 0, 1, 2, . . . , (2.46)

and using the partial di�erential equations (2.45), Itzykson and Zuber show for the genus
zero part u0({tk}) of the tau function u({tk}) the remarkable functional relation [32]

u0 � I0(u0, {tk}) = 0 . (2.47)

With the ansatz u0({tk}) = �+�
N=0

��
nk=N u0,{nk}t

1�N+
�

knk
0 (tn1

1 tn2
2 · · · ) summed over

non-negative integral sets {nk}, one readily determines order-by-order the formal expansion
in the coupling parameters {tk}

u0({tk}) = t0 + t0t1 +
�
t0t

2
1 +

1
2 t

2
0t2

�
+
�
t0t

3
1 +

3
2 t

2
0t1t2 +

1
6 t

3
0t3

�
+ . . . . (2.48)

Imposing the correct boundary conditions, the function u0 integrates to [32]

F0(u0, {tk}) =
u3

0
3! �

+��

k=0
tk

uk+2
0

(k + 2)k! +
1
2

+��

k=0

uk+1
0

k + 1

k�

n=0

tntk�n
n!(k � n)! . (2.49)

Furthermore, observing that the functions (2.46) obey the di�erential identities

�0I0 = 1
1� I1

, �0Ik = Ik+1
1� I1

for k � 1 (2.50)

Itzykson and Zuber establish that the KdV hierarchy implies at higher genus the finite
non-trivial expansions [32]

ug = (1� I1)g�1 �

�3g
k=2(k�1)�k=3g�1

ug,{�k}

�
I2

(1� I1)2
��2

· . . . ·
�

I3g
(1� I1)3g

��3g
. (2.51)

Inserting this ansatz into the KdV hierarchy (2.36) (recursively in the genus) determines
unambiguously the numerical co�cients ug,{�k}, for instance up to genus g = 2 we arrive at

u1 = 1
12

�
I2

(1� I1)2
�2

+ 1
24

I3
(1� I1)3

, (2.52)

u2 = (1� I1)
�

49I5
2

288(1� I1)10 + 11I3I3
2

36(1� I1)9
+ 7I4I2

2
96(1� I1)8

+ 109I2
3I2

1152(1� I1)8

+ I5I2
90(1� I1)7

+ 17I3I4
960(1� I1)7

+ I6
1152(1� I1)6

�
. (2.53)

At genus one u1({tk}) integrates to

F1 = � 1
24 log(1� I1) . (2.54)
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The generating functions Fg for g > 1 enjoy yet again an expansion of the form [32]

Fg = (1� I1)g�1 �

�3g�2
k=2 (k�1)�k=3g�3

fg,{�k}

�
I2

(1� I1)2
��2

· . . . ·
�

I3g�2
(1� I1)3g�2

��3g�2
, (2.55)

in terms of the finitely many coe�cients fg,{�k} (with the subscript {�k} = {�2, �3, . . .}). In
particular, with eq. (2.53) we find for g = 2 the numerical coe�cients

f2,{3} =
7

1440 , f2,{1,1} =
29

5760 , f2,{0,0,1} =
1

1152 , (2.56)

and we arrive at

F2 = 7
1440

I3
2

(1� I1)5
+ 29

5760
I2 I3

(1� I1)4
+ 1

1152
I4

(1� I1)3
. (2.57)

Thus, the method of Itzykson and Zuber — expressing the tau function u({tk}) and hence
the generating function F ({tk}) in terms of the functions In(u0, {tk}) — o�ers a very
powerful method to compute the generating function F ({tk}) order-by-order as a genus
expansion [32]. Upon inserting the expression (2.48) to the desired order, one can readily
read o� the correlators of topological gravity explicitly.

Solving the KdV hierarchy in terms of the functions In allows us to derive a universal
expression for the o�-shell partition functions (2.42) with arbitrary shifts {∆tk} in the
coupling parameters {tk}. The defined o�-shell partition functions (2.42) are derived from
the generating function F (F0, {In}) = F0 + �+�

g=1 g
2g
s Fg({In}), which — if expressed in

terms of F0(u0({tk}), {tk}) and In(u0({tk}), {tk}), n = 1, 2, 3, . . . — only implicitly depend
on the couplings {tk}. Computing the action of the boundary creation operators (2.33) on
the functions F0 yields

B(�)F0 = gs�
2�� 3

2

�

�e�I0 (1� �I0)� 1 +
+��

k,�=0

Ik+�+1
0

k + �+ 1
�k+2

k!
t�
�!

�

� ,

B(�1)B(�2)F0 = g2
s

�
�1�2

2��1 + 2��2

�
e(�1+�2)I0 � 1

�
,

(2.58)

whereas for In we find

B(�)I0 = gs

�
�

2�
e�I0

1� I1
, B(�)Ik = gs

�
�

2� e
�I0

�
�k + Ik+1

(1� I1)

�
for k � 1 . (2.59)

As a consequence of these derivative rules — except for the leading genus zero contribu-
tion to the partition function with one asympototic boundary — the o�-shell partition
functions (2.42) are universally expressible in terms of the functions In, i.e.

Z({B(�)F0, In};�)top. =
1
g2
s
B(�)F ({tk}) =

1
g2
s
B(�)F0 + Z(g>0)({In};�)top. ,

Z({In};�1, . . . ,�m)top. = 1
g2
s
B(�1) · · · B(�m)F ({tk}) for m > 1 .

(2.60)
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In particular, the partition function with a single asymptotic boundary component enjoys
the genus expansion

Z({B(�)F0, In};�)top. =
1
g2
s
B(�)F0 +

�
�

2� e
�I0

+��

g=1
g2g�1
s (1� I1)g�1Zg({In},�) , (2.61)

where
Z1 = 1

24

�
�

1� I1
+ I2

(1� I1)2
�
, (2.62)

and for g > 0

Zg =
�

�3g�2
k=2 (k�1)�k=3g�3

fg,{�k}

3g�2�

s=2
�s

� 1 + 2s
3(1� I1)

�
� + I2

1� I1

�
+ Is+1
Is(1� I1)

+ �s

Is

�

·
�

I2
(1� I1)2

��2
· . . . ·

�
I3g�2

(1� I1)3g�2

��3g�2
, (2.63)

in terms of the constants fg,{�k} defined in eq. (2.55). With eq. (2.62) and inserting (2.56)
into Z2 we find explicitly up to genus two

Z(g>0)({In};�)top. =
gs
24

�
�

2� e
�I0

�
�

1� I1
+ I2

(1� I1)2
�

+ g3
s

5760

�
�

2� e
�I0

�
5�4

(1� I1)4
+ 29�3I2 + 29�2I3 + 15�I4 + 5I5

(1� I1)5

+ 84�2I2
2 + 116�I3I2 + 44I4I2 + 29I2

3
(1� I1)6

+ 20I2
2 (7�I2 + 10I3)
(1� I1)7

+ 140I4
2

(1� I1)8

�

+ . . . . (2.64)

Similar formulas can be worked out for the universal partition functions with several asymp-
totic boundary components, namely

Z({In};�1, . . . ,�m)top. =
m�

i=1

�

�e�iI0
�

�i
2�

�

�
��

g=0
g2g+m�2
s (1� I1)g�1Zg({In},�1, . . . ,�m) ,

(2.65)
where

B(�1) · · · B(�m)Fg =
gs
�
�1 · · ·�m
(2�)m2

e(�1+...+�m)I0(1� I1)g�1Zg({In},�1, . . . ,�m) . (2.66)

In particular for two asymptotic boundary components the leading order contributions are
given by

Z({In};�1,�2) =
�
�1�2

2��1 + 2��2
e(�1+�2)I0 + g2

s

�
�1�2

48� e(�1+�2)I0
�
�2

1 + �1�2 + �2
2

(1� I1)2

+ 2(�1 + �2)I2 + I3
(1� I1)3

+ 2I2
2

(1� I1)4
�
+ . . . , (2.67)
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including the semi-classical contribution, cf. eq. (2.34). Thus, any of the o�-shell or on-shell
partition functions defined in eqs. (2.42) and (2.43) can be obtained from the universal
partition functions (2.60) upon inserting In({tk}, u0({tk})) with suitable values for the
couplings {tk}. For instance, inserting In({tk + �k + �k}, u0({tk + �k + �k})) we obtain the
o�-shell partition functions ZH({tk};�1, . . . ,�m), whereas for In({�k + �k}, u0({�k + �k}))
we arrive at the on-shell partition functions Z(�1, . . . ,�m). In the next section, we focus
on the partition functions Z(t0, t1;�1, . . . ,�m) studied in refs. [29, 30], where we assign
on-shell values to the couplings tk, k = 2, 3, 4, . . ., while keeping the first two couplings t0
and t1 o�-shell [58].

While the presented genus expansion in the coupling gs � e�1/GN is non-perturbative
in the gravitational coupling GN of JT gravity, it is perturbative in the dual matrix model
formulation, where the expansion parameter gs describes quantum fluctuations about
the classical energy density of states [12, 20]. In fact the discussed partition functions
Z({In};�1, . . . ,�m) are divergent series in gs due to the factorial growth (2g)! of the con-
tributions at order g2g

s [12, 58]. Therefore, the partition functions Z({In};�1, . . . ,�m) are
asymptotic series that require a non-perturbative completion arising from non-perturbative
e�ects of the order e�1/gs . For further details on this issue and the possible emergence of
non-perturbative instabilities, we refer the reader to refs. [12, 20] and the solutions proposed
in refs. [20–22].

2.5 Partition functions with leading order o�-shell couplings

In the spirit of refs. [29, 30] let us now consider the partition functions Z(t0, t1;�1, . . . ,�m)
with only the couplings t0 and t1 taken to be o�-shell. Then the partition functions for
JT gravity coupled to a gas of defects are defined as

Z(t0, t1;�1, . . . ,�m) � Z({t0, t1, tk�2 = �k + �k};�1, . . . ,�m) , (2.68)

where setting t0 = �0 and t1 = �1 yields the on-shell partition functions in all couplings.
Analogously, we can define the function u(t0, t1) and the generating function F (t0, t1)
obtained by evaluating the couplings tk�2 of the tau function u({tk}) and of the generating
function F ({tk}) at their on-shell values, i.e.

u(t0, t1) = u({t0, t1, tk�2 = �k + �k}) , F (t0, t1) = F ({t0, t1, tk�2 = �k + �k}) , (2.69)

with
u(t0, t1) = �2

0F (t0, t1) . (2.70)

All these functions can respectively be obtained from their universal expres-
sions (2.60), (2.51), and (2.55) by inserting the on-shell values of the couplings tk�2 into
the functions In. The function u(t0, t1) fulfils the first partial di�erential equation of the
KdV hierarchy (2.36), which is just the non-linear partial di�erential KdV equation, i.e.,

�1u = u �0u+ g2
s

12 �
3
0u . (2.71)
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With t0 and t1 o�-shell we observe that the function I1 depends only on t1 and u0 � I0,
while In for n � 2 are series in u0 without an explicit dependence on t0 and t1. Therefore,
it is convenient to introduce new (formal) variables (y, t) given by [29, 58]

y = u0 , t = 1� I1 . (2.72)

Since In for n � 2 is only a function of y, we obtain from the universal tau function (2.51)
and the universal generating function (2.55) the asymptotic series

u(y, t) = y +
��

g=1
g2g
s ug(y, t) , ug(y, t) =

5g�1�

k=2g+1
ug,k(y)t�k , (2.73)

and

F (y, t) = F0(y, t)�
g2
s

24 log t+
��

g=2
g2g
s Fg(y, t) , Fg(y, t) =

5g�5�

k=2g�1
Fg,k(y, t)t�k . (2.74)

The coe�cient functions ug(y, t) (for g � 1) and Fg(y, t) (for g � 2) are Laurent polynomials
in the variable t, where the range for the powers of t is a consequence of the restricted
sums in eqs. (2.51) and (2.55). The degrees of these Laurent polynomials conform with
the structure derived by Zograf for the specific on-shell couplings tk = �k for k � 2 [58].
Furthermore, at genus one the logarithmic contribution to F (y, t) arises from eq. (2.54),
whereas with eq. (2.49) the genus zero contribution becomes

F0(y, t) =
1
6y

3t2 + 1
6y

2t
+��

k=2

yk(2k + 5)(�k + �k)
(k + 2)(k + 1)(k � 2)! +

1
6y
�+��

k=2

yk(�k + �k)
(k + 1)(k � 2)!

�2

+
+��

k=4

yk+1

3(k + 1)(k + 2)!

k�2�

n=2

�
k + 4
n+ 2

��
n

2

��
k � n

2

�

(�n + �n)(�k�n + �k�n) .

(2.75)

Let us now turn to the partition function Z(t0, t1;�) with a single asymptotic boundary.
Since the couplings tk�2 are taken on-shell we cannot obtain Z(t0, t1;�) by acting with the
boundary creation operator B(�) on the generating function F (t0, t1) because the boundary
operator B(�) contains derivatives with respect to those parameters that have been fixed
to their on-shell values. Thus, either we compute Z(t0, t1;�) from the universal partition
function (2.60) or we determine a di�erential equation with Z(t0, t1;�) as its solution. For
the latter approach we follow the authors of ref. [29]. Note that the partial derivatives �k
for k � 2 appearing in the boundary operator B(�) can be rewritten in terms of derivatives
with respect to �0 due to the KdV hierarchy (2.36), namely

�0Z(t0, t1;�) =
1
g2
s
B(�)�0F ({tk})

����
{tk�2=�k+�k}

= � 1
gs
�
2�� +W (t0, t1;�) , (2.76)

with the definition
W (t0, t1;�) =

1
gs
�
2��

+��

�=0
��R� , (2.77)
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in terms of the Gelfand-Dikii polynomials (2.38) and R0 = 1. The key observation of
ref. [29] is now that the Gelfand-Dikii polynomials obey the non-trivial relation7

�1Rk = u �0Rk +
g2
s

12�
3
0Rk , (2.78)

which immediately implies the di�erential equation

�1W (t0, t1;�) = u �0W (t0, t1;�) +
g2
s

12�
3
0W (t0, t1;�) . (2.79)

The partition function Z(t0, t1;�) can now be determined from this di�erential equation for
W (t0, t1;�). The function W (t0, t1;�) is an interesting quantity by itself, see for instance
the discussion in ref. [29].

Upon expressing the couplings (t0, t1) in terms of the variables (y, t) defined in
eq. (2.72), the function W (y, t;�) enjoys the asymptotic genus expansion

W (y, t; �) = e�y�
2��

+��

g=0
g2g�1
s Wg(y, t;�) , (2.80)

where — due to the definition R0 = 1 and due to the leading order behaviour (2.39) of the
Gelfand-Dikii polynomials — the genus zero contribution reads

W0(y, t;�) = 1 . (2.81)

By inserting the variables (2.72) into the t0-derivative of the universal expressions (2.63), we
find that the higher genus contributions Wg(y, t;�) are polynomials in t�1 with coe�cient
functions in terms of y and � of the form

Wg(y, t;�) =
5g�1�

k=2g
Wg,k(y;�) t�k for g � 1 . (2.82)

Inserting the asymptotic expansion (2.80) into the partial di�erential equation yields the
recursion di�erential equation [29]

�tWg = �
g�1�

h=0
ug�h�(�)Wh �

1
12�(�)3Wg�1 , (2.83)

with the linear di�erential operators

�(�) = �0 +
�

t
= 1

t
(�I2�t +Dy) , Dy = �y + � . (2.84)

Furthermore, inserting the expansion (2.82) into the di�erential recursion relation and car-
rying out a few steps of algebra yields recursion relations for the Laurent modes Wg,k(y;�).
With the initial genus zero contribution (2.81) we arrive for genus g = 1 at8

W1,k = �

k
u1,k +

�3

24 �k,2 +
1
36(3I2�

2 + I3�)�k,3 +
�

16I
2
2�k,4 for k = 2, 3, 4 , (2.85)

7This relation can directly be proven by induction with respect to the index k of the Gelfand-Dikii
polynomials Rk. The induction step is performed by applying the recursion relation (2.37) of the Gelfand-
Dikii polynomials.

8Note that the polynomial structure (2.82) of Wg(y, t;�) fixes the constant of integration in the di�er-
ential recursion relation (2.83) with respect to t unambiguously.
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which explicitly becomes with eq. (2.52)

W1(y, t;�) =
�3

24t2 + �

24t3 (2�I2 + I3) +
�

12t4 I
2
2 . (2.86)

Furthermore, for g � 2 and k = 2g+1, . . . , 5g� 1 we arrive at the lengthy but straightfor-
wardly applicable recursion relation

Wg,k =
g�1�

h=1

5h�1�

n=2h

�
n

k
I2ug�h,k�n�1Wh,n + 1

k
ug�h,k�nDyWh,n

�
+ �

k
ug,k

+ 1
12k

�
D3
yWg�1,k�2 +

�
3(k � 2)I2D2

y + (3k � 8)I3Dy + (k � 3)I4
�
Wg�1,k�3

+
�
3(k2 � 5k + 5)I2

2Dy + (k � 4)(3k � 5)I2I3
�
Wg�1,k�4

+ (k � 5)(k � 3)(k � 1)I3
2Wg�1,k�5

�
, (2.87)

where we set Wh,n � 0 for n �� {2h, . . . , 5h� 1} and uh,n � 0 for n �� {2h+ 1, . . . , 5h� 1}.
In particular, for genus two we readily compute

W2(y, t;�) =
�

5760

�
5�5

t4
+ 44�4I2 + 58�3I3 + 44�2I4 + 20�I5 + 5I6

t5
(2.88)

+ 200�3I2
2 + 400�2I2I3 + 145�I2

3 + 220�I2I4 + 102I3I4 + 64I2I5
t6

+ 5I2
�
112�2I2

2 + 240�I3I2 + 84I4I2 + 109I2
3
�

t7

+20I3
2 (49�I2 + 88I3)

t8
+ 980I5

2
t9

�

.

With the help of these recursion formulas we are now in a position to deduce the
partition function Z(y, t;�) with one asymptotic boundary component as well. The general
structure (2.63) implies for the partition function the asymptotic series9

Z(y, t;�) =
+��

g=0
g2g�1
s Z̃g(y, t;�) . (2.89)

The genus zero part splits into the semi-classical and topological contributions

Z̃0(y, t;�) = Z̃0(y, t;�)semi. + Z̃0(y, t;�)top. , (2.90)

where — using eqs. (2.33) and (2.34)— the semi-classical part is given by

Z̃0(y, t;�)semi. = t(1 + y�)
�
2�� 3

2
+ 1�

2��

+��

k=2

yk(�k + �k)
k(k � 2)!

+ 1
�
2�� 3

2

+��

k=2

yk�1(�k + �k)
(k � 1)! + 1�

2��

+��

k=2

�k + �k
(��)k , (2.91)

9Note that the newly introduced contributions Z̃g to the partition function di�er from the definition of
Zg given in eq. (2.61) by a normalisation.
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and where — according to eq. (2.58) — the topological part reads

Z̃0(y, t;�)top. =
t

�
2�� 3

2

�
e�y � (1 + y�)

�
� e�y�

2��

+��

k=2

yk(�k + �k)
k!

� 1�
2��

+��

k=2

yk(�k + �k)
k(k � 2)! + e�y � 1

�
2�� 3

2

+��

k=2

yk�1(�k + �k)
(k � 1)!

+ 1
�
2�� 3

2

+��

k=0

+��

�=2

yk+�+1�k+2

(k + �+ 1)!

�
k + �

k

�

(�� + ��) . (2.92)

Therefore, the total genus zero contribution becomes

Z̃0(y, t;�) =
e�y

�
2�� 3

2

�

t� �
+��

k=2

yk(�k + �k)
k! +

+��

k=2

yk�1(�k + �k)
(k � 1)!

�

+ 1
�
2�� 3

2

+��

k=0

+��

�=2

yk+�+1�k+2

(k + �+ 1)!

�
k + �

k

�

(�� + ��) +
1�
2��

+��

k=2

�k + �k
(��)k . (2.93)

For the higher genus contributions we arrive with eq. (2.63) at the polynomials in t�1

Z̃g(y, t;�) =
e�y

�
2�� 3

2

5g�3�

k=2g�1
Zg,k(y;�)t�k for g � 1 . (2.94)

Thus, employing the derived recursion relations for Wg,k(y;�) we can determine Zg(y, t;�)
recursively upon integrating eq. (2.76). Note that the constants of integration at each order
in gs are unambiguously determined by the general structure (2.94). Explicitly, we find for
genus one — in agreement with eq. (2.62) — the result

Z̃1(y, t;�) =
e�y

24
�
2��

�
�2

t
+ �I2

t2

�

, (2.95)

whereas for genus two — in agreement with eq. (2.64) — we obtain

Z̃2(y, t;�) =
�
� e�y

5760
�
2�

�
5�4

t3
+ 29�3I2 + 29�2I3 + 15�I4 + 5I5

t4

+84�2I2
2 + 116�I3I2 + 44I4I2 + 29I2

3
t5

+ 20I2
2 (7�I2 + 10I3)

t6
+ 140�I4

2
t7

�

.

(2.96)

Let us give an alternative perspective on the partition function Z(y, t;�) in terms of
the associated Schrödinger problem [33, 35, 36]

H�E(t0, t1) = E �E(t0, t1) with H = �2�2
0 + u(t0, t1) , (2.97)

with � = gs�
2 , Hamilton operator H, and the wavefunctions �E(t0, t1), which are eigenfunc-

tions with energy eigenvalue E. Here the partially on-shell tau function u(t0, t1) becomes
the potential of the Schrödinger equation, and the partition function can be written as

Z(y, t;�) =
�
dE e��E�(E; y, t) , (2.98)
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in terms of the spectral density �(E; y, t) of the energy eigenvalues of the Hamilton operator
H. This formulation o�ers a framework for a non-perturbative description in the genus
expansion gs. However, since in our context the tau function u(t0, t1) itself is only given as
an asymptotic series in gs, setting up the appropriate non-perturbatively exact Schrödinger
problem is nevertheless a di�cult task. This question has been discussed and analysed with
numerical methods in refs. [20–22]. Here we only focus on the leading order contribution
at genus zero, which predicts the integral representation

Z̃0(y, t;�) =
�
dE e��E�0(E; y, t) , (2.99)

in terms of the genus zero spectral density �0(E; y, t). To verify this prediction explicitly,
we first express the genus zero partition function (2.93) as

Z̃0 = e�y
�
2�� 3

2

�
t+ J �(y)

�
� e�y�

2��J(y) +
�

�

2�

� y

��
dv ev�J(v) , (2.100)

in terms of the function
J(y) =

+��

k=2

yk(�k + �k)
k! . (2.101)

Here we assume that the function J(v) is continuously di�erentiable in the interval (��, y),
and that the stated integral (for � > 0) is finite. Performing an integration by parts and
using the integral identities

�
�

�
e�z =

� +�

�z
dE

e��E�
E + z

,

�
�

2� 3
2
e�z =

� +�

�z
dEe��E

�
E + z , (2.102)

we arrive at the expression

Z̃0(y, t;�) =
� +�

�y
dE e��E�0(E; y, t) , (2.103)

in terms of the (genus zero) spectral density

�0(E; y, t) =
�
2
�

�
E + y

�
t+ J �(y)

�
� 1�

2�

� E

�y
dv

J �(�v)�
E � v

. (2.104)

The obtained result agrees with the expected structure of the partition function ob-
tained from the associated Schrödinger problem. Note that the obtained function �0(E; y, t)
enjoys only the interpretation as a spectral density, if it is non-negative over the energy
range (�y,+�). The conditions J �(y) � �t and J �(v) � 0 for v � (�y,+�) are su�cient
to ensure a non-negative spectral density function (in the genus zero approximation). For
some energy ranges E in the interval (�y,+�) we seemingly arrive at a negative func-
tion �0(E; y, t). However, as on the classical level a Hawking-Page like first order phase
transition can be observed when varying the potential (1.4) [59], it might be expected
that here too, a phase transition occurs preventing the aforementioned negativity of the
spectral density function. In ref. [60] this was only observed to be true for a specific class
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of models for which U(0) = 0 with U(�) (again referring to eq. (1.4)), while a larger
class of models, namely those for which U(0) �= 0, are declared both perturbatively and
non-perturbatively unstable.

For energies E close to the negative coupling �y the calculated energy density
�0(E; y, t) behaves as

�0(E; y, t) =
�
2t
�

�
E + y +O(|E � E0|

3
2 ) . (2.105)

Therefore, we can interpret the negative coupling �y as the (semi-classical) ground state
energy of the Schrödinger problem. In particular, for JT gravity in the absence of defects
the on-shell value of y becomes zero, and hence the ground state energy vanishes. Coupling
JT gravity to a gas of defect, however, yields a non-vanishing on-shell value for y according
to eqs. (2.33) and (2.72), which therefore results in a non-trivial shift of the ground state
energy. This observation is in agreement with the results obtained in refs. [23, 24], and we
get back to this point in the explicit example below and in section 3.

Finally, let us illustrate the structure of the partially o�-shell partition function
Z(y, t;�) for JT gravity interacting with a single defect type specified by the coupling � and
identification angle �. Then — according to eqs. (2.9) and (2.33) — the on-shell couplings
tk for k � 2 become

tk = (�1)k
(k � 1)! +

�

� �2

4�2

�k 2�2�

k! for k � 2 , (2.106)

whereas the remaining unfixed couplings t0 and t1 acquire their on-shell values upon setting

(t0, t1)|on-shell = 2�2�

�

1,� �2

4�2

�

. (2.107)

The on-shell values of the variables (y, t) defined in terms of (t0, t1) in eq. (2.72) are governed
by the functional relations

0 = ��yJ1(2
�
y)|on-shell + (2�2�)J0

�
�
�
y

�

�����
on-shell

,

t|on-shell = J0(2
�
y)|on-shell + (2�2�) �

2��yJ1

�
�
�
y

�

������
on-shell

,
(2.108)

in terms of the Bessel functions J�(x) of the first kind

J�(x) =
�
x

2

�� +��

k=0

(�1)k
Γ(� + k + 1) k!

�
x2

4

�k

, J�n(x) � (�1)nJn(x) for integer n .

(2.109)
In the limit of vanishing defect interaction �� 0 the functional relations (2.108) have the
on-shell solution (y, t)|on-shell = (0, 1) in accord with ref. [29]. Solving for (y, t)|on-shell in
the vicinity of (0, 1) for small � with the implicit function theorem, we obtain for (y, t) the
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on-shell expansion in the first few orders

y|on-shell =2�2�+ �2
�
2�2 � �2

�
�2 + �2(15�4 � 72�2�2 + 80�4)

24 �3 + . . . ,

t|on-shell =1 + �2 � 4�2

2 �� �4 � 8�2�2 + 8�4

8 �2

+ 21�6 � 216�2�4 + 576�4�2 � 448�6

288 �3 + . . . .

(2.110)

According to eq. (2.105) these on-shell values give rise to a non-vanishing ground state
energy, which to leading order in � reads

E0 = �2�2�+O(�2) . (2.111)

Furthermore, inserting the on-shell couplings (2.106) into the functions In for n � 2 yields
in terms of the Bessel function (2.109) the expressions

In(y) =
(�1)n

(�y)n�1Jn�1(2
�
y) + (2�2�)

�

� �

2��y

�n

Jn
�
�
�
y

�

�
for n � 2 . (2.112)

Similarly, the function J �(y) defined via eq. (2.101) becomes

J �(y) = 1 + 2�2�
�2

4�2 � J0(2
�
y)� (2�2�) �

2��yJ1

�
�
�
y

�

�
. (2.113)

Thus — according to eq. (2.104) — the genus zero contribution of the spectral density
is given in terms of the Bessel functions J0 and J1 and the modified Bessel functions I0
and I1 by

�0(E; y, t) = 1�
2�

� E

�y
dv
I0(2

�
v) + (2�2�) �

2��vI1
�
�
�
y

�

�

�
E � v

(2.114)

with the modified Bessel functions defined as I�(x) = i��J�(ix). This result is in agreement
with refs. [23, 24]. Finally, upon inserting the expressions (2.112) into the general genus
one and genus two results (2.95) and (2.96), we arrive at Z1(y, t;�) and Z2(y, t;�) in
terms of Bessel functions. Expanding these results to leading order in the coupling � we
respectively obtain

Z̃1(y, t;�)
���
y=2�2�+O(�2),t=1+ 1

2 (�2�4�2)�+O(�2)

= �
3
2 e2�

2��
�
2�

�
1
24 �

�2�

48 + �2�

12

�

+ �
1
2 e2�

2��
�
2�

�
1
24 + �4�

384�2 �
�2�

24 + �2�

8

�

+O(�2) , (2.115)
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and

Z̃2(y, t;�)
���
y=2�2�+O(�2),t=1+ 1

2 (�2�4�2)�+O(�2)

= �
9
2 e2�

2��
�
2�

�
1

1152 �
�2�

768 + �2�

192

�

+ �
7
2 e2�

2��
�
2�

�
29

5760 + 29�4�

92160�2 �
29�2�

2880 + 203�2�

5760

�

+ �
5
2 e2�

2��
�
2�

�
139

11520 �
29�6�

1105920�4 + 7�4�

3840�2 �
181�2�

5760 + 1697�2�

17280

�

+ �
3
2 e2�

2��
�
2�

�
449

11520 + �8�

1179648�6 �
29�6�

276480�4 + 461�4�

46080�2 �
77�2�

576 + 5269�2�

13824

�

+ �
1
2 e2�

2��
�
2�

�
� 137

9216 �
�10�

70778880�8 + 11�8�

4423680�6 �
19�6�

122880�4 �
289�4�

138240�2

+ 1267�2�

27648 � 3239�2�

23040

�
+O(�2) . (2.116)

We observe that at every order in the inverse temperature �, there are contributions from
the interaction with the defects already at the linear order in the defect coupling �. There-
fore, it is obvious that the dynamics of JT gravity are strongly influenced by the interaction
with defects.

Finally, let us remark that the generalisation to multiple species of defects (with defect
couplings �j and identification angles �j) is straightforward. Namely, the on-shell values
of the couplings (y, t) of eq. (2.110) generalise to

y|on-shell = 2�2�

j

�j +
�

j,k

�
2�4 � 1

2�
2�2

j �
1
2�

2�2
k

�
�j�k + . . . ,

t|on-shell = 1 +
�

j

�2
j � 4�2

2 �j �
�

j,k

�4
k + �4

j � 8�2
�
�2
k + �2

j

�
+ 16�4

16 �j�k + . . . .

(2.117)

Furthermore, the functions (2.112) and (2.113) now become

In(y) =
(�1)n

(�y)n�1Jn�1(2
�
y) + 2�2�

j

�j

�

� �j
2��y

�n

Jn
�
�j
�
y

�

�
for n � 2 ,

J �(y) = 1 + 2�2�

j

�j
�2
j

4�2 � J0(2
�
y)� 2�2�

j

�j
�j

2��yJ1

�
�j
�
y

�

�
.

(2.118)

With these expressions at hand one can again readily compute order-by-order in the genus
expansion parameter gs the partition function of JT gravity coupled to several species of
defects.

3 Low temperature expansion

So far the partition function has been organised as a genus expansion. That is to say,
for any given genus di�erent powers of the temperature T contribute in combination with
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di�erent powers of the defect couplings �j . The contribution to the thermal partition func-
tions at each genus are multiplied by polynomials in the inverse temperature � = 1/T .
Hence the magnitude of these polynomials are bounded for high temperatures, and the
genus expansion in gs is sensible in the high temperature regime. However, this expansion
breaks down in the low temperature limit � � +� unless we keep gs�3/2 fixed. Then the
perturbative genus expansion remains finite and can be summed exactly [29–31]. This dou-
ble scaling limit implies for the genus expansion parameter gs � 0+, and as a consequence
the non-perturbative corrections of the type � e�1/gs vanish in this limit.

To study in the following in the described low temperature limit the interaction of
JT gravity with a gas of defects, the couplings �j — which are the characteristic energy
scales of the defect, see, e.g., eq. (2.111) — must be comparable to the low temperature
scale T . Therefore, we additionally require that for � � +� the products ��j remain
constant as well. This limit also implies that non-perturbative corrections of the type
� e�1/|�j | are exponentially suppressed.

3.1 Low temperature limit
Let us consider the low temperature expansion of JT gravity coupled to a gas of defects of
a single species type characterised by the defect coupling � and the identification angle �.
To this end, we want to compute the partition functions Z(�1, . . . ,�m) defined in eq. (2.34)
in the double scaling limit

�i � +� with gs�
3/2
i = const. , ��i = const. for all i = 1, . . . ,m , (3.1)

with distinct inverse temperatures �i for the individual boundary components.10 The
inverse temperatures of the boundary components are conveniently described in terms of
the universal inverse temperature scale � and the dimensionless constants

bi =
�i
�

. (3.2)

Then the above limit becomes � � +� for constant positive values bi while keeping gs�3/2

and �� fixed.
In the limit (3.1) (the topological part of) the partition function of eq. (2.34) becomes

Z(�1, . . . ,�m)top.

= 1
g2
s
B(�1) · · · B(�m)G(1, {tk = �k})

=
+��

g,n=0

(gs�
3
2 )2g�2+m(��)n
(2�)m2

·
+��

�1,...,�m=0
��1+...+�m�m�n�3g+3 b

�1+ 1
2

1 · · · b�m+ 1
2

m ��1 · · · ��mGg,m+n({tk})
����
tk=�k/�

,

(3.3)
10In the absence of defects the low temperature limit of the partition function Z(�1,�2) was previously

derived in ref. [30]. For the uniform limit � � +� with � = �1 = . . . = �m the low temperature limit of
the partition functions together with defects has been first reported in ref. [31].
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with the generating function G(1, {tk}) =
�

g,n g
2g
s Gg,n({tk}) decomposed into the contri-

butions Gg,n indexed by their genus g and their number of marked points n. Imposing now
the selection rule (2.6) and inserting �0 = 2�2�, we arrive at

Z(�1, . . . ,�m)top. =
+��

g,n=0

(gs�
3
2 )2g�2+m(2�2��)n

(2�)m2 n!

·
+��

�1,...,�m=0
b
�1+ 1

2
1 · · · b�m+ 1

2
m ��n0 ��1 · · · ��m�g +O(��1) , (3.4)

in terms of the non-vanishing correlators (2.5) on the moduli space of stable curves Mg,m+n

of genus g withm+nmarked points.11 The string equation of topological correlators implies
(expect for the genus zero correlator ��0�0�0�0 = 1) [26]

��n0 ��1 · · · ��m�g =
�

p1+...+pm=n

n!
p1! · · · pm! ���1�p1 · · · ��m�pm�g , (3.5)

where ��a1 · · · �am�g = 0 if any ai, i = 1, . . . ,m, is negative.
Following ref. [30], we express the low temperature limit by applying the results of

ref. [39]. Namely, let us define the generating function F of topological correlators with m

marked points as

F(x) = 1
x2 +

+��

�=0

+��

g=1
x� ����g ,

F(x1, x2) =
1

x1 + x2
+

+��

�1,�2=0

+��

g=1
x�11 x

�2
2 ���1��2�g ,

F(x1, . . . , xm) =
+��

�1,...,�m=0

+��

g=0
x�11 · · ·x�mm ���1 · · · ��m�g for m � 3 . (3.6)

Using these expressions with the string equation (3.5) and formula ���1 · · · ��n�0 = (n�3)!
�1!···�n!

we arrive from eq. (3.4) (for any m � 1) at

Z(�1, . . . ,�m) =
m�

i=1

����g
2
3
s �i
2� e2�

2��iF(g2/3
s �1, . . . , g

2/3
s �m) +O(��1) , (3.7)

because Z(�1, . . . ,�m)top. = Z(�1, . . . ,�m) for m > 2 while the semi-classical terms of the
partition functions Z(�1) and Z(�1,�2) are included in the leading non-polynomial terms
in F(x) and F(x1, x2), respectively.

For this generating functions Okounkov has developed a remarkable formula spelt out
in ref. [39], namely

F(x1, . . . , xm) = (2�)m/2
�
x1 · . . . · xm

G(2�1/3x1, . . . , 2�1/3xm) , (3.8)

11The correction terms O(��1) depend on the genus expansion parameter gs and the coupling � in such
a way that in the double scaling limit (3.1) they approach zero at least with the rate � 1/�.
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where
G(x1, . . . , xm) =

�

���m

(�1)�(�)+1

�(�)
�

��S�(�)

E(�(x�)) . (3.9)

Here the first sum is taken over the partitions Πm of the set {1, . . . ,m} with m elements
where the individual partitions � characterised by their length �(�). Furthermore, to each
partition � of length �(�) is assigned a vector x� of length �(�), where the individual
entries of x� are in turn given by sums of the variables xi indexed by the subsets in �.
For example the partition � = {{1, 3, 6}, {2}, {4, 5}} � Π6 of length �(�) = 3 yields the
vector x� = (x1 + x3 + x6, x2, x4 + x5). The second sum runs over the permutations � in
the symmetric group S�(�) of size �(�), where �(x�) permutes the entries of the vector x�
of length �(�). Finally, the function E(x1, . . . , x�) is defined as

E (x1, . . . , x�) =
1

2���/2
e 1

12
��

i=1 x
3
i

�
x1 · . . . · x�

�

yi�0
dy1 · · · dy� e�

��

i=1
(yi�yi+1)2

4xi
�
��

i=1
yi+yi+1

2 xi ,

(3.10)
with y�+1 � y1. For further details on the function G(x1, . . . , xm) see the original definitions
in refs. [39].

Using the integral formulation of the generating functions F , in the low temperature
limit the partition function Z(�) is calculated to be

Z(�) = e
g2s
24 �

3+2�2��

�
2� gs�

3
2

+O(��1) , (3.11)

while the partition function Z(�1,�2) becomes

Z(�1,�2) =
e
g2s
24 (�1+�2)3+2�2�(�1+�2)
�
2� gs(�1 + �2)

3
2

erf(2�3/2gs
�
�1�2(�1 + �2)) +O(��1) , (3.12)

in terms of the error function

erf(x) = 2�
�

� x

0
du e�u

2 = 2�
�

�

x� x3

3 + x5

10 � . . .

�

. (3.13)

3.2 Low temperature expansion schemes

The corrections O(��1) to the low temperature limit in eq. (3.7) are perturbatively included
order-by-order by evaluating the subleading terms of eq. (3.3). For explicitness we focus on
the partition function Z(T ) with a single boundary component with temperature T � ��1,
and we want to study its low temperature corrections

Z(�;T ) = T
3
2 e

g2s
24T3 + 2�2�

T

�
2� gs

Z�(T ) where Z�(T ) =
+��

�=0
T � z�(gs�3/2, ��) . (3.14)

The coe�cient functions z� do not depend on the temperature T in the applied double
scaling limit (3.1). By including these perturbative temperature corrections to all orders,
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the partition function becomes an asymptotic series in T , i.e., the series does not contain
any non-perturbative corrections that vanish in the limit T � 0.

Compared to the (asymptotic) genus expansion studied in detail in section 2, the low
temperature expansion (3.14) is more natural from a physics point of view, as for many
physical problems one is interested in the result up to a certain energy scale. In particular,
we see that by only taking the leading order contribution (3.11) we can immediately read
o� the threshold energy (2.111). Note, however, that since the coupling � approaches zero
in the low energy limit T � 0, the ground state energy and the subleading temperature
corrections in the expansion (3.14) depend on the details of the chosen double scaling
limit. The limit (3.7) is naturally adapted to the defect coupling � and the genus expansion
parameter gs. However, alternatively we can study other low temperature limits, where
other ratios between physical parameters and the temperature T are kept constant. In the
following, we refer to such di�erent choices for the double scaling limits as distinct low
temperature expansion schemes.

In addition to the scheme discussed in the previous subsection, we introduce the low
temperature expansion scheme of ref. [29], which is naturally adapted to the variables (y, t)
defined in eq. (2.72) by the double scaling limit

� � +� with gs�
3
2

t
= const. , y� = const. . (3.15)

Solving eq. (2.72) for small deformations �k, k = 1, 2, 3, . . ., away from pure JT gravity
yields for the coupling parameters (y, t) appearing in the above limit the expansion

y = �0 +
1
2(2�0�1 � �2

0) + . . . ,

t = 1� (�0 + �1) + (�2
0 � �0�1 � �0�2) + . . . ,

(3.16)

which at leading order for a single defect become y = 2�2� + O(�2) and t = 1 + O(�) (cf.
eq. (2.110)). This low temperature expansion scheme agrees at leading order in � with the
scheme (3.1), and in particular, upon inserting the on-shell values for (y, t) in the absence
of defects, i.e., setting � = 0 such that (y, t) = (0, 1), the two low temperature expansion
schemes become the same.

In the latter scheme the (asymptotic) low temperature expansion of the partition
function reads [29]

Z(y, t;T ) = T
3
2 e

g2s
24t2T3 + y

T

�
2� gs

Zy,t(T ) where Zy,t(T ) =
+��

�=0
T �z�(y, t) , (3.17)

where the coe�cient functions z�(y, t) now di�er from the coe�cient functions z�(gs�3/2, ��)
in eq. (3.14) (even after inserting the functional relations among their respective
arguments).12

12There is actually a subtlety here. While the coe�cient functions z�(gs�3/2, ��) are temperature in-
dependent in the double scaling limit (3.1), the functions z�(y, t) are still temperature dependent in the
limit (3.15). One can obviously define temperature independent coe�cients in the latter case as well.
However, as discussed in the following the coe�cient functions z�(y, t) are conveniently computable and
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For completeness, let us briefly review the strategy of ref. [29] to compute the coe�-
cients z�(y, t). First of all, the coe�cients z�(y, t) are conveniently determined from the low
temperature expansion of the function W (y, t;�) defined in eq. (2.80). Using the ansatz

W (y, t;T ) =
�

T

4� e
g2s

24t2T3 + y
TWy,t(T ) where Wy,t(T ) =

��

�=0
T �w�(y, t) , (3.18)

together with equation (2.83) yields the di�erential equation

�tWy,t =
g2
s

12t3T 3Wy,t �
��

g=1
g2g
s ug�(T )Wy,t +

g2
s

12�(T )3Wy,t , (3.19)

in terms of the di�erential operator

�(T ) = �0 +
1
tT

+ g2
s I2

12 t4 T 3 = 1
t
(�I2�t +Dy) +

g2
s I2

12 t4 T 3 , Dy = �y +
1
T
, (3.20)

which then recursively determines the coe�cient functions w�(y, t).13 Finally, the rela-
tion (2.76) translates to

Wy,t = T �(T )Zy,t , (3.21)
leading for the coe�cient functions z�(y, t) to the recursion formula [29]

z� = t
�
�!w� � �

�
�(T )� 1

tT

�
z��1

�
. (3.22)

The first few coe�cient functions z� are calculated to be

z0 = t , z1 =
�

1 + g4
s

240t4T 6

�

I2 ,

z2 =
�

7g4
s

240t5T 6 + g6
s

576t7T 9 + g8
s

57600t9T 12

�

I2
2

+
�

�2 + g2
s

12t2T 3 + g4
s

120t4T 6 + g6
s

3360t6T 9

�

I3 . (3.23)

Let us point out some physical implications of the low temperature expansion scheme
in the variables (y, t). For the on-shell values (2.110) of (y, t) for JT gravity coupled to a gas
of defect and compared to the expansion scheme (3.14), the low temperature expansion of
the partition function depends on the identification angle � already at leading orders in the
temperature T . Namely compared to the result (3.11) one finds upon inserting eq. (2.110)
into the expansion (3.17)

Z(T ) = (1 + �2�4�2
2 �+ . . .)T 3

2 e
g2s

24T3 + g2s (4�2��2)
24T3 �+ 2�2

T �+...

�
2� gs

+O(T ) , (3.24)

where the dots ‘. . .’ indicate subleading terms in � at order O(�2).
comparable with ref. [29]. Truncating the infinite sum in Zy,t at some finite value � = N yields unam-
biguously the low temperature corrections up to order TN in the discussed expansion scheme (because the
temperature dependence only gives rise to corrections at order O(TN+1)).

13The first few coe�cient functions w� are calculated and spelled out explicitly in ref. [29].
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The above analysis of the low temperature limit is general in the sense that we can
consider other on-shell values for the couplings (y, t) (and also for the couplings tk = �k+�k
appearing implicitly in the expansion (3.17)). In particular, if we consider small deviations
from the on-shell values (y, t) = (1, 0) (and small perturbations �k for k � 2) of pure
JT gravity, we can study the low temperature expansions of deformations to pure JT gravity
together with their scheme dependence.

A particularly interesting example in this context is discussed in ref. [24], which cor-
responds to coupling JT gravity to a gas of defects with two types of defect species char-
acterized by their couplings �1 = ��2 = �, which are aligned with opposite sign, and their
respective identification angles �1 and �2. On the one hand, for the low temperature
double scaling limit (3.1) we arrive at

Z(T ) = T
3
2 e

g2s
24T3

�
2� gs

+O(T ) , (3.25)

which results in an expected vanishing threshold energy, cf. eq. (2.111). On the other hand
the double scaling limit (3.15) yields

Z(T ) = (1 + (�2
1��2

2)
2 �+ . . .)T 3

2 e
g2s

24T3 + g2s (�2
2��

2
1)

24T3 �+...

�
2� gs

+O(T ) , (3.26)

where a non-trivial dependence on the identification angles �1 and �2 now enters because
the couplings (y, t) govern the physical quantities that are kept constant in the double
scaling limit (3.15).

3.3 Low temperature expansion schemes for multiple boundaries
Finally, let us remark that the low temperature discussion of the previous subsection can
be repeated with multiple boundary components in the same way. The low temperature
expansion in this case is studied by Okuyama and Sakai in ref. [30].

As a preparation for section 4, we just record here the result of the low temperature
limit for the partition function Z(�1,�2) with two boundary components with inverse
temperatures �1 and �2. Then the low temperature expansion scheme (3.15) generalises to
the double scaling limit

�i � +� with gs�
3
2
i

t
= const. , y�i = const. for i = 1, 2 , (3.27)

which yields for the low temperature limit of the partition function Z(�1,�2) the result [30]

Z(y, t;�1,�2) =
t e

g2s (�1+�2)3

24t2 +y(�1+�2)
�
2� gs(�1 + �2)

3
2

erf
�

gs
2
�
2 t

�
�1�2(�1 + �2))

�
+O(��1

1 ,��1
2 ) . (3.28)

4 Phase transition and spectral form factor

Using the low temperature limit of the partition functions Z(y, t;�1,�2) and Z(y, t;�) of
the previous section and applying numerical methods, we study two well-established and
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Figure 1. The left figure shows a disconnected geometry — here illustrated in terms of two
AdS2 disks at genus zero — that dominates the spectral form factor at early times � , whereas the
right figure depicts a connected geometry with two boundaries — shown is the double trumpet
contribution — that becomes dominant at late times � .

related phenomena, namely the phase transition [61, 62], which exchanges the dominance
between the connected versus the disconnected geometries in the two boundary partition
function, and the spectral form factor,14 which arises as a certain analytic continuation of
the two-boundary partition function. In particular, we analyse the dependence of these
quantities in the presence of defects.

Phase transition. There are two types of geometries that contribute to the two-point
function. On the one hand there are geometries with two disconnected components, each
with a single boundary component, and on the other hand there are connected geometries
with two boundary components, as illustrated in figure 1 (where only the genus zero contri-
butions are depicted for simplicity). At low temperatures we have according to eqs. (3.17)
and (3.28) (in the chosen low temperatue expansion scheme) the following two quantities

Z(y, t;�)2 = e2y�e
g2s�

3

12t2

2�g2
s�

3 t2 +O(��1) ,

Z(y, t;�,�) = e2y�e
�3g2s
3t2

4���3/2gs
t erf

�
�3/2gs
2t

�

+O(��1) .

(4.1)

Independent of the specific choices for the on-shell values of the parameters (y, t), we
can make some quite general comments. Taking the ratio of the two-point contributions in
eq. (4.1), the dependence on the shift in energy given by y drops out (at leading order in the
temperature). Hence, the phase transition (and as a consequence also the spectral form
factor introduced later) is determined by the o�-shell parameter t. Explicitly analysing
the ratio of the two contributions (4.1) in the low temperature regime yields with the
dimensionless constant c := gs�3/2/t the dimensionless (numerical) critical value ccrit. for
the phase transition according to

Z(y, t;�,�)
Z(y, t;�)2 = 1 � 1

2
�
�ce

c2
4 erf

�
c

2

�
= 1 � ccrit. � ±1.24013 . (4.2)

Let us now focus on JT gravity with defects. This means that we take (y, t) to their
on-shell values (2.108) and that we work with the quantities in eq. (4.3), where the on-shell

14The spectral form factor was first introduced in the AdS/CFT context in ref. [63].
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Figure 2. We plot the connected versus the disconnected geometry contributions of eq. (4.3). The
identification angle � is fixed to � = �

2 , the defect amplitude is � = 0.001 and gs = 0.0027. In the
range of the plot we have a maximum of � 4.2% relative error, which measures the ratio of the
terms ignored (order T 2) over the terms kept in the low temperature expansion.

values of (y, t) are found numerically for a given set of � and �, i.e.

Z(�)2 = e2y�e
g2s�

3

12t2

2�g2
s�

3 t2

�������
y,t on-shell

,

Z(�,�) = e2y�e
�3g2s
3t2

4���3/2gs
t erf

�
�3/2gs
2t

��������
y,t on-shell

.

(4.3)

Keeping the above in mind, we plot the connected and disconnected parts of the two-point
function in figure 2. We can see the general behaviour of JT gravity in the absence of defects
is reproduced: at high temperatures the disconnected geometry dominates, whereas for low
temperatures the connected part constitutes the more dominant contribution [22, 30]. This
is the two-dimensional instantiation of a Hawking-Page phase transition [3, 64]. However,
we should also notice that, as shown in figure 3, for larger �, the phase transition occurs at
a smaller value of �.

Spectral form factor. Now we come to the analysis of the spectral form factor Z(� +
i�,� � i�), which is a real function of the time � defined via an analytic continuation of
the two-point function Z(�1,�2). The spectral form factor is essential in the analysis of
quantum chaotic behaviour and plays an increasingly important role in the study of black
hole physics [13]. For the case of JT gravity in the presence of defects the spectral form
factor has not yet been analysed. The task is to understand the role of the parameter �.

For large groups of systems obeying quite common assumptions (such as the eigenstate
thermalisation hypothesis [65, 66]), one expects the spectral form factor to exhibit certain

– 34 –

147



J
H
E
P
1
1
(
2
0
2
1
)
1
5
4

-0.0010 -0.0005 0.0005 0.0010

59.0

59.5

60.0

Figure 3. The phase transition temperature (the point for which Z(�,�) = Z(�)2) as a function
of the defect amplitude. The identification angle � is fixed to � = �

2 and gs = 0.0027.
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Figure 4. Shown is the spectral form factor for di�erent values of � with gs = 1
4·1803/2 , � = 180,

� = �/2.
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universal features. Early times are characterised by decay and hence a “slope”, followed
by a rise and hence a “ramp”, and lastly at late times we encounter a “plateau” with fixed
value given by the one-point function Z(2�).15 Let us define the normalised spectral form
factor in the following manner

G(�, �) := Z(� + i�,� � i�)
Z(2�) = erf

�

�
�3/2gs

�
�2
�2 + 1

2t

�

� , (4.4)

where we are normalising with respect to the contribution Z(2�) as this sets the height
of the plateau. Due to the low temperature dominance of the connected contribution as
outlined above, we would expect late times to be dominated by connected contributions.
A closer look at eq. (4.1) shows that this is guaranteed by the functional form of both
expressions. We are only considering connected geometries in eq. (4.4) as we are mainly
interested in the ramp and plateau behaviour. We want to reiterate some statements of
refs. [12, 30], which help in understanding the importance of the corrections outlined in
section 3.1. The g = 0 part of the two-boundary correlator only furnishes the “ramp”
behaviour as shown in ref. [61]. We can see that the approximation (3.1) already allows
for the creation of the plateau [30]. Furthermore, if we work in the limit (3.15) both the
phase transition and spectral form factor become sensitive to the presence of defects.

We note that the transition from ramp to plateau now depends on �. More specifically,
for larger values of � we can move it to earlier times, whereas negative values moves it to
later times, which mirrors the behaviour discovered for the phase transition.

We may also consider changes in the identification angle � while keeping � fixed for
both the phase transition and the spectral form factor. While the dependence on � within
the range 0 � � < � can be studied straightforwardly with the methods presented here, it
would be even more interesting to consider changes in � over the full range of identification
angles. This could possibly be achieved by implementing the results of ref. [42].

5 Some comments on two-dimensional de Sitter space

In both refs. [40, 41] a proposal is made for the application of the matrix model/JT duality
to two-dimensional de Sitter space. The logic is the following: as Lorentzian de Sitter space
can be analytically continued to Euclidean Anti-de Sitter space [67], in the two-dimensional
setting there should exist a map translating the results for the partition function of ref. [12]
to the wavefunction of the universe Ψ at future infinity I+ and past infinity I� [40, 41].
For the semi-classical contribution it can be shown that the wavefunction can be mapped
to the disk result via the identification

� �
�
�i�, future
i�, past (5.1)

15The “plateau” cannot be obtained if the perturbative series is truncated at some finite g. To render
an asymptotic series convergent non-perturbative contributions have to be taken into account [61]. In the
zero temperature/zero coupling limit considered in ref. [29] and here the perturbative series converges.
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where � is the renormalised length of both the future and past circles. For higher genus
contributions an approach was outlined in ref. [41], in which the boundary conditions
inherited from de Sitter space require the analytic continuation of the geodesic length
b� i� such that this instance of JT gravity requires the inclusion of surfaces with conical
singularities. Sticking to the one-point function for the moment, following ref. [41] the
wave function on a single future boundary would be given by

Ψ(�) = (2�2)3/2
gs

Zdisk (�i�)�
��

g=1
g2g�1
s

� �

0
d��

e
i�2
4�2�

2���
�
�i�

Vg,(i�)

= (2�2)3/2
gs

Zdisk (�i�) + 1
g2
s
B (�i�)F ({�k}) .

(5.2)

which would indeed correspond to Z(�i�). In general this approach implies that the mere
analytic continuation (5.1) of the partition function of ref. [12] corresponds to the wave
function Ψ, i.e.

Ψconn.
�
�1, . . . , �n+ , �n++1, . . . , �n�

�

�=
�
tr
�
ei�1H

�
. . . tr

�
ei�n+H

�
tr
�
e�i�n++1H

�
. . . tr

�
e�i�n�H

��
,

(5.3)

However, as clearly stated in ref. [41], for eqs. (5.2) and (5.3) to hold in full generality
it is necessary that the conical volumes are obtained from a mere analytic continuation
as in eq. (2.15). This, however, is only established for � < �, whereas the results of
ref. [42] propose for general identification angles � an implicit definition of Weil-Petersson
volumes that goes beyond the analytic continuation prescription of eq. (2.15). Hence,
due to the integration range over � in eq. (5.2), the naive analytic continuation of the
individual volumes Vg,(b) of the (asymptotic) thermal partition function possibly requires
a further modification to the approach of ref. [41] for the computation of the wavefunction
Ψ.16 Moreover, the authors of ref. [41] show that eq. (5.3) may be derived from the
approach of ref. [68], such that the wavefunction Ψ is also equivalent to the no-boundary
wavefunction. Therefore, further investigation is required in order to understand in how
far the correspondence of the Hartle-Hawking construction of ref. [68] and the approach of
ref. [41] via continuation to Euclidean Anti-de Sitter space holds at the non-perturbative
level and in how far the validity of eq. (5.3) is guaranteed beyond the semi-classical level.17

6 Conclusion and outlook

In this work we compute thermal partition functions of deformed JT gravity theories from
solutions to the KdV hierarchy. These solutions govern the correlation functions of two-
dimensional topological gravity, and — similarly as in ref. [29] — we describe both unde-
formed and a rather general class of deformed theories of JT gravity in terms of solutions

16Although it is not immediately clear if the path integral may be performed in the same manner as in
ref. [41] for the volumes of ref. [42]. See comments in ref. [42].

17We would like to thank Joaquin Turiaci for valuable correspondence on these points.
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to the KdV hierarchy. In refs. [23, 24] deformations of JT gravity are described by suitable
scalar potentials that do not alter the asymptotic boundaries of the two-dimensional hy-
perbolic space-time geometries. It would be interesting to relate deformations arising from
scalar potentials to solutions of the KdV hierarchy in the topological gravity description.
While we can identify certain classes of deformations in both formulations — in particular
those that arise from a gas of defects with a finite number of defect species — it would be
interesting to investigate whether these two approaches towards deformations of JT gravity
are actually in one-to-one correspondence. As both descriptions yield infinite dimensional
deformation spaces, a meaningful comparison of the two approaches to the deformation
problem presumably requires a careful treatment using methods of functional analysis.

Interestingly, both standard JT gravity and JT gravity interacting with a finite number
of defect species are governed by spectral densities given in terms of (modified) Bessel func-
tions, whereas for more general deformations other transcendental functions occur. There-
fore, it would be interesting to understand in how far standard JT gravity and JT gravity
interacting with a gas of defects are singled out from other solutions to the KdV hi-
erarchy. For instance, the Witten-Kontsevich tau-function relates to the free energy of
two-dimensional topological gravity [26, 27] and the Brézin-Gross-Witten tau-function de-
scribes JT supergravity [53]. Yet other tau-functions are discussed from the mathematical
perspective in ref. [69]. As the connection between specific solutions to the KdV hierarchy
and two-dimensional gravitational theories does not seem to be arbitrary, a systematic
investigation of tau functions and the associated physical theories is an interesting idea
to pursue.

As already addressed in ref. [12], the discussed solutions to the KdV hierarchy and the
resulting thermal partition functions are asymptotic series in the genus expansion parame-
ter gs, which are only rendered to analytic functions once non-perturbative e�ects are taken
into account. Therefore, a challenging task is to derive solutions to the KdV hierarchy that
are analytic instead of just being an asymptotic series in the parameter gs. In refs. [70, 71]
a non-perturbative completion of the solutions to the KdV hierarchy is proposed that has
recently been applied to JT gravity in an interesting series of works [20, 22, 60]. Both
the results of ref. [29] and our work furnish an easy and systematic access to higher genus
contributions, such that modern resurgence techniques could come into play to address
non-perturbative e�ects in this context. Similar considerations in that direction are made
in ref. [72] for JT gravity with a finite cuto� at the asymptotic space-time boundaries,18
where a Borel resummation can be performed for the asymptotic series with respect to the
cuto� parameter.

Applying the approach developed by Okuyama and Sakai [29, 30], we compute in a
certain low temperature limit the thermal partition functions (with one or more boundary
components) for JT gravity with deformations such as those arising from the presence of a
gas of defects. In this limit the studied thermal partition functions become exact because
non-perturbative corrections are suppressed. We determine the critical temperature of the

18More work on JT gravity restricted to a finite AdS2 subregion can be found in refs. [73, 74]. The general
paradigm of finite cuto� AdS/CFT was first explored in ref. [75].
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Hawking-Page phase transition as a function of the defect parameters by analysing the
two-boundary partition function with numerical methods. Depending on the sign of the
defect coupling constant we find that the phase transition either occurs at higher or lower
temperatures. The spectral form factor exhibits a similar behaviour, namely the time scale
for the onset of the plateau is shifted to earlier or later times depending on the sign of
the defect coupling. While we expect that this behaviour of the phase transition and the
spectral form factor as a function of the defect parameters does not change upon including
further subleading temperature corrections, it is nevertheless desirable to include further
terms in the low temperature expansion in order to reliable analyse the Hawking-Page
phase transition and the spectral form factor as a function of the defect parameters at
higher temperature scales. JT gravity in the presence of defects is linked to 3d gravity
in the near-extremal limit, as reported in ref. [23]. It would be nice to understand and
to interpret the changes in both the Hawking-Page phase transition and the spectral form
factor more explicitly in that context.

We briefly comment on a possible matrix model/JT gravity duality for two-dimensional
de Sitter backgrounds. Here we point out an apparent puzzle in light of the recent results
of ref. [42], which suggest that the Weil-Petersson volumes in the presence of conical singu-
larities with large identification angles are in general not obtained via analytic continuation
from surfaces with conical singularities with small identification angles. As a consequence,
computing the wave function of the universe for JT gravity on two-dimensional de Sitter
by use of analytic continuation techniques may only be an approximation. It is, however,
still possible that upon going beyond the study of asymptotic series the validity of this
approach is nevertheless justified. We believe that this issue deserves further study.
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CHAPTER 5

Quantum Information: Complexity

This chapter has already been published as [131]:

Complexity as a holographic dual of strong cosmic censorship, M. Alishahiha, S. Banerjee,
J. Kames-King, E. Loos, In: Phys.Rev.D 105 (2022) 2, arXiv: 2106.14578 [hep-th]

This chapter deals with complexity for charged black branes in AdS. We use the CA proposal,
which is explained in section 1.5.4. For charged black holes and black branes there is both an
inner and an outer horizon. Complexity is a highly intriguing holographic probe as it is sensitive to
behind-the-horizon physics of black holes. It is therefore clear that while complexity should “see"
behind the outer horizon of charged black holes, it is a priori not obvious if complexity should be
sensitive to physics behind the inner horizon too. We show that complexity may not penetrate the inner
horizon in order to be consistent with Lloyd’s bound, which is a general bound on the computation
speed of all physical systems. In addition, we specifiy a new expression for Lloyd’s bound on charged
black hole backgrounds based on various reasonable arguments. Both complexity and the CA proposal
are defined in section 1.5.

In detail, we start by applying the CA approach, which amounts to calculating the on-shell action
on the Wheeler-DeWitt (WdW) patch of the spacetime under consideration. Here this is applied to
the Einstein-Hilbert-Maxwell action on a charged black brane background. We consider two cuto�s.
One of these is the usual holographic cuto� A

2
. Therefore we can always consider the A

2
! 0 limit

as the standard limit in holography or keep A
2

finite for a broader ))̄ approach. The other cuto�,
which we denote by A0 is behind the outer horizon. In principle there are two options for this second
cuto�: behind the inner horizon or outside the inner hoizon. As we will argue below, only the latter
option is consistent with respect to Lloyd’s bound. Due to the lightlike boundaries of the WdW patch
on which the on-shell action is calculated, special care must be taken of boundary contributions.
More specifically in order to furnish finite and unique results, in addition to the Gibbons-Hawking
boundary term, further counter terms are needed. For example, we need a term taking care of so-called
joint points. These are points where the lightlike boundaries intersect a spacelike boundary, such as
the behind-the-horizon cuto� or a timelike boundary, such as the holographic cuto�. As usual for
complexity calculations, the on-shell action is evaluated in a late time limit, which results in an explicit
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expression for the growth of complexity. At the same time we can use Lloyd’s bound to furnish an
expression for the growth of complexity. Lloyd’s bound constitutes a general upper bound on the
growth of complexity based on heuristic arguments about computational speed. We propose a new
expression for this bound on charged black hole backgrounds based on simple consistency checks. In
addition, the growth of complexity furnished by the bound can be matched to the previous expression
we had extracted via the CA proposal by matching specific parameters. Namely, a specific relation
between the holographic cuto� A

2
and the behind-the-horizon cuto� A0 must hold. This same relation

may also be deduced by a di�erent approach. We use a mirror operator construction of operators
behind the black hole horizon in the spirit of the seminal approach outlined in references [132, 133].
One may argue for factorisation of partition functions defined on patches of the black hole background
in the large # limit. More precisely, the partition function behind the outer horizon should be the
product of the two partition functions outside the outer horizon (in the large # limit). This demand
of factorisation leads to a relation between the cuto� parameters A

2
and A0, which precisely agrees

with the relation we had obtained earlier. This approach therefore gives an additional argument for
our modified Lloyd’s bound. Finally, we argue that setting the behind-the-horizon-cuto� behind the
inner horizon is problematic as this would not allow Lloyd’s bound to be saturated. Assuming the
cuto� to lie behind the inner horizon, gives an expression for the late time growth of complexity,
which is independent of the cuto�. As such this would violate our newly formulated Lloyd’s bound.
Complexity is therefore not able to penetrate the inner horizon. We interpret this as a holographic
realisation of strong cosmic censorship for complexity.

The author contributed to all conceptual discussions regarding this publication. The author performed
the calculations of sections 3 and 4.
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Based on reasonable assumptions, we propose a new expression for Lloyd’s bound, which confines the
complexity growth of charged black holes. We then revisit holographic complexity for charged black
branes in the presence of a finite cutoff. Using the proposed Lloyd’s bound we find a relation between the
UV and the behind the horizon cutoff. This is found to be consistent with the factorization of the partition
function at leading order in large N. We argue that the result may be thought of as a holographic realization
of strong cosmic censorship.

DOI: 10.1103/PhysRevD.105.026001

I. INTRODUCTION

In the past decade, there have been a lot of interesting
developments in understanding and resolving puzzles
related to the interior of black holes, the mysterious part
of the spacetime hiding behind the black hole event
horizon. In particular, in the context of the AdS=CFT
correspondence, in which these paradoxes can be given a
sharp form in terms of information processing of the
boundary conformal field theory (CFT) [1–4], a lot of
effort has been devoted towards resolving the aforemen-
tioned problems using the entanglement structure of
spacetime [5,6]. Some of the resolutions are even instru-
mental in understanding the unique nature of entanglement
in generic systems of quantum gravity [7,8].
These developments motivated a rigorous search for

probes both sensitive to the interior of a black hole and
which also systematically relate to the evolution of oper-
ators in the boundary CFT. Holographic complexity turned
out to be one such probe. It was originally proposed in
terms of an entangled pair of black holes [9]. The pair

exchanges information through a virtual wormhole struc-
ture, namely, the Einstein-Rosen (ER) bridge [10]. The
bridge growing in time is identified as the holographic
complexity growth in this set up. In an anti–de Sitter (AdS)
black hole spacetime such a notion naturally relates the
radial depth in the bulk spacetime to the growth of
boundary operators. As a consequence, the black hole
spacetime can be thought of as an onion shell-like structure
with each radial slice corresponding to a particular com-
plexity [9] of the dual boundary CFT. One efficient way
to compute the complexity of a holographic state was
proposed in [11,12]—the “complexity ¼ action” (CA)
conjecture. In this conjecture, the holographic complexity
is given by the on-shell action on the Wheeler-DeWitt
(WdW) patch which is the domain of dependence of any
Cauchy surface in the bulk which intersects the asymptotic
boundary on the time slice, Σ,

CðΣÞ ¼ IWdW

πℏ
: ð1:1Þ

One interesting tool to investigate the precise relation
between complexity and radial depth in a black hole
spacetime is the recently proposed duality between AdS
spacetimes cut off at a finite radial distance and dual CFTs
deformed by an irrelevant operator, known as the TT̄
deformation [13–15]. TT̄ is a certain quadratic combination
of the stress-energy tensor of the boundary field theory
[16–18]. This correspondence is very nontrivially sup-
ported by the matching of the energy spectrummeasured by
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an observer at a finite distance away from the black hole in
AdS spacetime and that of a TT̄ deformed CFT.1

An attempt to explore the time evolution of holographic
complexity for a black hole in AdS with a radial cutoff was
made in [21]. It was shown that in order for this complexity
to grow linearly with time with the coefficient approaching
a constant value equal to twice the energy of the state, (this
is known as the “Lloyd’s bound” in the literature [22]2) it is
necessary to invoke a cutoff behind the horizon as well,
with a value fixed by the boundary UV cutoff. The precise
relation between the boundary cutoff and the cutoff behind
the horizon has also been obtained in [21]. The corre-
sponding relations between the two cutoffs for charged
black holes and near extremal charged black branes in AdS
were derived in [24] and in [25], respectively.
Intuitively the relation between the two cutoffs may be

understood as follows. In the context of the CA proposal,
the late time behavior of complexity growth is entirely
given by the on-shell action evaluated on the intersection of
the WdW patch with the future interior [26], leading to an
observation that the late time behavior of holographic
complexity is insensitive to the UV cutoff [21]. On the
other hand according to Lloyd’s bound [22], the late time
behavior of complexity growth is given in terms of the
energy of the system that is sensitive to the finite UV cutoff.
Therefore, while the physical charges are sensitive to a UV
cutoff, the late time behavior of holographic complexity
seems blind to the UV cutoff. A remedy to resolve this
puzzle is to assume that the UV cutoff will induce a cutoff
behind the horizon with a value fixed by the UV cutoff.
By relating the partition functions inside and outside of

the horizon of an eternal black hole using the “mirror
operator” construction of Papadodimas and Raju [5,6], the
authors of [27] established that a cutoff at a finite radial
distance does indeed imply a cutoff behind the horizon.
This guarantees a bulk effective field theory at leading
order in the 1

N expansion. Remarkably, the relation between
the cutoffs obtained this way, exactly matches the one
derived in [21], hinting at a deep connection between radial
distance and complexity as well as with the black hole
information paradox.

In this paper we shall consider a charged, eternal black
brane in AdS. It has an inner horizon in addition to its outer
event horizon which makes the causal structure of such
spacetime geometries even more rich and interesting. In
particular, there has been a long-standing debate regarding
the fate of an infalling observer after crossing the event
horizon of such black holes. Whether the observer can also
cross the inner horizon smoothly is a tricky question since
this horizon, being a Cauchy horizon, does not guarantee a
unique evolution of smooth initial data. This problem is
resolved in classical gravity using the conjecture of “strong
cosmic censorship” that predicts the eventual collapse of
the inner horizon as soon as the infalling observer reaches
it. This instability is an artefact of an infinite blue shift
effect. It is, however, very difficult to prove this in general
particularly beyond the regime of classical gravity. In recent
work, [28], a quantum test in form of the behavior of
boundary correlators was proposed in order to diagnose
the smoothness of the inner horizon for charged AdS
black holes.
In our study we will set the interior cutoff behind the

event horizon but outside the inner horizon and derive a
relation between the two cutoffs in two different ways; first
by making use of complexity growth and secondly by using
the validity of low-energy effective field theory and the
factorization of the corresponding Hilbert space. We will
then give a dual interpretation of our result in terms of the
emergence of strong cosmic censorship.
On our way towards deriving the relation between the

cutoffs, we will also address a long-standing issue regard-
ing the bound on the late time growth of complexity.
In the existing literature, there is no unique consensus on
the generalization of Lloyd’s bound for a charged system.
The reason for this apparent ambiguity is that, unlike the
uncharged case, in the case of a charged black hole, this
bound is hard to “derive” from first principles. There have
been two proposals based on “natural expectations”
[12,29]; however, both of them suffer from certain path-
ologies. The cutoff geometry makes this problem even
more complicated. However, in our case since we compute
the relation between the cutoffs in two different ways, it can
be used as a very nice diagnostic of the correct Lloyd’s
bound for a charged system. In fact, we will propose a new
bound for charged black holes (branes) which apart from
being consistent with several limits, namely, the zero cutoff
and zero charge limits, is also free from the aforementioned
issues associated with previous proposals.
The rest of the paper is organized as follows. In Sec. II

we present the computation of the late-time growth of
complexity in detail. Section III will be devoted to the
discussion of the generalization of Lloyd’s bound to
charged black branes. Here we will propose a new bound
and compare it with the previously existing bounds in the
literature. At the end of that section we will present the
relation between the two cutoffs implied by the proposed

1We note, however, that one should be careful once we are
dealing with a gravity theory with a finite radial cutoff [19]. It
has been shown that the TT̄ deformation might be better
described by imposing mixed boundary conditions at the asymp-
totic boundary [20].

2In the context of holographic complexity, it is known that
Lloyd’s bound may actually be violated [23]. Nonetheless, the
violation of Lloyd’s bound just modifies the relation between the
cutoff behind the horizon and the UV cutoff at intermediate times,
depending on whether at late times the bound is saturated from
above or below. This does not, however, affect the main
conclusion of our paper because in either case, the saturation
is guaranteed at late times and the late time behavior of
complexity growth is controlled by boundary physical charges
whose values are affected by a finite UV cutoff.
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bound. In Sec. IV we will derive the relation between the
cutoffs from a different perspective, namely from the
factorization of the partition function. We will show that,
provided we use the proposed Lloyd’s bound, the relation
between the cutoffs in both the approaches match exactly.
Section V is reserved for the interpretation of our results,
particularly, in terms of an emergent strong cosmic censor-
ship. We will conclude in Sec. VI with some comments on
the choice of ensembles and also some future outlooks.

II. COMPLEXITY OF A CHARGED BLACK
BRANE WITH CUTOFF

In this section we shall study the complexity growth of
an eternal charged black brane solution with a finite radial
cutoff.3 To proceed, let us first fix our notation. We will
consider the Einstein-Hilbert-Maxwell bulk action

Sbulk¼
1

16πGN

Z
ddþ2x

ffiffiffiffiffiffi−gp
"
R−2Λ−

1

2
FμνFμν

#
; ð2:1Þ

for which eternal charged black brane solutions, for d > 2
may be given as follows4:

ds2 ¼ L2

r2

"
−fðrÞdt2 þ dr2

fðrÞ
þ
Xd

i¼1

dx2i

#
; with

fðrÞ ¼ 1 −mrdþ1 þQ2r2d ð2:2Þ

and

At ¼
ffiffiffiffiffiffiffiffiffiffiffi
d

d − 1

r
QLðrd−1þ − rd−1Þ: ð2:3Þ

Here m and Q are related to the mass and the charge of the
black brane, respectively. In particular, the total Arnowitt-
Deser-Misner (ADM) charge of the system is given by

Q ¼
I

%F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðd − 1Þ

p VdLd−1

8πGN
Q; ð2:4Þ

where the d-form field, %F, is the Hodge dual of the
electromagnetic field strength tensor Fμν ¼ ∂μAν − ∂νAμ.
Vd denotes the transverse d-dimensional volume. GN is the
(dþ 2)-dimensional Newton’s constant and L is the AdS
length scale.

This geometry has two horizons, the outer horizon rþ, and
the inner horizon r−, as depicted in the Penrose diagram in
Fig. 1. They correspond to the positive real roots of the
equationfðrÞ ¼ 0, where fðrÞ is the blackening factor given
in (2.2). In our choice of coordinates in which the AdS
boundary is located at r ¼ 0, one has rþ < r−.
Furthermore, following [21], we introduce two cutoffs,

the UV cutoff at r ¼ rc and a cutoff at r ¼ r0 lying behind
the outer horizon. We place our cutoff, r0 in between the
inner and the outer horizons, rþ < r0 < r−. However, in
principle, r0 could also lie behind the inner horizon,
r0 > r−. For the moment, this is only a choice, but we
will elaborate upon and justify this in Sec. V.
Now we proceed to compute the late time growth of

complexity in the charged black brane geometry with the
aforementioned two cutoffs. We will use the CA proposal
given in (1.1),5 which requires the evaluation of the on-shell

FIG. 1. The Penrose diagram of the eternal charged black brane
with theWdW patch depicted in light green. The intersection of the
WdWwith the future interior is denoted in a darker green.We have
also labeled the four lightlike boundaries byB1;…; B4 and denoted
joint points of these boundaries with each other and with the
spacelike surface r0 byblackdots. The three lightlike joint points are
marked as J1, J2, J3. Moreover, we also introduce the three regions
a, b, c, which break the WdW patch into simple contributions.

3We note that the complexity of charged black holes in the
presence of a finite cutoff has been already studied in [24] (see
also [30]) and indeed most parts of this section are a review. Our
aim is to present the results in a new, inspiring form.

4In what follows we only consider electric brane solutions in
which the only nonzero components of the electromagnetic field
strengths are Frt and Ftr. We have also assumed the radial gauge,
Ar ¼ 0. For a complete discussion on these solutions and how to
obtain them see [31].

5Although the procedure of computing complexity using the CA
proposal is, by now, quite standard, in order to be self-contained,
we will present the computations in a rather detailed manner.
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action on the WdW patch associated with a boundary state
at a time, τ ¼ tL þ tR. Here tL is the time at the left
boundary and tR at the right boundary. The full WdW patch
is the union of the dark and the light green regions in
Fig. 1.6 As for the computations in this section, we will
closely follow [21] (see also [24,25]).
In general, the action on the WdW patch contains the

following pieces [32–34]

IWdW ¼ Ibulk þ IGH þ ICT þ Ij: ð2:5Þ

The individual terms on the right-hand side correspond to
the on-shell bulk action, the Gibbons-Hawking surface
terms, the counterterms, and the contributions coming from
the joint points on the WdW patch, respectively. While the
bulk contribution can be straightforwardly obtained by
evaluating the on-shell bulk action (2.1) on the WdW patch,
the boundary contributions are slightly subtle. One needs to
specify the choice of ensemble at this point. We prefer
to work in the grand canonical ensemble, which amounts to
having a fixed chemical potential for the boundary CFT.
For any other ensemble, one has to be careful about
Maxwell boundary terms on different surfaces [31,35].
We postpone further discussion on this subtlety to Sec. VI.
While the Gibbons-Hawking term is required to achieve

a well-defined variational principle, to guarantee finite free
energies in respective regions of spacetime one needs to
add further counterterms [36]. The explicit forms of these
terms are given by7

IGH ¼ & 1

8πG

Z
ddþ1x

ffiffiffiffiffiffi
jhj

p
K; ð2:6Þ

ICT ¼ ∓ 1

8πG

Z
ddþ1x

ffiffiffiffiffiffi
jhj

p d
L
: ð2:7Þ

Since the WdW patch possesses both spacelike and
timelike boundary surfaces, we have to be careful about
fixing the signs in front of (2.6) and (2.7). A timelike
surface corresponds to the upper choice of sign, while for a
spacelike one the lower sign is appropriate. For example, in
our setup, the upper signs of both (2.6) and (2.7) are to be
used for the cutoff at rc, whereas the lower signs have to be
used when dealing with the cutoff at r0.
The requirement of having boundary terms on the null

boundaries can be avoided by simply choosing an affine
parametrization of the null directions as we will do in what
follows. However, for such boundaries, we do need to
consider contributions to the action coming from joint

points. These are the points where two null boundaries
intersect or a null boundary intersects with a spacelike or
timelike boundary. The former case requires

Ij ¼ & 1

8πG

Z
ddx

ffiffiffi
σ

p
log

jv1 · v2j
2

; ð2:8Þ

where v1 and v2 are the null vectors of the two respective
boundaries

v1 ¼ α

"
−dtþ dr

fðrÞ

#
v2 ¼ β

"
dtþ dr

fðrÞ

#
: ð2:9Þ

Here, α and β are parameters, which must be introduced
due to the ambiguous nature of the normalization of
lightlike vectors. σ is the induced metric on this surface.
The latter case, namely the intersection of a lightlike

boundary with either a spacelike or timelike boundary takes
on a similar form

Ij ¼ & 1

8πG

Z
ddx

ffiffiffi
σ

p
log nμvμ; ð2:10Þ

where nμ refers to the unit normal of the timelike/spacelike
surface and where vμ is as given in (2.9).
In order to evaluate these contributions explicitly, it is

convenient to introduce the tortoise coordinate r% as

r% ¼ −
Z

∞

r

dr
fðrÞ

; ð2:11Þ

in terms of which, from Fig. 1, we can read off the null
boundaries of the WdW patch at late times as

B1∶t¼ tRþr%ðrcÞ−r%ðrÞ; B3∶t¼−tLþr%ðrcÞ−r%ðrÞ;
B2∶t¼ tR−r%ðrcÞþr%ðrÞ; B4∶t¼−tL−r%ðrcÞþr%ðrÞ:

ð2:12Þ

The action of the WdW patch only depends on the time
τ ¼ tL þ tR and not on the individual boundary times, tL
and tR. This follows trivially from the boost symmetry.
Therefore, to simplify our computation, without any loss of
generality, we can consider a time-symmetric configura-
tion, namely, tL ¼ tR ¼ t

2. One could, in principle, also
choose time-shifted configurations, but this would not
affect the late time growth of complexity.

A. The bulk and the boundary contributions

In order to evaluate the bulk contribution along with the
Gibbons-Hawking and the counterterms, we split up half
the WdW patch into three regions, a, b, and c, as depicted
in Fig. 1. The bulk and boundary terms of the full WdW
patch will then be obtained by simply doubling the
contributions.

6We are ultimately interested in the late-time behavior which
means that we effectively restrict to the intersection of the WdW
patch with the future interior. This region is highlighted as the
dark green patch in Fig. 1.

7The same counterterm (2.7) also appears for a flat boundary
metric in the context of holographic renormalization [37].
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Let us first work through the bulk contributions.
We work on the full WdW patch (the union of the dark
and the light green regions) before reducing to the

intersection of WdW with the future interior. Evaluating
the action, (2.1), on-shell in the three regions a, b, and c
yields

Iabulk ¼
LdV
8πG

Z
r0

rþ
dr
Z

B1

0
dt
"
−
ðdþ 1Þ
rdþ2

þQ2ðd − 1Þrd−2
#

¼ LdV
8πG

Z
r0

rþ
dr
"
− ðdþ 1Þ

rdþ2
þQ2ðd − 1Þrd−2

#"
τ
2
þ r%ðrcÞ − r%ðrÞ

#
; ð2:13Þ

Ibbulk ¼
LdV
8πG

Z
rþ

rc
dr
Z

B1

B2

dt
"
−
ðdþ 1Þ
rdþ2

þQ2ðd − 1Þrd−2
#

¼ LdV
8πG

Z
rþ

rc
dr
"
− ðdþ 1Þ

rdþ2
þQ2ðd − 1Þrd−2

#
ðr%ðrcÞ − r%ðrÞÞ; ð2:14Þ

Icbulk ¼
LdV
8πG

Z
rm

rþ
dr
Z

0

B2

dt
"
−
ðdþ 1Þ
rdþ2

þQ2ðd − 1Þrd−2
#

¼ LdV
8πG

Z
rm

rþ
dr
"
−
ðdþ 1Þ
rdþ2

þQ2ðd − 1Þrd−2
#"

−
τ
2
þ r%ðrcÞ − r%ðrÞ

#
: ð2:15Þ

As stated above, for the full WdW patch these contributions
have to be doubled. Note, that we are working in a late time
approximation, rm ≈ rþ, such that (2.15) vanishes. Both the
Gibbons-Hawking term (2.6) and the counterterm (2.7) do
not contribute on the lightlike segments due to the affine
parametrization we choose. However, both do appear at the
spacelike cutoff surface located at r0. Here we get

IGH ¼ −2 ×
VLd

8πG

Z
τ=2

0
dt
"
ðdþ 1Þ 1

rdþ1
0

þQ2rd−10

−
1

2
ðdþ 1Þm

#
; ð2:16Þ

ICT ¼ 2 ×
VLd

8πG

Z
τ=2

0
dt

d
rdþ1
0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðr0Þj

p
: ð2:17Þ

The factors of 2 appearing in front of (2.16) and (2.17)
follow from the same logic of doubling the contributions.

B. Contributions from the joint points

In Fig. 1, as far as the late time behavior is concerned,
there are five joint point contributions, which we will
evaluate using (2.8) and (2.10). In order to specify the
location of these points it is useful to switch to the
following coordinates [38]

u ¼ −e−1
2f

0ðrþÞðr%−tÞ; v ¼ −e−1
2f

0ðrþÞðr%þtÞ: ð2:18Þ

In these coordinates the horizon is located at uv ¼ 0 or
equivalently r%ðrþÞ ¼ −∞ on which three of the joint

points are located. However, since both r%ðrþÞ and
logðfðrþÞÞ diverge, we must introduce ϵu and ϵv, which
can be interpreted as regularized locations of the horizon.
The three lightlike joint points are then represented by

J1∶ðϵu; v0Þ; J2∶ðϵu; ϵvÞ; J3∶ðu0; ϵvÞ; ð2:19Þ

where v0 and u0 designate the future interior null bounda-
ries. We denote the corresponding radial coordinates by
ru0;ϵv , rϵu;v0 , and rϵu;ϵv respectively. Using (2.8), we can
evaluate the contribution coming from these three joint
points. Similarly, contributions from the other two joints
located at the spacelike cutoff r0 can be evaluated using
(2.10). The total contribution from all five joint points is
given by

Ij ¼
VLd

8πG

0

B@
log αβr20

L2jfðr0Þj

rd0
þ
log αβr2ϵu;ϵv

L2jfðrϵu;ϵv Þj

rdϵu;ϵv

−
log

αβr2u0 ;ϵv
L2jfðru0 ;ϵv Þj

rdu0;ϵv
−
log

αβr2ϵu;v0
L2jfðrϵu;v0 Þj

rdϵu;v0

1

CA; ð2:20Þ

where the first term corresponds to the two joint points at r0
and the remaining three terms, to the lightlike joint points.
We work in the approximation rϵu;ϵv ≈ rþ, ru0;ϵv ≈ rþ and
rϵu;v0 ≈ rþ, such that (2.20) simplifies to

COMPLEXITY AS A HOLOGRAPHIC PROBE OF STRONG … PHYS. REV. D 105, 026001 (2022)

026001-5

163



Ij ¼
VLd

8πG

 
log jfðrϵu;v0Þjþ log jfðru0;ϵvÞj − log jfðrϵu;ϵvÞj

rdþ

−
log αβr2þ

L2

rdþ
−
log αβr20

L2jfðr0Þj

rd0

!

: ð2:21Þ

Furthermore, in the limit, uv → 0, log jfðru;vÞj appearing in
(2.21) can be approximated as [38]

log jfðru;vÞj ¼ log juvjþ c0 þOðuvÞ; ð2:22Þ

where c0 is an u, v independent function. This further
simplifies (2.21) to

Ij¼
VLd

8πG

 
logju0v0jþc0

rdþ
−
logjfðr0Þj

rd0
−
logαβr2þ

L2

rdþ
þ
logαβr20

L2

rd0

!

:

ð2:23Þ

The ambiguity in (2.23) due to the presence of the last two
terms may in principle be removed by a further counterterm
[25,34,39]. However, since we are only interested in the
growth rate of complexity, we can ignore this issue since
only the τ-dependent first term of (2.23) will contribute in
this case.

C. The late time growth of complexity

Now that we have all the constituents appearing in (2.5),
evaluated on shell, on the intersection of the WdW patch
with the future interior, we can evaluate the late time growth
of the action by taking derivatives of (2.13), (2.14), (2.16),
(2.17), and (2.23) with respect to τ

dIbulk
dτ

¼ LdV
8πG

"
1

rdþ1
0

−
1

rdþ1
þ

þQ2ðrd−10 − rd−1þ Þ
#
; ð2:24Þ

dIGH
dτ

¼ LdV
8πG

"
m
2
ð1þ dÞ − ð1þ dÞ

rdþ1
0

−Q2rd−1
#
; ð2:25Þ

dICT
dτ

¼ LdV
8πG

"
d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p

rdþ1
0

#
; ð2:26Þ

dIj
dτ

¼ LdV
8πG

"
ð1þ dÞm

2
− dQ2rd−1þ

#
: ð2:27Þ

On the other hand by making use of (1.1), one obtains the
late time growth of complexity as follows:

dC
dτ

¼ LdV
8π2Gℏ

$
ðdþ 1Þm −

d
rdþ1
0

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p #

−
1

rdþ1
þ

−Q2ðdþ 1Þrd−1þ

%
; ð2:28Þ

which could be further simplified, using fðrþÞ ¼ 0, to find

dC
dτ

¼ LdVd
8π2Gℏ

$
1

rdþ1
þ

þ 1

rdþ1
0

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
− 1

#%
; ð2:29Þ

which has the same form as that of the neutral case (see
[21]) and the only charge dependence comes from the
blacking factor fðr0Þ. It is evident that it reduces to that
of the neutral case in the zero charge limit. On the other
hand it is also clear that for r0 → r− it gives the standard
expression for the late time growth of complexity of a
charged black brane [23,29],

dC
dτ

¼ LdVd
8π2Gℏ

"
1

rdþ1
þ

−
1

rdþ1
−

#
¼ LdVd

8π2Gℏ
Q2ðrd−1− − rd−1þ Þ:

ð2:30Þ

It is believed that the late time behavior of complexity
should be expressed in terms of conserved charges such as
energy. Therefore there must be a relation between r0 and
the UV cutoff rc, so that the above expression for the late
time growth of complexity can be written entirely in terms
of the conserved charges defined at the boundary. To find
such a relation it is natural to use the Lloyd’s bound. To do
so, in the next section we revisit Lloyd’s bound for charged
black branes (black holes).

III. LLOYD’S BOUND AND BEHIND THE
HORIZON CUTOFFS

Lloyd’s bound constitutes an upper bound on the growth
rate of the quantum complexity of any physical system
[22]. Explicitly, it is given as

dC
dt

≤
2E
πℏ

; ð3:1Þ

E being the energy of the system.
In [11,12] it was shown that the late time growth of the

WdWaction of a charge neutral AdS black hole satisfies the
relation

dIWdW

dτ
¼ 2E ¼ 2M; ð3:2Þ

which, in conjunction with (1.1), can be read as a statement
on the saturation of Lloyd’s bound (3.1). M here is the
ADMmass of the black hole in AdS which in the context of
the AdS=CFT correspondence can be identified with the
energy of the boundary CFT.8

8Although we are calling it “Lloyd’s bound” for historical
reasons, more appropriately, we should think of this as a bound
on holographic complexity given in terms of conserved quantities
at the holographic boundary. In presence of a UV cutoff, this
bound will, therefore, be sensitive to the cutoff.
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They further proposed the generalization of Lloyd’s
bound for a charged AdS black hole as

"
dC
dt

#

Lloyd
≤

2

πℏ

&
ðE − μQÞ − ðE − μQÞgs

'
; ð3:3Þ

where the subscript gs denotes the ground state. Computing
the growth explicitly and using the CA proposal, they
concluded that while this bound is saturated for a small
charged black hole, it is violated for finite sized charged
black holes.
However, the authors of [29] showed explicitly that

the claim of [11,12] was actually incorrect and even
small charged black holes disobey the bound (3.3). This
observation was quite intriguing because [11,12] attributed
the saturation and violation of the bound, respectively, by
small and finite-sized charged black holes to the fact that
the bound could only be saturated in the supersymmetric
limit and for UV complete holographic theories. This
further fueled the possibility that the bound proposed in
[11,12] was actually inappropriate.
Due to the fast scrambling nature of black holes,9 it is

natural to expect that black holes should saturate the
appropriately defined bound, irrespective of its size. In
[29] a new version of the bound on charged black holes was
proposed, namely

dC
dt

≤
1

πℏ
½ðE − μþQÞ − ðE − μ−QÞ(; ð3:4Þ

where E is the total energy andQ is the ADM charge of the
system given in (2.4). μ& denote, “formally”, the chemical
potentials associated with the two horizons, rþ and r−
respectively. However, one might complain that this state-
ment is a bit vague since the thermodynamics of the inner
horizon is not a strictly well-understood concept, and rightly
so. The way we should understand μ− here is through the
replacement rþ → r− in the expression for the CFT chemi-
cal potential μþ which is thermodynamically well defined.
However, it is worth mentioning that, although μ− cannot be
interpreted as a chemical potential from the perspective of
the boundary CFT, it can be reexpressed in terms of other
well-defined boundary quantities using the expressions of
ADM mass and charge in terms of rþ and r− [29].
While [29] explicitly established the saturation of the

proposed Lloyd’s bound (3.4) for charged (and also rotating
and Gauss-Bonnet) AdS black holes, they also showed how
this proposal reduces to (3.2) in the uncharged limit. This
limit is very interesting and follows from the fact that in the
neutral limit, where Q → 0 and r− → ∞ simultaneously,
μþQ → 0 and μ−Q → 2M while the energies E cancel
between the two terms.

Although (3.4) conforms with the saturation of Lloyd’s
bound for charged AdS black holes of any size, along with
other categories of black holes, this is slightly unnatural.
This can be understood from the limiting argument to the
neutral case mentioned above. The contribution in this limit
arises solely from the “−” side, namely from the term
which modifies the original proposal for Lloyd’s bound
because of the existence of the inner horizon. It is legitimate
to expect that all such contributions coming from the “−”
side will add up to zero in the neutral limit.
Moreover, due to this unnatural limiting behavior, it was

argued that Eq. (3.4) is unable to accommodate the right
expression for Lloyd’s bound when a finite cutoff is applied
to the theory [24].10

Based on the above observations we would like to
propose a new bound for the late time growth of complexity
as follows:

"
dC
dt

#

bound
¼ 1

πℏ
½ð2Eþ − μþQÞ − ð2E− − μ−QÞ(; ð3:5Þ

with& denoting the quantities associated with the outer and
inner horizons as before. It is then clear that in the zero-
charge limit, the contributions coming from the “−” side
will add up to zero and we are left with the contribution of
the “þ” side. Of course, for most cases in which Eþ ¼ E−
both proposals (3.4) and (3.5) result in the same expression
for Lloyd’s bound. The difference shows up when
Eþ ≠ E−, which may happen when we have a finite cutoff.
Indeed, we will also see that the expression for Lloyd’s
bound as given in (3.5) allows to consider the theory in the
presence of finite cutoffs. As we mentioned before [follow-
ing (3.4)], it is worth stressing once again that μ− cannot be
directly interpreted as a chemical potential. However, it is
possible to express μ− in terms of well-defined conserved
charges of the boundary CFT [29].
To proceed we note that for the case in which there is no

cutoff, the ADM energy can be directly computed from the
on shell gravitational action as [31]

E0 ¼
LdVd
16πG

m; ð3:6Þ

which is the same for both the inner and the outer horizon.
Now if we consider the cutoff at r ¼ rc, the physical energy
gets corrected by [15]

LdVd
16πG

m →
LdV
8πG

d
rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
: ð3:7Þ

This can be derived in two steps, first by computing the
bulk energy enclosed by the cutoff surface at r ¼ rc

9Black holes may be considered the fastest scramblers,
see [40].

10The authors of [24] used the equation (3.3) for Lloyd’s
bound.

COMPLEXITY AS A HOLOGRAPHIC PROBE OF STRONG … PHYS. REV. D 105, 026001 (2022)

026001-7

165



and then using the holographic dictionary for the cutoff
AdS/ TT-deformed CFT correspondence to compute the
boundary energy11

Eþ ¼ LdV
8πG

d
rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
: ð3:8Þ

While the presence of the cutoff will only modify the
energy contribution in the outside “þ” region, the
contribution coming from the “−” region will remain
unaffected,

E− ¼ LdVd
16πG

m: ð3:9Þ

This is supported by the zero charge limit in which, as we
mentioned, one would naturally expect that the contribution
of the “−” side should vanish in this limit.
We also need the contributions to Lloyd’s bound coming

from the chemical potentials. Following our conventions in
(2.2), (2.3), and in (2.4), the chemical potentials for the
outer and the inner horizons are given by

μQjþ¼LdVd
8πG

Q2rd−1þ ; μQj−¼
LdVd
8πG

Q2rd−1− : ð3:10Þ

Now we are in a position to combine (3.8), (3.9) and (3.10)
to evaluate the bound given in (3.5)

"
dC
dτ

#

bound
¼ LdVd

8π2ℏG

&
2

1

rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
−Q2rd−1þ

'
− LdVd
8π2ℏG

½m −Q2rd−1− (

¼ LdVd
8π2ℏG

&
2

rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
−mþQ2ðrd−1− − rd−1þ Þ

'
: ð3:11Þ

From this expression, it is clear that in the limit Q → 0,
the full contribution coming from the “-” side, namely
ð2E − μQÞ−, vanishes identically leaving only the contri-
bution coming from the canonical energy Eþ at the
boundary. This leads to the expected result
"
dC
dτ

#

bound
¼ LdVd

8π2ℏG

&
2

rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #'
¼ 2Eþ:

ð3:12Þ

It is worth stressing again that both proposals for a suitable
Lloyd’s bound for a charged black brane, the one considered
in [29] and the other we proposed, namely, (3.5), reduce to
the uncharged limit, (3.2).However, the limits are achieved in
crucially different manners. Contrary to our case discussed
above, in the neutral limit of [29], “−” quantities contribute.

A. Behind the horizon cutoff

Apart from our proposal being physically more reason-
able, it will turn out that in the presence of cutoffs, our
proposal is the apt one. Before justifying this in the
following section, let us use our proposal to find the
relation between the two cutoffs.
Equating (3.11) to the late time growth of complexity

(2.29), one obtains a relation between rc and r0 as follows:

2

rdþ1
c

"
1−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
−m¼ 1

rdþ1
−

þ 1

rdþ1
0

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
−1

#
:

ð3:13Þ

To write this equation we have used the fact that

1

rdþ1
þ

−
1

rdþ1
−

¼ Q2ðrd−1− − rd−1þ Þ: ð3:14Þ

In the next section, we will use a different approach to
arrive at the result (3.13), which implicitly also verifies (3.5).

IV. FACTORIZATION OF THE
PARTITION FUNCTION

In this section we will investigate the possibility of
relating the UV and the behind the horizon cutoff from a
completely different perspective. This study follows
directly from the construction of interior operators in terms
of those describing the exterior regions proposed in [5].
Actually, based on this fact one can argue that the partition
function of the operators describing the interior of an
eternal black hole is proportional to the product of partition
functions of operators describing the left and right exteriors
of the black hole [27]. At leading order this connection may
be reduced to a relation between the on-shell actions
evaluated on the inside and outside of the black hole.
Using this approach for neutral, eternal black holes one

may find an expression for the cutoff behind the horizon
which is the same as that obtained in the context of
holographic complexity [27]. The aim of this section is
to extend this study to charged black branes.
To proceed, we note that in regions I and III of the

Penrose diagram depicted in Fig. 2, AdS=CFT provides us
with a map allowing us to write down nonlocal CFT
operators playing the role of the local bulk fields in these
regions11See [15] for the details of this computation.
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ΦI
CFT ¼

Z

ω>0

dωddk
ð2πÞdþ1

½Oω;k⃗fω;k⃗ðt; x⃗; rÞ þ H:c:(;

ΦIII
CFT ¼

Z

ω>0

dωddk
ð2πÞdþ1

½Õω;k⃗fω;k⃗ðt; x⃗; rÞ þ H:c:(; ð4:1Þ

where Oω;k⃗ and Õω;k⃗ are Fourier transforms of generalized
free fields in the CFT. These are special CFT operators
whose n-point correlators factorize into 2-point correlators
at leading order in the large N expansion [41]. The mode
functions fω;k⃗ are the solutions of the bulk equations of
motion in these two regions subject to normalizability
conditions at the respective boundaries.

On the other hand in the interior regions, such as II,
representation of the local bulk field needs both sets of
operators [5]

ΦII
CFT ¼

Z

ω>0

dωddk
ð2πÞdþ1

½Oω;k⃗gω;k⃗ðt; x⃗; rÞ

þ Õω;k⃗g̃ω;k⃗ðt; x⃗; rÞ þ H:c:(; ð4:2Þ

where gi
ω;k⃗

ðt; x⃗; rÞ and g̃i
ω;k⃗

ðt; x⃗; rÞ are bulk mode functions

in respective regions. However, for the obvious reason that
these regions cannot access the AdS boundaries, one
cannot impose any boundary conditions on these solutions,
and (4.2) follows naturally from the smoothness of the
horizon [5] or equivalently, the entanglement structure of
the dual CFT state [42]. It is worth mentioning that in the
expansions (4.1) and (4.2), the bulk radial coordinate r,
plays the role of a nonlocality parameter in the dual CFT.
Following [27], let us define the restricted partition

function in which the integration is taken over the fields
associated with regions I, II, or III of the corresponding
eternal black hole

ZðαÞ ∝
Z

DΦαe−iS
ðαÞ½Φα(; ð4:3Þ

where α ¼ fI; II; IIIg. We can rewrite the path integral
using the mode expansions in the respective regions which
yield

ZðIÞ ∝
Z

DOω;k⃗DO−ω;−k⃗e
−iSðIÞ½O(; ð4:4Þ

ZðIIIÞ ∝
Z

DÕω;k⃗DÕ−ω;−k⃗e
−iSðIIIÞ½Õ(; ð4:5Þ

ZðIIÞ∝
Z

DOω;k⃗DÕω;k⃗DO−ω;−k⃗DÕ−ω;−k⃗e
−iSðIIÞ½O;Õ(: ð4:6Þ

In general the restricted partition function in region II, (4.6),
does not factorize into the contributions coming from the
modesO and Õ; SðIIÞ½O; Õ( ≠ SðIÞ½O( þ SðIIIÞ½Õ(. However,
we know that for generalized free fields, mixed correlators
factorize at leading order of the 1

N expansion [41],

hO1O2 ) ) )OnÕ1Õ2 ) ) ) Õmi ¼
1

ZðIIÞ
dnþmZðIIÞ

dJndJ̃m

((((
J¼J̃¼0

¼ 1

ZðIÞ
dnZðIÞ

dJn

((((
J¼0

þ 1

ZðIIIÞ
dmZðIIIÞ

dJ̃m

((((
J̃¼0

þO
"
1

N

#

¼ hO1O2 ) ) )OnihÕ1Õ2 ) ) ) ÕmiþO
"
1

N

#
: ð4:7Þ

FIG. 2. Penrose diagram of the eternal, charged black brane.
The radial cutoff in region I lies at r ¼ rc and induces a cutoff
behind the outer horizon at r ¼ r0.
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Therefore in the large N limit, one obtains a simple relation
between the restricted partition functions at leading order of
the 1

N expansion

ZðIIÞ ∝ ZðIÞZðIIIÞ: ð4:8Þ

Intuitively, the above equation indicates that in order to
study region II, one needs twice the number ofmodes as those
in region I. It is worth noting that since the operator (4.2) is a
nonlocal operator in the dual field theory whose nonlocality
parameter is given by the AdS redial coordinate, imposing
any restriction on the nonlocality parameter (such as setting a
UV cutoff) would restrict the range of the spacetime
accessible to those fields defined behind the horizon.
Therefore, assuming that spacetime is cut off at the radial

distance rc, immediately and automatically implies that
there should also be a second cutoff in region II, the region
behind the outer horizon. This provides a justification for
the existence of the interior cutoff “r0”, we introduced in
the context of late time growth of the WdW action before.
Furthermore, one can fix the proportionality constant in
(4.8) and write down a relation involving the on-shell
actions, in the respective regions of the Penrose diagram as

eiðS
ðIIÞ
cut−off−S

ðIIÞ
0 Þ ¼ e2iðS

ðIÞ
cut−off−S

ðIÞ
0 Þ; ð4:9Þ

with SðiÞ0 denoting the on-shell action evaluated without a
cutoff. In view of the fact that the original relation (4.8) was
derived for generalized free fields, one might wonder at this
point about how one can identify the restricted actions with
the gravitational actions in respective regions.12 An intuitive
justification for doing this comes from the fact that at leading

order of 1
N, the classical effective action is indeed given by

the Einstein-Hilbert-Maxwell action, (2.1). The fluctuation
of this action around the classical geometry given by (2.2)
and (2.3) gives rise to the expectation value of the graviton
field which can be treated as a generalized free field of the
dual CFT. However, we should mention that this is only an
intuitive argument and we do not have a concrete proof for
the same. Rather we will consider this as a proposition
motivated by [27] where the relation between the restricted
gravitational actions led to a relation between two cutoffs in
the case of an uncharged black brane which was found to be
perfectly consistent with the well-accepted Lloyd’s bound in
the uncharged case. It is legitimate to expect that the same
should also work for our charged black brane.
Now we would like to use the relation (4.9) to determine

the relation between the two cutoffs: the UV cutoff, rc and
the cutoff behind the horizon, r0. We will again assume the
interior cutoff r0 to lie between the inner and the outer
horizons. Furthermore, here toowewill compute the on-shell
actions in the grand canonical ensemble. Also, as is standard
procedure, in order to ensure finite free energies in all
regions we are required to use both the Gibbons-Hawking
terms and the counterterms which have the forms given in
(2.6) and (2.7) respectively. With this, let us now write down
the on-shell actions in different regions explicitly.

A. Region I: Outside the outer horizon

First we calculate the on-shell action in the region
outside the outer horizon. This entails a radial integration
from rc to rþ. The individual components of the on-shell
action are given by

SðIÞbulkðrcÞ ¼
LdVdτ
8πG

"
1

rdþ1
þ

þQ2rd−1þ

#
−
LdVdτ
8πG

"
1

rdþ1
c

þQ2rd−1c

#
;

¼ LdVdτ
8πG

m −
LdVdτ
8πG

"
1

rdþ1
c

þQ2rd−1c

#
;

SðIÞGHðrcÞ ¼
LdVdτ
8πG

"
dþ 1

rdþ1
c

þQ2rd−1c −
dþ 1

2
m
#
;

SðIÞCTðrcÞ ¼ −
LdVdτ
8πG

d
rdþ1
c

ffiffiffiffiffiffiffiffiffiffiffi
fðrcÞ

p
: ð4:10Þ

Here, we have also introduced τ as a cutoff in time
direction. By summing up the individual contributions
we arrive at the total on-shell action in region I

SðIÞðrcÞ ¼ SðIÞbulkðrcÞ þ SðIÞGHðrcÞ þ SðIÞCTðrcÞ

¼ LdVdτ
16πG

ð1 − dÞmþ LdVdτ
8πG

d
rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffi
fðrcÞ

p #
:

ð4:11Þ

We now normalize this expression with respect to the no
cutoff case. Hence, we subtract from (4.11), the asymptotic
boundary limit, rc ¼ ϵ → 0, namely,

12We would like to thank the anonymous referee for bringing
up this subtlety.
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SðIÞðϵÞ ¼ LdVdτ
16πG

m: ð4:12Þ

This yields

ΔSðIÞ ¼SðIÞðrcÞ−SðIÞðϵÞ

¼−
LdVdτd
16πG

mþLdVdτ
8πG

d
rdþ1
c

"
1−

ffiffiffiffiffiffiffiffiffiffiffi
fðrcÞ

p #
: ð4:13Þ

B. Regions II: Between the two horizons

We now move to region II, which in principle runs from
rþ to r−. However, we are assuming the existence of a
cutoff situated between r− and rþ. Hence, we perform a
radial integration from rþ to r0. First note that without a
cutoff, the bulk action in region II amounts to

SðIIÞbulk ¼
LdVdτ
8πG

"
1

rdþ1
−

þQ2rd−1−

#

−
LdVdτ
8πG

"
1

rdþ1
þ

þQ2rd−1þ

#
¼ 0: ð4:14Þ

However, if we set a cutoff at r0 < r− this changes to

SðIIÞbulkðr0Þ ¼
LdVdτ
8πG

"
1

rdþ1
0

þQ2rd−10

#
−
LdVdτ
8πG

m; ð4:15Þ

which, as expected, clearly vanishes as we set r0 ¼ r−.
Noting again the spacelike nature of the cutoff surface r0 in
region II, the contributions of the boundary terms (2.6),
(2.7), are given by

SðIIÞGHðr0Þ ¼ −
LdVdτ
8πG

"
dþ 1

rdþ1
0

þQ2rd−10 −
dþ 1

2
m
#
;

SðIIÞCT ðr0Þ ¼
LdVdτ
8πG

d
rdþ1
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
: ð4:16Þ

Hence, the full on-shell action in the interior for r0 < r−
is given by

SðIIÞðr0Þ¼SðIIÞbulkðr0ÞþSðIIÞGHðr0ÞþSðIIÞCT ðr0Þ

¼LdVdτ
16πG

ðd−1ÞmþLdVdτ
8πG

d
rdþ1
0

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
−1

#
:

ð4:17Þ

Just as we did for region I, we want to normalize the
cutoff partition function by subtracting the asymptotic
contribution, which for this case amounts to r0 ¼ r−.
Setting r0 ¼ r− makes the counter term and also the bulk
contribution vanish, the Gibbons-Hawking term remains
nonzero yielding the full on-shell action in this region
without cutoff as

SðIIÞðr−Þ ¼ −
LdVdτ
8πG

"
d

rdþ1
−

−
d − 1

2
m
#
: ð4:18Þ

One can then evaluate the difference ΔSðIIÞ as

ΔSðIIÞ ¼SðIIÞðr0Þ−SðIIÞðr−Þ

¼LdVdτd
8πG

$
1

rdþ1
−

þ 1

rdþ1
0

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
−1

#%
: ð4:19Þ

We can now simply use (4.13) and (4.19) in (4.9) to find
a relation between the two cutoffs, r0 and rc

2

rdþ1
c

"
1−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
−m¼ 1

rdþ1
−

þ 1

rdþ1
0

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
−1

#
:

ð4:20Þ

This relation is identical to the one obtained by demand-
ing the saturation of Lloyd’s bound in (3.13). This match-
ing is very much reminiscent of the chargeless case already
noted in [27]. The charged scenario, in presence of the inner
horizon will provide a new interpretation of this result.

V. TOWARDS A HOLOGRAPHIC REALIZATION
OF STRONG COSMIC CENSORSHIP

Let us come back to the issue of the location of the cutoff
r0. As stated previously, there are, in principle, two options
in placing this cutoff. One may either put it between the
inner and the outer horizons, or it may also be assumed to
lie behind the inner horizon. In all our computations
presented above, we chose the former option. Although
this was only a choice initially, we will now argue that this
choice leads to a self-consistent physical interpretation of
our result.
It is worth mentioning here that in [25], the interior cutoff

was assumed to lie behind the inner horizon.13 This leads to
the late time growth of complexity being independent of
this cutoff. Of course this was also consistent with Lloyd’s
bound (3.4) upon which this assumption was made. In this
paper we have argued that this expression for Lloyd’s
bound exhibits certain unnatural features and therefore
needs to be modified.
Moreover the assumption made in [25] results in incon-

sistencies if the growth has to approach and eventually
saturate a bound at late times. This is because, whatever
the correct bound is, it should depend on the physical,
thermodynamical quantities of the boundary CFTand as we
already saw, these quantities are explicitly dependent on the
UV cutoff, rc. As a result, there will be a mismatch of scales
if we aim to construct an equation describing a bound, B,
on the growth of complexity, namely,

13We note however, that the main conclusion of that paper was
not based on this assumption.
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dC
dt

≤ B; ð5:1Þ

where the left-hand side of (5.1) will now be independent of
any cutoff and the right-hand side will be dependent on rc.
One could argue that this might be the case if saturation is
never met. However, it is quite unreasonable to expect such
a situation for an AdS black hole due to the “fast scrambler”
argument mentioned before.
Another interesting aspect of the setup considered in [25]

is that it adds to an apparent ambiguity. While it was
assumed that the late time growth of complexity is
independent of the cutoff behind the horizon, in order to
achieve the expected complexity growth for the near
horizon AdS2 region, one does need to consider the
counterterms coming from the behind the horizon cutoff.
Therefore, it turns out, in the setup of [25], this interior
cutoff is very much essential but it is not clear how this
should get fixed explicitly in terms of the UV cutoff,
contrary to our expectations.
Having the interior cutoff between the two horizons

solves all the aforementioned problems in a consistent way.
With the interior cutoff placed between the inner and the
outer horizons, the left-hand side of (5.1) depends on r0
and the right-hand side, on rc, thus providing the relation
between the cutoffs. Moreover, we obtained exactly the
same relation from the factorization of the partition
function. As a consequence of having a well-defined bulk
effective field theory, the factorization is expected to be
obeyed at least when the cutoff is sufficiently close to the
boundary of AdS.
The aforementioned arguments in favour of having the

interior cutoff in between the inner and the outer horizons
give us a hint about bulk reconstruction in AdS=CFT. The
exact matching of the relation between the cutoffs makes it
clear that complexity, as a probe, cannot penetrate the inner
horizon of the black brane or black hole if it is to be
consistent with the factorization of the Hilbert space at
large N. It therefore indicates emergence of a holographic
censorship in bulk reconstruction behind the inner horizon.
One might naturally identify this as a version of strong
cosmic censorship arising from holography.

VI. DISCUSSION AND OUTLOOK

In this work, we have revisited holographic complexity
for charged black branes in the presence of a finite cutoff.
We have seen that a UV finite cutoff enforces a cutoff
behind the outer horizon, with an expression determined by
the UV cutoff. This was shown in two ways.
First, by assuming that Lloyd’s bound is saturated for a

charged black hole in the presence of a cutoff, we related
conserved charges of this system to the late time growth of
complexity. Here, interestingly, the charges are only sensi-
tive to the UV cutoff, whereas the late-time behavior of
holographic complexity seems blind to rc. Assuming an

agreement to hold at late times forces a relation between the
two cutoffs.
Secondly, we saw that the same relation may also be

obtained using the leading-order factorization of the par-
tition function in the 1

N expansion. Following Papadodimas-
Raju’s construction of interior operators in terms of exterior
operators, implies that behind the horizon, twice the
number of modes are required.
A crucial point in order to make the overall setup

consistent is to use the correct expression for Lloyd’s
bound in terms of conserved charges such as the electric
charge at the boundary. Although in the literature there are
several proposals for Lloyd’s bound, they suffer from
certain pathologies. Our proposal (3.5), in the neutral limit,
reduces to the Schwarzschild case in a more natural way
with the contributions arising solely from the outer horizon.
Furthermore and perhaps more importantly, our proposed
relation between the two cutoffs (3.13) as derived using our
proposal for Lloyd’s bound, (3.5), guarantees an exact
match with the relation obtained from the Papadodimas-
Raju construction.
Our proposal for the expression of Lloyd’s bound (3.5),

can be further generalized to systems with more physical
conserved charges. For instance, in the case of a charged
rotating system, it can be readily generalized to

dC
dt

≤
1

πℏ
ð2E − μQ −ΩJÞþ − ð2E − μQ −ΩJÞ−; ð6:1Þ

where J and Q are angular momentum and charge, and Ω
and μ are their corresponding potentials.
In this paper we have only considered the case of an

electric black brane, although we could have also consid-
ered dyonic black holes, in which the system carries both
electric and magnetic charges. While in this case the final
expressions become more involved, essentially the physical
conclusions remain unchanged.
Moreover, in our computations, we have made a specific

choice of ensemble. We are working in a grand canonical
ensemble, in which the chemical potential μ is considered
fixed. However, it is of course interesting to examine
different choices of ensemble, specifically the canonical
ensemble. This requires the addition of a boundary term to
the action (2.1)

SM;b ¼
γ

8πG

Z
ddþ1x

ffiffiffiffiffiffi
jhj

p
nμFμνAν: ð6:2Þ

This generalizes our calculations to a larger choice of
ensembles designated by values of γ, which is in the
interval [0, 1]. γ ¼ 1 corresponds to the canonical ensemble
where the total charge Q is held fixed, while γ ¼ 0
corresponds to the grand canonical ensemble where instead
the chemical potential μ of the system is fixed and hence
reduces to the approach outlined in this paper. Choices in
between correspond to mixed ensembles. Holographic
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complexity of charged black holes in the presence of this
boundary term has been studied in [35,43].
The boundary term (6.2) would alter both the on-shell

action computed on the WdW patch and also the compu-
tations of partition functions taking into account the effec-
tive field theory of the interior. Accordingly, the relations
(3.13) and (4.20) between rc and r0 should be generalized to
an arbitrary choice of ensemble. The natural question would
then be if the relations obtained from the two approaches
should agree for general γ or if this should only work for a
specific choice of ensemble. We are investigating this issue
and we hope to come back with a precise answer in a future
publication. It will also be interesting to understand the near
horizon, near extremal limit of the construction with
arbitrary γ, as the presence of a boundary term of the form
(6.2) was shown to be essential in this limit [25,43].
Assuming that the leading order factorization of the

partition function works for arbitrary γ, following Sec. IV,
the relation (4.20) generalizes to

2

rdþ1
c

"
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jfðrcÞj

p #
−m

¼ 1

rdþ1
−

þ 1

rdþ1
0

" ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−fðr0Þ

p
− 1

#

− γQ2ðrd−10 − rd−1− þ 2rd−1c Þ: ð6:3Þ

It is interesting to see if this expression is consistent with
the complexity computations for general ensembles.
Another aspect which we would like to investigate in the

future is the “factorization puzzle”, namely, the apparent
tension of the exact factorization of the boundary Hilbert
space and the loss thereof due to bulk wormhole structures
[44–48]. Following the connection between the bound on
the late time growth of complexity and the factorization of
the partition function that we developed in this work, it is of
course highly interesting to see in how far the presence of
bulk wormholes is captured by the growth of complexity.
Particularly, connecting to the discussion above, it will be
worth investigating if the ensemble dependence plays any
crucial role here.
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CHAPTER 6

Quantum Information: Complexity in JT Gravity

This chapter has already been published as [134]:

Complexity via Replica Trick, M. Alishahiha, S. Banerjee, J. Kames-King, arXiv: 2205.01150
[hep-th]

This chapter deals with the non-perturbatively defined approach to complexity as outlined in section
1.5.5. We reinterpret the results of that section in terms of a replica type formula. While this proposal
implies the same late time behaviour for complexity, it furnishes an improved result for the variance,
which no longer su�ers from late time linear growth but saturates to a constant value. Moreover, we
generalise the overall approach to one-sided black holes as modelled by JT gravity in the presence of
an end-of-the-world brane.

In detail, we start by introducing JT gravity in the presence of an end-of-the-world brane. The
introduction of such a brane amounts to modelling a one-sided black hole and therefore a pure
state. This geometry arises as a Z2 quotient of the two-sided case, where the end-of-the-world
brane constitutes a dynamical boundary (see references [60, 135]). The exact location depends on
the mass of the brane. Canonical quantisation of this theory of gravity on the disk gives a specific
wavefunction expression, which is the starting point of most considerations in this publication. The
geodesic length running from the end-of-the-world brane to the asymptotically AdS boundary is the
canonical basis of the Hilbert space underlying these !2-normalisable wavefunctions. We show how
such a wavefunction can be calculated via the Euclidean JT path integral on di�erent geometries. The
trumpet geometry for example is important as higher genus topologies require this ingredient. As
a side note, we show that the pure state we are describing still obeys the eigenstate thermalisation
hypothesis (see section 1.4.4). This is to be expected as it is universally very di�cult to distinguish
a pure state from a typical thermal state. Moreover, we calculate both the partition function in the
presence of an end-of-the-world brane and also matter correlation functions. The main result of this
paper is the calculation of complexity in terms of a modified CV proposal (see section 1.5.5). First,
we do not consider a specific maximum length geodesic as would be in line with the standard CV
proposal. Due to the statistical nature of the JT path integral, we consider an infinite sum of geodesics
in line with section 1.5.5. Geometrically this makes sense as there is no single, maximum geodesic on
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geometries with handles. However, in contrast to section 1.5.5, we do not consider this length to be
related to an analytically continued boundary-to-boundary two-point function. We instead argue that
the length expectation value used for complexity, as an extensive quantity in an ensemble theory, is
defined as a quenched expectation value (see also reference [136]). For the two-sided case this gives
the same result for the complexity as shown in section 1.5.5. For the variance of complexity, that is
the fluctuations of the plateau, we arrive at a pleasing conclusion. Our modified approach implies a
di�erent calculation for the connected contribution to the variance, which leads to the same behaviour
in time as complexity itself. As complexity saturates in our proposal, so does the variance. While the
complexity in the presence of an end-of-the-world brane involves lengthier expressions, the qualitative
result, that is the time-dependence, is of the form as the two-sided case. In addition we perform a
toy-model calculation of complexity involving dynamical end-of-the-world branes. This would mean
that such branes may also appear as loops and additional boundaries of the involved Riemann surfaces.
As directly working with dynamical end-of-the-world branes is a project in itself, the calculation was
performed instead with so-called FZZT anti-branes. These objects are simpler to handle. Interestingly,
there is a competition between the number of branes vs 4(0 similar to the behaviour of entanglement
entropy in [137]. We conclude by calculating complexity in the presence of an UV cuto�, therefore in
the framework of the ))̄ deformation.

The author contributed to all conceptual discussions regarding this preprint. The author performed the
calculations of sections 2.1, 2.2, 2.3, 2.4, 3, 5.2.
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Abstract: We consider the complexity of a single-sided AdS black hole as modelled by
an end-of-the-world brane. In addition we present multi-boundary partition functions
and matter correlation functions for such a setting. We compute the complexity using
a modified replica trick corresponding to the “quenched geodesic length” in JT gravity.
The late time behaviour of complexity shows a saturation to a constant value of order eS0

following a period of linear growth. Furthermore, we show that our approach leads to an
improved result for the variance of complexity, namely it being time-independent at late
times. We conclude by commenting on the introduction of dynamical end-of-the-world
branes.
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1 Introduction

In the context of the AdS/CFT correspondence [1–3] it is believed that the interior of a
black hole may be systematically studied via the notion of quantum computational com-
plexity. This field of study quantifies the di�culty of constructing a specific “target state”
by use of a simple set of “universal gates”. More specifically in a holographic setting it
is conjectured that for a chaotic CFT the growth of complexity has a simple geometric
description in terms of the growth of the black hole interior.

One of the arguments for this conjecture is that for a fast-scrambling system with finite
entropy S, complexity is expected to grow for exponentially large times in the entropy, long
after thermal equilibrium has been reached [4, 5]. Remarkably, the same growth holds for
the black hole interior. Therefore a concrete instantiation of this conjectured duality is
the “complexity=volume” (CV) conjecture, which proposes that the complexity equals the
volume of a maximal slice in the black hole interior [4, 6]. There is also another competing
proposal known as the “complexity=action” (CA) conjecture, in which the on-shell action
on a Wheeler-de Witt patch is determined [7, 8].

We note however, that for chaotic Hamiltonians (as can, for example, be seen in simple
circuit models) after the aforementioned period of growth, at times t ⇠

�
O(eS)

�
we expect

saturation to a plateau of size C ⇠
�
O(eS)

�
[9–14]. While semi-classical contributions both

in form of the CV and CA conjectures indeed furnish the period of growth, the saturation
to the plateau, until recently, has been illusive.

– 1 –
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To understand complexity better one may study this concept in Jackiw-Teitelboim
(JT) gravity; a theory of two-dimensional dilaton gravity, including arbitrary genus, hyper-
bolic Riemann surfaces and therefore also exponentially small corrections to semi-classical
gravity calculations [15–20]. Actually extending the gravitational sector by including such
geometries with an arbitrary number of asymptotic boundaries and arbitrary genus cor-
rects the partition function to be equivalent to a specific double-scaled Hermitian matrix
integral. This implies that JT gravity follows RMT universality at late times and therefore
exhibits spectral statistics with a dip-ramp-plateau structure [19–22].1 By use of the same
theory it has also been shown that the inclusion of higher topologies gives a unitary Page
curve [25, 26].

Recently, holographic complexity was calculated in JT gravity using the CV conjecture
in [27] where it was shown that including higher genus geometries (as mentioned above)
gives the correct late-time behaviour for complexity. More precisely, in this paper the
authors compute complexity in terms of a non-perturbative geodesic length in JT gravity
as follows

h`i = lim
�!0

*
X

�

`�e
��`�

+

JT

, (1.1)

where � refers to non self-intersecting geodesics, � is a regulator and hiJT a correlator in JT
gravity defined over arbitrary genus. It is then argued that in practice (1.1) is calculated
by

h`(t)i = � lim
�!0

@h�(t)�(0)inon-int.
@�

, (1.2)

where h�(t)�(0)inon-int. is obtained in the Euclidean JT theory and then analytically con-
tinued. Here � is the scaling dimension of the operator �. Eq. (1.2) then of course involves
(on surfaces with g � 1) an infinite number of geodesics which can be taken care of by
the moduli space volume of hyperbolic surfaces [28]. It was, then, demonstrated that the
above definition results in the following expression for complexity

h`(t)i = �
2e�S0

Z(�)

Z
1

0

h⇢(s1)⇢(s2)i

s̄ sinh(2⇡s̄)! sinh(⇡!)
exp

✓
��

✓
s̄
2

2
+
!
2

8

◆
� is̄!t

◆
. (1.3)

with the definitions of ! = s1 � s2 , s̄ = s1+s2
2 and s1,2 =

p
E1,2 . The quantity (1.3) was

called “spectral complexity” in [27], which can be calculated for any quantum theory by
use of its spectral correlation h⇢(s1)⇢(s2)i.

Due to the usual arguments regarding quantum chaos [29, 30], one would suspect that
for chaotic systems, (1.3) would reduce to RMT predictions at late times. For the case of
JT gravity, the spectral two-point function can be shown to take on the standard RMT
sine-kernel structure [20, 22, 31] by use of doubly non-perturbative e↵ects. This in turn
leads to the aforementioned, expected behaviour for the quantity h`(t)i: early linear growth
followed by a late-time plateau saturation.

In the present work, we are interested in studying two aspects of complexity for JT
gravity. First, we would like to use an approach which removes the worrisome behaviour
of the variance obtained in [27], as we will explain in greater detail below. Secondly, we
would like to study the introduction of an end-of-the-world (EOW) brane. Recently, these

1For work on the relationship between chaos universality and Euclidean wormholes in higher dimensions
see [23, 24].
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objects have played a crucial role in understanding quantum aspects of black holes in a
two-dimensional setting as they can be used to model black hole microstates in JT gravity
[26]. Since a black hole with an EOW brane behind the horizon may be understood as a
Z2 quotient of the two-sided scenario, it corresponds to a pure state [32, 33]. However,
according to the eigenstate thermalisation hypothesis (ETH) [29, 30], a pure state is in
many ways indistinguishable from a thermal state.

It is also worth mentioning that EOW branes may also be used in a dynamical manner,
which means they appear as loops and are summed over in the path integral. In this
approach they may provide an ingredient in defining a UV completion of JT gravity and
solve the factorisation problem [34, 35]. 2

Motivated by this, we consider the computation of multi-boundary partition functions
and matter correlation functions in the presence of an EOW brane. While we adopt the
techniques developed in [20] and [39] respectively, the modified result we obtain due to the
presence of the EOW brane is expected to represent the aforementioned quantities in a
single-sided black hole geometry.

Indeed the main concern of the present paper is the computation of the late time
behaviour of complexity. We define this as the geodesic length connecting the EOW brane
and the asymptotic boundary.3 More concretely, this is calculated in JT gravity as a
quenched expectation value. The qualitative behaviour remains the same as in the case of
a two-sided black hole, namely, the complexity grows linearly at late times up to a time
t ⇠ e

S0 and subsequently saturates to a constant value. The value of this constant which
is of O(eS0) depends crucially on the tension of the EOW brane.

Although we adopt the non-perturbative definition4 of complexity from [27], we re-
frain from rewriting it in terms of the correlators as in (1.2). The reason is, although the
quantity structurally looks similar to the aforementioned correlators, the limits on � ap-
pearing in the definition are counter-intuitive and do not agree with the standard geodesic
approximation to the two-point function.

Therefore we rather use a modified version of the replica trick in order to compute the
quenched expectation value of the length of the geodesic.5 This avoids the aforementioned
ambiguity. Moreover using the definition of variance engendered by the modified replica
approach, we observe time-independent results at late times both for the two-sided and the
one-sided geometries. This is in contrast with the result for the variance presented in [27]
where the complexity is defined in terms of a two-point function (1.2).

Our paper is organised as follows. We will start by introducing the theory of interest
in section 2. By use of the quantisation procedure in the presence of a boundary brane
[34], we construct various wavefunctions needed in building up di↵erent partition functions
and of course the path integral, which describes the volume of the black hole interior for
our setting. In this section we also consider matrix elements in the geodesic length basis
on the Hilbert space produced by the EOW brane. More specifically, we calculate the
o↵-diagonal elements showing that while we are describing a pure state, they still obey
the ETH. In sections 3 and 4 we construct the multi- boundary partition function and the
quantum gravity matter correlation functions respectively. We put the pieces together in
section 5, where we compute the complexity using the definition mentioned above. Then

2For other approaches to possible non-perturbative completions of JT gravity see [36–38].
3In the Lorentzian picture this replaces the bridge-to-nowhere of [40].
4This is non-perturbative by virtue of an analytic continuation of the Euclidean path integral.
5Following [27], we only consider non self-intersecting geodesics.
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we also consider the variance of this quantity. We conclude in section 6 with a couple of
interesting questions and comments on work in progress.

2 Lorentzian JT gravity with EOW Branes and Wavefunctions

In this section we use the canonical quantisation procedure first introduced in [35], to
construct di↵erent wavefunction expressions for JT gravity in the presence of an EOW
brane. After reviewing the quantisation procedure in presence of a boundary brane [34],
we generalise the construction to compute wavefunctions for di↵erent configurations of
the EOW brane on the disk and then for the trumpet. These quantities are the essential
building blocks in the calculation of correlation functions as well as complexity in our setup.

2.1 The classical solution

JT gravity is a two-dimensional theory of gravity with the Lorentzian action [15, 16]

SJT =
S0

2⇡

✓Z
p
�gR+ 2

Z p
|h|K

◆
+

Z
p
�g� (R+ 2) + 2

Z p
|h|� (K � 1) , (2.1)

where the first term is the topological Gauss-Bonnet term and S0 is the ground state
entropy. In addition, we add the action of an EOW brane, which is of the form:

SBrane = µ

Z

Brane
ds , (2.2)

with µ being the brane tension. In two spacetime dimensions, the eq (2.2) boils down to
the action of a particle with mass µ. The overall action is given by

S = SJT + SBrane . (2.3)

The corresponding equations of motion are

R+ 2 = 0 , rµr⌫�� gµ⌫r
2
�+ gµ⌫� = 0 . (2.4)

At the asymptotic AdS boundary, the boundary conditions are set by fixing the induced
metric and the dilaton value [17, 18, 41]

ds
2
|@M = �

dt
2

✏2
, �|@M =

�b

✏
, (2.5)

where ✏ is a holographic renormalisation parameter and we are interested in the limit ✏! 0.
Additionally, at the EOW brane the following conditions are set [26]

K = 0 , @n� = µ . (2.6)

Here @n denotes the derivative normal to the EOW brane. The latter condition is essential
in ensuring dynamical gravity on the EOW brane.

2.2 Quantisation in presence of a brane

Let us denote the normalised geodesic distance between the AdS boundary and the EOW
brane by L. The Hilbert space may be constructed in terms of L2-normalisable functions of

– 4 –
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L. 6 As the system may be thought of as a particle in a Morse potential, the Hamiltonian
amounts to [34]

H =
2

�b

✓
P

2

4
+ µe

�L + e
�2L

◆
, (2.7)

such that the Schrödinger equation is given by [34, 35]

�
�@

2
L + 4µe�L + 4e�2L

�
 µ,E(L) = 2E  µ,E(L) . (2.8)

In going from (2.7) to (2.8) we have set �b = 1 and replaced P ! �i@L. In solving (2.8), we
are generally assuming µ > 0. Setting k

2 = 2E and z = 4e�L the corresponding normalised
wavefunction [34] is 7

 k,µ(z) =
q
fµ(k)

W�µ,ik(z)
p
z

, with fµ(k) = �µ(k)r(k) , (2.9)

where we have defined

�µ(k) =

�����
✓
1

2
+ µ+ ik

◆����
2

, r(k) =
k sinh(2⇡k)

⇡2
. (2.10)

The normalisation of  k,µ(z) requires the use of the orthogonality relation for Whittaker
functions of the second kind of imaginary order [42]

Z
1

0

dz

z2
W�µ,ik(z) W�µ,ik0(z) =

1

fµ(k)
�(k � k

0) . (2.11)

The quantum mechanical propagator is [34]

G�(z1, z2) = hL2|e
��H

|L1i =

Z
dk e

�
�k2

2 fµ(k)
W�µ,ik(z1)

p
z1

W�µ,ik(z2)
p
z2

. (2.12)

Let us now come to a more geometric description in terms of the Euclidean path
integral of JT gravity. In the Euclidean picture, the time coordinate ⌧ is periodic with
⌧ ⇠ ⌧ + �. The Euclidean action is given by

S = �
S0

2⇡

✓Z
p
gR+ 2

Z p
|h|K

◆
�

Z
p
g� (R+ 2)� 2

Z p
|h|� (K � 1) , (2.13)

where we set the following boundary conditions for an asymptotic AdS boundary

ds
2
|@M =

d⌧
2

✏2
, �|@M =

�b

✏
. (2.14)

Again, the first term of (2.13) is purely topological and accounts for the Euler charac-
teristic of the Riemann surface � = 2� 2g � n, where g is the genus and n the number of
boundaries. The integration over the dilaton localises the path integral to surfaces of con-

6This is referred to as the “L-basis” in [35]. The choice of this basis avoids the subtlety of defining a
“time operator” whose dual Hamiltonian is bounded from below. Furthermore, this choice also allows for
a full phase space R2 without any restrictions on the phase space coordinates.

7Due to the fact that Wa,b = Wa,�b we are restricted to k � 0.
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stant negative curvature with an asymptotic boundary length determined by the boundary
conditions (2.14). The extrinsic curvature term gives a Schwarzian action to the asymptotic
boundary fluctuations on the hyperbolic space [17, 18].

The complete path integral includes an integral over the moduli of such surfaces and
the boundary fluctuations. Briefly stated, the higher genus surfaces for one asymptotic
boundary may be viewed as consisting of two parts, namely, one asymptotic boundary of
fixed length and a geodesic boundary of length b and a remaining genus g Riemann surface
with geodesic boundary of the same length b. The genus expansion of JT then takes on
the form [20]:

hZ(�)i = e
S0ẐD(�) +

X

g=1

e
(1�2g)S0

Z
1

0
bdbVg,1(b)ẐT (�, b) , (2.15)

where Vg,1 is the Weil-Petersson volume of genus g and one geodesic boundary [28, 43] and
the integration over b glues the two parts of the surface together. Here ẐD(�) refers to the
disk topology partition function and ẐT (�, b) to the “trumpet” partition function [20, 44]

ẐD(�) =
e

2⇡2

�

p
2⇡�3/2

, ẐT (�, b) =
e

�b2

2�

p
2⇡�1/2

. (2.16)

This construction can be generalised to n asymptotic boundaries with the connected con-
tribution being of the form [20]:

hZ(�1)...Z(�n)iC =
X

g=0

e
(2�2g�n)S0Ẑg,n(�1, ...,�n) , (2.17)

with the definition

Ẑg,n(�1, ...,�n) =

Z
1

0
b1db1...bndbnVg,n(b1, ..., bn)ẐT (�1, b1)...ẐT (�n, bn) . (2.18)

Moreover, the hats, ˆ denote quantities without manifest topological weighting. Incorpo-
rating the latter, one defines ZD(�) = e

S0ẐD(�). In our construction, we additionally
consider the addition of an EOW brane via the action (2.2) and the boundary conditions
(2.6). This modifies the partition function as we explain in the next sections.

At various points we will compute the expectation value of geodesic length in the
Euclidean JT path integral. In contrast to the disk, on hyperbolic surfaces of genus
g � 1 there are an infinite number of geodesics. Let us consider the case of non self-
intersecting geodesics as in [27]. The moduli space of hyperbolic, bordered Riemann
surfaces Mg,n(b1, ..., bn) comes with a symplectic form, the Weil-Petersson form ⌦ =P3g+n�3

i=1 db ^ d⌧ , which in principle allows the calculation of the corresponding moduli
space volume if restricted to a fundamental domain. Similarly, as first argued for in the
g = 1 case in [21], and elaborated upon in [27, 45], the integral of the geodesics over mod-
uli space may be calculated by modding via the mapping class group, which we denote
MCGg,n. This leads to the expression [21, 27, 27, 28]

Z

Mg,1
MCGg,1

⌦
X

�

e
��`� = e

��`

Z

Mg�1,2
MCGg�1,2

⌦+
X

h�0

e
��`

Z

Mh,1
MCGh,1

⌦

Z

Mg�h,1
MCGg�h,1

⌦ . (2.19)
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This formula may be visualised as cutting along the geodesic and considering the resulting
geometries.

2.3 The disk wavefunctions

Let us start by quickly revisiting some results we need from the two-sided AdS system. A
natural procedure to prepare the states in the Hilbert space of the two-sided system is via
the Hartle- Hawking construction [35], which is depicted in fig.1(a).

�

`

(a)

µ

�

L

(b)

I IIµ �

⇣1

⇣2

(c)

Figure 1: Three possible disk configurations corresponding to di↵erent wavefunctions.
Figure (a) is the wavefunction of the Hartle-Hawking state of the two-sided AdS system
in JT gravity. Figure (b) and figure (c) are two options in the presence of an EOW
brane. While in figure (b) we see a geodesic connecting the EOW brane to the asymptotic
boundary, for figure (c) the geodesic connects to two di↵erent points on the asymptotic
boundary. An orange curve corresponds to the former geodesic and a violet curve to the
latter. Green denotes an AdS boundary and blue an EOW brane, respectively.

We denote the fixed geodesic length between two parts of the AdS boundary by `. Then
the Hartle-Hawking wavefunction �D,�(`) corresponds to the integral over all Euclidean
geometries with disk topology and asymptotic AdS boundary of renormalised length �.
Explicitly it amounts to

�D(�, `) = 2eS0/2
Z

1

0
dke

�
�k2

2 r(k) K2ik(y) , (2.20)

where y = 4e�
`
2 . In this formalism the disk partition function is given as

ZD(�) =

Z
1

0

dy

y
�D(�/2, `) �D(�/2, `) =

e
S0

2

Z
1

0
dk e

�
�k2

2 r(k)

= e
S0

Z
1

0
dE e

��E
⇢̂D(E), (2.21)

where ⇢̂D(E) is the disk density of states, which is given as [39, 44, 46–49]

⇢̂D(E) =
sinh(2⇡

p
2E)

2⇡2
. (2.22)
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From (2.21) we see that the wavefunction is normalised in such a way to give the correct
expression for (2.21) and (2.22).

Before moving on to more complicated hyperbolic surfaces, let us now introduce the
EOW brane already in this setting and construct the disk wavefunction in its presence.
We can interpret the resulting wavefunction as the Hartle-Hawking wavefunction in the L

basis for the case of a one-sided black hole. This wavefunction is associated to a region
enclosed by an asymptotically AdS boundary of renormalised length �, an EOW brane and
a geodesic of length L connecting them. 8 This configuration is depicted in fig.1(b).

We will denote the corresponding wavefunction by  D(�, L) 9 which should satisfy

Z
1

0

dz

z
 D(�/2, L) D(�/2, L) =

Z
1

0

dz1

z1

dz2

z2
 D(x, L1)G��2x(z1, z2) D(x, L2) , (2.23)

where the variable of integration is z = 4e�L. It is straightforward to see that (2.23) is
fulfilled for the following expression

 D(�, L) =
e
S0/2

p
2

Z
1

0
dk e

�
�k2

2 �µ(k)r(k)
W�µ,ik(z)

p
z

. (2.24)

The disk partition function in the presence of an EOW brane therefore amounts to

ZD,µ(�) =

Z
1

0

dz

z
 D(�/2, L) D(�/2, L) =

e
S0

2

Z
1

0
dk e

�
�k2

2 �µ(k)r(k)

= e
S0

Z
1

0
dE e

��E
�µ(E)⇢̂D(E), (2.25)

Comparing (2.25) to (2.21) we see that the e↵ect of the EOW brane is encompassed by an
additional �-function expression defined in (2.10). The above expressions also allow us to
calculate the wavefunction  D(⇣1, ⇣2, `) for region I depicted in fig. 1(c): a region enclosed
by an EOW brane and a geodesic connecting points on the asymptotic AdS boundary. This
wavefunction can be derived from the identification,

ZD,µ(�) =

Z
1

0

dy

y
 D(⇣1, ⇣2, `)�D(� � ⇣1 � ⇣2, `), (2.26)

by which, using (2.20), one arrives at

 D(⇣1, ⇣2, `) = 2eS0/2
Z

1

0
dk e

�
k2

2 (⇣1+⇣2) �µ(k)r(k) K2ik(y) . (2.27)

2.4 The trumpet wavefunctions

The most important ingredients of our study are the wavefunctions on the trumpets whose
asymptotic boundaries are either pinched o↵ by the disk regions considered in fig.1 or
replaced in some parts by the EOW brane.

While more complicated hyperbolic surfaces require the use of Riemann surfaces with
geodesic boundaries, the simplest configuration on the trumpet is depicted in fig. 2(a).

8In contrast to the geodesic length connecting two points on the AdS boundary which we denoted by `.
9We denote wavefunctions associated to the two-sided black hole via � and those in the presence of

EOW branes by  .
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` b

(a)

µ � b

(b)

` µ b

(c)

L

µ

b

(d)

Figure 2: Four di↵erent possible trumpet geometries corresponding to four distinct wave-
functions. The closed geodesic boundary is depicted in red. In figure (a) we see the
generalisation of the disk configuration, figure 1(a) to the trumpet. Figure (b) corresponds
to the wavefunction on a trumpet geometry with both an EOW brane and an asymptoti-
cally AdS boundary. Figure (c) shows the wavefunction of a geodesic connecting two points
on an asymptotically AdS boundary which contains an EOW brane. Lastly, in figure (d)
we see a geodesic connecting EOW brane and AdS boundary on a trumpet geometry.

The corresponding wavefunction �T (�, b, `) can be realised as the trumpet wavefunc-
tion pinched o↵ by the disk wavefunction shown in fig. 1(a). This is obtained through the
identity

�T (�, b) =
1

⇡

Z
1

0
dk cos(kb) e�

�k2

2 =

Z
1

0

dy

y
�T (� � x, b, `) �D(x, `) , (2.28)

which results in

�T (�, b, `) =
4e�S0/2

⇡

Z
1

0
dk e

�
�k2

2 cos(kb) K2ik(y) . (2.29)

Let us now come to the geometry depicted in fig.2(b). This can be computed by gluing
the above geometry with a region enclosed by a geodesic and EOW brane as shown in
fig.1(c). This yields the wavefunction  T (�, b) associated with this diagram

 T (�, b) =

Z
1

0

dy

y
�T (�, b, `)  D(0, 0, `) =

1

⇡

Z
1

0
dk cos(kb) �µ(k) e

�
�k2

2 . (2.30)

The wavefunction (2.30) is in a perfect agreement with the corresponding wavefunction
presented in [34].

This in turn allows for the calculation of  T (⇣1, ⇣2, b, `), the wavefunction associated
with fig.2(c) and obtained through the equation

 T (�, b) =

Z
1

0

dy

y
 T (⇣1, ⇣2, b, `)�D(� � ⇣1 � ⇣2, `) . (2.31)

Using (2.20) and (2.30), this yields

 T (⇣1, ⇣2, b, `) =
4e�S0/2

⇡

Z
1

0
dk cos(kb) �µ(k) e

�
k2

2 (⇣1+⇣2)K2ik(y) . (2.32)

Finally, the wavefunction corresponding to the geometry shown in the panel (d) of fig.
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2, namely a trumpet geometry with geodesic of length L from the EOW brane to the
asymptotic boundary, can be computed by pinching-o↵ the wavefunction  D(�, L) from
the above wavefunction. Therefore the structure

 T (�, b) =

Z
1

0

dz

z
 T (� � x, b, L)  D(x, L) , (2.33)

by use of (2.24) results in the wavefunction

 T (�, b, L) =

p
2e�S0/2

⇡

Z
1

0
dk cos(kb)�µ(k) e

�
�k2

2 z
�1/2

W�µ,ik(z) . (2.34)

2.5 Pure vs. Thermal States

As already mentioned in the introduction, by considering an EOW brane we are describing
a pure state. However, to establish its interpretation as a typical boundary state, it is
essential to try and delineate di↵erences to a thermal state. We can check the expectation
value of the energy. Indeed at disk level this amounts to

hEi =

R
1

0
dz

z
 D(�/2, L)H  D(�/2, L)R

1

0
dz

z
 D(�/2, L) D(�/2, L)

, (2.35)

with H being the Hamiltonian defined in (2.7). As the corresponding system may be
thought of as a particle in a Morse potential, by use of the Schrödinger equation, one
arrives at

hEi = �
@

@�
lnZµ(�) , (2.36)

which is in agreement with the expectation value of a thermal ensemble with temperature
1
�
. This may be readily generalised to higher genus. Therefore the wavefunctions in the

presence of an EOW brane indeed correspond to states which are indistinguishable from
thermal states.

On the other hand we note that the ETH delineates between diagonal and o↵-diagonal
matrix elements. More explicitly, the matrix elements of observables in the eigenstate of
the Hamiltonian are given by [50]

Omn = O(E)�mn + e
�

S(E)
2 fO

�
E,!

�
Rmn , (2.37)

where E = Em+En
2 , ! = Em � En and S(E) is the entropy. Moreover, O(E) is the

expectation value in the microcanonical ensemble, fO
�
E,!

�
is a smooth function and Rmn

a random variable with zero mean and unit variance.

One observes that o↵-diagonal elements are suppressed by the Hilbert space size. In
order to show that the wavefunction we consider also satisfies ETH, we need to calculate
o↵-diagonal elements of the inner product in the length basis |Li used in the quantisation of
(2.7). Actually the inner product we need for this analysis was already considered in [34],
where the importance of higher topologies was stressed. First we need to define a building
block, which is shown in fig.3. Denoting the corresponding wavefunction by  T (b, L1, L2),
one has

 T (�, b) =

Z
1

0

dz1

z1

dz2

z2
 D(� � x, L1) T (b, L1, L2) D(x, L2) , (2.38)
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L1

L2

µ

b

Figure 3: One important ingredient in the calculation of the leading order correction to
the inner product hL1|L2i via Euclidean path integral. We see the two geodesics L1 and
L2 in orange, the EOW brane in blue and a closed geodesic b in red. The wavefunction
of this geometry is denoted by  T (b, L1, L2). Topologies beyond the disk are important in
recovering ETH-like behaviour.

which in combination with the expression (2.24) may be used to find

 T (b, L1, L2) =
2e�S0

⇡

Z
1

0
dk cos(kb) �µ(k) (z1z2)

�1/2
W�µ,ik(z1) W�µ,ik(z2) , (2.39)

in agreement with the result obtained in [34]. The wavefunction (2.39) plays an important
role in recovering ETH behaviour, as the standard canonical quantisation condition

hL1|L2i = � (L1 � L2) , (2.40)

is corrected via higher genus contributions to the expression

hL1|L2i = �(L1 � L2) +

Z
1

0
b dbX(b) T (b, L1, L2), (2.41)

where we have introduced the notation X(b) as in [34]. Here X(b) is an integration measure
which corresponds to all topologies ending on a single closed geodesic length b, such that
the weighting by the Euler characteristic and the Weil-Petersson volumes are included in
this quantity. We could also consider it to include an arbitrary number of EOW brane
loops as in [34]. By use of (2.39), (2.41) takes on the form

hL1|L2i = �(L1 � L2) +
2e�S0

⇡

Z
1

0
dk �(k) �µ(k)

W�µ,ik(z1) W�µ,ik(z2)
p
z1z2

, (2.42)

where

�(k) =

Z
1

0
b dbX(b) cos(kb) . (2.43)

The leading contribution to the o↵-diagonal term comes from surfaces with genus one for
which �(k) ⇠ e

�S0 , which results in

hL1|L2i ⇡ �(L1 � L2) + (· · · )L1,L2 e
�2S0 , (2.44)

in agreement with [51]. Here (· · · )L1,L2 refers to the g = 1 contribution, where we have
already pulled out the topological weighting. We therefore see that o↵-diagonal terms are
suppressed exponentially just as in (2.37).
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µ �2
µ �1

Figure 4: Two trumpet geometries glued together along their closed geodesic boundaries.
This geometry corresponds to the connected part of the spectral form factor.

3 Partition Function

In this section we construct the partition function in the presence of an EOW brane via
the wavefunction formalism developed in section 2. The most natural quantity to analyse
is the two-point function or the spectral form factor. More specifically, we require the
trumpet wavefunction (2.30). We may visualise the connected contribution to the two-
point function as gluing two trumpet geometries of the type illustrated in fig.2(a) together
along their closed geodesic boundaries, which results in the geometry shown in fig.4.

In analogy to (2.17), the overall contribution including connected and disconnected
structures gives the following expression:

hZ(�1)Z(�2)iµ

=

Z
1

0
b1db1 b2db2  T (�1, b1)X(b1, b2) T (�2, b2) (3.1)

=
e
�S0

⇡2

Z
1

0
dk1dk2 e

�
�1k

2
1

2 �
�2k

2
2

2 �µ(k1)�µ(k2)

Z
1

0
b1db1b2db2X(b1, b2)cos(k1b1) cos(k2b2).

Here we have introduced the function X(b1, b2) that denotes the topologically weighted
sum over the Weil-Petersson volumes associated to surfaces with two geodesic boundaries
parametrised by b1 and b2. It is of the form

X(b1, b2) :=
X

g=0

e
(2�2g)S0

0

@Vg�1,2(b1, b2) +
X

a�0

Vg�a,1(b1)Va,1(b2)

1

A . (3.2)

We note that the first term of (3.2) corresponds to the connected contribution, whereas
the second term corresponds to the disconnected contribution. There are two contribu-
tions in (3.1) which must be put in “by hand” as the moduli space volumes Vg=0,1(b)
and Vg=0,2(b1, b2) in (3.2) are undefined.10 For the disconnected contributions involving
Vg=0,1(b), the correct result is given by (2.25) ands the two boundary g = 0 connected
contribution is defined as

Z(�1,�2)g=0,n=2,µ =

Z
1

0
b1db1b2db2 T (�1, b1) T (�2, b2) . (3.3)

Comparing (3.1) to the two-sided expression of [20], one observes that the distinction to

10These two volumes constitute input values for the topological recursion [52, 53].
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(3.1) lies in the factor �µ(k1)�µ(k2). Analytically continuing (3.1) to the spectral form
factor and rewriting in terms of energy variables one arrives at

hZ(� + it)Z(� � it)iµ =

Z
1

0
dE1dE2e

��(E1+E2)�it(E1�E2) �µ(E1)�µ(E2) h⇢(E1)⇢(E2)i

(3.4)
where

h⇢(E1)⇢(E2)i =

Z
b1db1 b2db2X(b1, b2)

cos(b1
p
2E1) cos(b2

p
2E2)

2⇡2
p
E1E2

, (3.5)

which is the density of states corresponding to two boundary case of (2.17). At late
times, the integral (3.4) is dominated by small energy ranges, and it can be shown that for
|E1 �E2| ⌧ 1, non-perturbative contributions give the following expression for (3.5)[20]11

h⇢(E1)⇢(E2)i ⇡ e
2S0 ⇢̂D(E1)⇢̂D(E2)+e

S0 ⇢̂D(E2)�(E1�E2)�
sin2

�
⇡e

S0 ⇢̂D(E2)(E1 � E2)
�

⇡2(E1 � E2)2
,

(3.6)
where ⇢̂D(E) refers to the genus zero contribution to the density of states (2.22). The last
term in (3.6) is the so-called sine-kernel. The non-perturbative nature of this contribution
can be spotted by noting the factor of eS0 inside the “sin”. As should be expected, plugging
(3.6) into (3.4), gives a ramp-plateau structure for the connected and decaying behaviour
for the disconnected contribution.

4 Correlation Functions

Following the procedure of [39] we will now determine full quantum gravity expressions
for the matter correlation functions in the presence of an EOW brane. The idea of [39] is
to construct a certain Kernel which can be used to dress quantum field theory correlation
functions on AdS2 to produce gravity correlators. For the two-sided case, the Kernel
essentially amounts to the Hartle-Hawking wavefunction (2.20). More concretely, let us
denote the coordinates by x = (⇠, x), where ⇠ is the holographic coordinate and x the
boundary coordinate. The regularised geodesic distance between two points is given by

e
`
2 =

|x1 � x2|
p
⇠1⇠2

. (4.1)

In terms of this expression the Kernel is

K(u12,x1,x2) = 2eS0/2 4
p
⇠1⇠2

|x1 � x2|

Z
1

0
dke

�
u12k

2

2 r(k) K2ik

✓
4
p
⇠1⇠2

|x1 � x2|

◆
. (4.2)

The quantum gravity correlators constructed in [39] then amount to

hO1(u1) · · · On(un)iD =

Z

x1>···>xn

Q
i
d⇠idxi

Vol (SL(2, R))
K(u12,x1,x2) · · ·K(u1n,xn,x1) (4.3)

⇥

Y

i

⇠
�i�2
i

hO1(x1) · · · On(xn)iCFT ,

11See also [22] based on the elegant approach of [54, 55].
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µ � � ⇣1 � ⇣2

⇣1

⇣2

O2

O1

Figure 5: This figure corresponds to the two-point function of two operators O1 and O2

on the Euclidean disk in the presence of an EOW brane. The corresponding wavefunction
is given in (2.27).

where �i is the scaling dimension of the operator Oi. Vol (SL(2, R)) reminds us that one
needs to fix the SL(2, R) gauge symmetry. In our case, while the general logic leading to
the structure of (4.3) is preserved, now two di↵erent Kernels have to be used. In addition
to (4.2), a Kernel must be introduced due to the presence of the EOW brane. A quick look
at fig.5 suggests that this Kernel corresponds to the wavefunction (2.27), which results in
the expression

M(⇣1, ⇣2,x1,x2) = 2eS0/2 4
p
⇠1⇠2

|x1 � x2|

Z
1

0
dk e

�
k2

2 (⇣1+⇣2) �µ(k)r(k) K2ik

✓
4
p
⇠1⇠2

|x1 � x2|

◆
. (4.4)

Using this kernel and (4.2) the quantum gravity correlators in the presence of an EOW
brane is

hO1(u1) · · · On(un)iD,µ =

Z

x1>···>xn

Q
i
d⇠idxi

Vol (SL(2, R))
K(u12,x1,x2) · · ·K(un�1n,xn�1,xn)

⇥M(⇣1, ⇣n,xn,x1)
Y

i

⇠
�i�2
i

hO1(x1) · · · On(xn)iCFT. (4.5)

The above expressions are for disk topology as indicated by the index D. Let us
briefly describe how to generalise to arbitrary topology by use of the two-point function as
a concrete example. For the disk the two-point function is shown in fig.5. The variables of
fig.5 are related to those of formula (4.5) via u = ⇣1 + ⇣2. Keeping in mind that the CFT
two-point function is given by:

hO1(x1)O2(x2)i = e
��`

, (4.6)

we arrive at the quantum gravity two-point function at disk level (according to (4.5))

hO1(⇣1 + ⇣2)O2(0)iD,µ=

Z
1

0

dy

y
�D(� � ⇣1 � ⇣2, `) D(⇣1, ⇣2, `)

⇣
y

4

⌘2�
(4.7)

=e
S0

Z
1

0
dk1 dk2 e

�
k21
2 (��u)�

k22
2 u

r(k1)r(k2) �µ(k2) N (�, k1, k2) ,
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where

N (�, k1, k2) = 4

Z
1

0

dy

y
K2ik1 (y)K2ik2 (y)

⇣
y

4

⌘2�
=

|�(�+ i(k1 + k2))�(�+ i(k1 � k2))|2

22�+1�(2�)
.

(4.8)
Comparing (4.7) to the expression for the two-sided AdS black hole [39] we again see the
new factor �µ (k) due to the presence of the EOW brane.

In order to generalise (4.7) to higher genus, the wavefunctions (2.29) and (2.32) are
needed. By making use of these wavefunctions and formula (2.19) the two-point function
of arbitrary genus is

hO1(⇣1 + ⇣2)O2(0)iµ =

Z
b1db1 b2db2X(b1, b2) (4.9)

⇥

Z
1

0

dy

y
�T (� � ⇣1 � ⇣2, b1, `) T (⇣1, ⇣2, b2, `)

⇣
y

4

⌘2�

=
16e�S0

⇡2

Z
1

0
dk1dk2 �µ(k2)e

�
k21
2 (��u)�

k22
2 u

N (�, k1, k2)

⇥

Z
b1db1 b2db2X(b1, b2) cos(k2b2) cos(k1b1).

We note, however, that the disk contribution is a particular case and it is understood that
the genus zero contribution is defined to be (4.7). Altogether one gets

hO1(u)O2(0)iµ = 16e�S0

Z
1

0
dE1dE2e

�E1(��u)�E2u �µ(E2) h⇢(E1)⇢(E2)i N (�, E1, E2) ,

(4.10)
where we are using (3.5). The late-time behaviour of the two-point function amounts to
considering the analytic continuation u = � + it, which gives

hO1(t)O2(0)iµ = 16e�S0

Z
1

0
dE1dE2e

�
�
2 (E1+E2)+it(E1�E2) �µ(E2) h⇢(E1)⇢(E2)i N (�, E1, E2) .

(4.11)
Comparing this expression to (3.4) shows that the late-time behaviour is essentially the
same as that of spectral form factor. Indeed as far as the ramp and the plateau are
concerned the extra N (�, E1, E2) plays no essential role.

5 The late time behaviour of complexity

In this section we would like to study the late time behaviour of complexity in our setup.
It is conjectured that the holographic quantum complexity is given by the volume of the
Einstein-Rosen bridge [6]. In our language in two dimensions it translates into the length
of a geodesic connecting two boundaries. This definition was used to compute the late time
behaviour of complexity of a two-sided black hole in [27]. In that work it was shown that
the complexity exhibits linear growth at late times before it eventually saturates to a finite
value. As detailed in the introduction, the most essential step in this construction was the
use of the non-perturbative expression (3.6) to furnish the saturation at late times.

In this section we adopt the same logic to work out the late time behaviour of complex-
ity for a single-sided black hole. Crucially however, we do not relate the geodesic length to
a matter two-point function but use the quenched expectation value. For the calculation
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of the complexity itself this leads to the same expressions for the two-sided case but a
decisively di↵erent result for the variance. For the one-sided case, we need to compute the
quenched expectation value of a geodesic suspended between the AdS boundary and the
EOW brane. Note that, in our notation, classically the geodesic distance between bound-
ary and EOW brane is denoted by L = � ln z/4. The complexity is therefore proportional
to the expectation value of the geodesic C ⇠ hLiQG in quantum gravity. It is also worth
noting that in the present case one could also compute the expectation value of a geodesic
length connecting two points on the boundary, h`iQG. In what follows we will study the
time dependence of these quantities using the wavefunction formalism we developed in the
previous sections.

5.1 The geodesic `

To proceed, let us start with the geodesic ` which is used in the two-sided case and compute
its “quantum expectation” value. At the disk level one has

h`(u)i = �
1

ZD,µ(�)

Z
1

0

dy

y
 D(⇣1, ⇣2, `) �D(��u, `) (2 ln

y

4
), with u = ⇣1+⇣2 . (5.1)

To evaluate this quantity, we will use a trick which is inspired by the replica trick used e.g.
in computing the quenched free energy. We write the logarithm in terms of the following
limit 12

lnA = lim
N!0

A
N
� 1

N
= lim

N!0

d

dN
A

N
. (5.2)

We normalise by multiplying with a factor of Z
�1
D,µ

(�), where ZD,µ(�) is the disk
partition function, given in (2.25). Using this definition one may define complexity as

h`(u)i = � lim
N!0

hy
2N

iu � 1

N
, (5.3)

where

hy
2N

iu =
1

ZD,µ(�)

Z
1

0

dy

y
 D(⇣1, ⇣2, `) �D(� � u, `)

⇣
y

4

⌘2N
(5.4)

and it is understood that an analytic continuation must still be performed. Expressions
such as (5.4) may then be calculated via (2.19). It is very interesting that in this context,
the complexity, similar to entanglement entropy, can also be computed via a replica trick.
To be clear, while the expression (5.4) is calculated in the Euclidean path integral, we
have not explicitly shown the existence of replicated geometries. Perhaps one should take
the validity of (5.4) as an indication on the existence of some kind of broader approach
involving replica geometries. It is also worth noting that the above expression found by use
of a replica trick is identical to the expression of the matter two-point function (4.7) with the
identification of � = N . However, although they are the same expression, conceptually
they play di↵erent roles as (5.4) is used in (5.3). This is where our approach deviates
significantly from [27].

Indeed, it is not clear if one could interpret (5.4) as a matter two-point function since
the corresponding matter two-point function is obtained from an opposite limit, namely, in
the limit of large scaling dimension. On the contrary, in our case, we need the limit, N ! 0

12In the context of JT gravity, see [56–59].
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by which we lose the semiclassical interpretation of the two-point function. Nonetheless,
as long as the computations are concerned, both yield the same result.

In particular from (4.7) by use of (2.19) one gets

hy
2N

iu =
e
S0

ZD,µ(�)

Z
1

0
dk1 dk2 e

�
k21
2 (��u)�

k22
2 u

r(k1)r(k2) �µ(k2) N (N, k1, k2) . (5.5)

Of course this expression in itself does not yet furnish late time linear growth as (5.5) is not
the end of the story and needs to be plugged into the replica formula (5.3) and analytically
continued to find complexity. Performing the analytic continuation u = �

2 + it and using
energy variables we arrive at

hy
2N

it =
e
S0

ZD,µ(�)

Z
1

0
dE1 dE2 e

�
�
2 (E1+E2)+i(E1�E2)t ⇢̂D(E1)⇢̂D(E2) �µ(E2) N (N,E1, E2) .

(5.6)
Now we have to simply plug this equation into the replica formula (5.3). Moreover since
we are interested in the behaviour at late times, the main contribution should come from
the coincident limit, E1 ! E2. In this limit, using the change of variables,

E =
E1 + E2

2
, ! = E1 � E2, (5.7)

one gets

h`(t)i ⇠ const.�
e
S0

2
p
2⇡ZD,µ(�)

Z
1

0
dEe

��E
p

E⇢̂D(E)�µ(E)

Z
1

�1

d!
e
i!t

!2
, (5.8)

which results in the linear growth h`(t)i ⇠ t. Of course, one still needs to perform the
integral over E, though we will not do it here. Here our aim was only to show that the
linear growth at the disk level could be thought of as the consequence of our replica trick.
Performing the calculation of the quenched length on a two-boundary topology and using
(3.6) would lead to the results already obtained in [27] and we will therefore not do this
explicitly.

5.2 The geodesic L

It is straightforward to compute the late time behaviour of the quantum expectation value
of the length of the geodesic connecting a point on the boundary to one on the EOW brane

hL(u)i = �
1

ZD,µ(�)

Z
1

0

dz

z
 D(� � u, L) D(u, L) ln

z

4
= � lim

N!0

hz
N
iu � 1

N
, (5.9)

where

hz
N
iu =

1

ZD,µ(�)

Z
1

0

dz

z
 D(� � u, L) D(u, L)

⇣
z

4

⌘
N

(5.10)

=
e
S0

2ZD,µ(�)

Z
1

0
dk1 dk2 e

�
k21
2 (��u)�

k22
2 u

�µ(k1)�µ(k2)r(k1)r(k2) M(N, k1, k2) .

Here we have introduced
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M(N, k1, k2) =

Z
1

0

dz

z2
W�µ,ik1(z) W�µ,ik2(z)

⇣
z

4

⌘
N

. (5.11)

At this point, one could perform a computation similar to what was done in the case of
h`(u)i in the previous section to find the late time behavior of hL(u)i. In general, we would
expect to get the same linear growth as before, although in this case we will have to deal
with the Whittaker functions. However, we will postpone this computation for a little while
and will first study the higher genus corrections to the late time behaviour of complexity.
The reason for changing the order of computation is as follows. The computation of
complexity as the quantum expectation value of the geodesic length at the disk level yields
a late time linear growth which keeps growing forever. However, on general grounds it is
expected that complexity saturates at late times. Therefore the disk level computation
should not constitute the entire story. It is natural to expect that the inclusion of higher
topologies and connected geometries plays an important role. Thus, in order to see the
saturation phase, one needs to compute the quantum expectation of geodesic length taking
into account surfaces of higher genus [27]. By making use of the trumpet wavefunctions
we have found in section 2.4, one has

hL(u)i = �
1

Zµ(�)

Z
b1db1 b2db2 X(b1, b2)

Z
1

0

dz

z
 T (� � u, b1, L)  T (u, b2, L) ln

z

4
,

(5.12)
where we have used the notation (3.2) again. In this case we compute the following quantity
to be used in the replica formula

hz
N
iu =

1

Zµ(�)

Z
b1db1 b2db2 X(b1, b2)

Z
1

0

dz

z
 T (� � u, b1, L)  T (u, b2, L)

⇣
z

4

⌘
N

.

(5.13)
Using equation (2.34) and expression (5.11) one finds

hz
N
iu=

2e�S0

⇡2Zµ(�)

Z
1

0
dk1 dk2 e

�
k21
2 (��u)�

k22
2 u

�µ(k1) �µ(k2) (5.14)

⇥

Z
b1db1 b2db2 X(b1, b2)cos(k1b1) cos(k2b2)M(N, k1, k2) ,

which in the energy variable may be reexpressed as

hz
N
iu =

2e�S0

Zµ(�)

Z
1

0
dE1 dE2 e

�E1(��u)�E2u �µ(E1) �µ(E2) h⇢(E1)⇢(E2)iM(N,E1, E2) ,

(5.15)
h⇢(E1)⇢(E2)i being the spectral correlation. The main part of the above equation is
M(N,E1, E2) which is an integral involving Whittaker functions. This can be evaluated
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using the integral identity [60]

Z
1

0
x
⇢�1

Wk,m(x)W�,n(x) =
�(2n)�(�m� n+ ⇢+ 1)�(m� n+ ⇢+ 1)

�
�
n� �+ 1

2
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�
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2
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3F2
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�n� �+

1

2
,�m� n+ ⇢+ 1,m� n+ ⇢+ 1; 1� 2n,�k � n+ ⇢+

3

2
; 1

◆

+
�(�2n)�(�m+ n+ ⇢+ 1)�(m+ n+ ⇢+ 1)

�
�
�n� �+ 1

2

�
�
�
�k + n+ ⇢+ 3

2

�

3F2

✓
n� �+

1

2
,�m+ n+ ⇢+ 1,m+ n+ ⇢+ 1; 2n+ 1,�k + n+ ⇢+

3

2
; 1

◆
.

(5.16)

In order to evaluate the late time behaviour of complexity, the scheme is as follows.
First we need to make the analytic continuation u = �

2 + it as before. Then plugging the
resulting expression in the replica formula and taking the N ! 0, limit one can find the
quantum expectation value of the geodesic length or equivalently, the complexity. Now
since we are only interested in late time behaviour, the main contribution comes from the
coincident limit, namely, E1 ! E2. It is convenient to use E and ! variables as defined in
(5.7). Using (5.16) for our case, we get a nice expansion of the function M(N,E1, E2) in
the limit ! ! 0

lim
N!0

d

dN
M(N,E1, E2) =

p
2E

2⇡�µ(E)⇢̂D(E)

1

!2
+ local terms . (5.17)

However, in order to obtain the late time behaviour of complexity, we still need to perform
the integrations over E and !. Using this and the replica trick detailed above, one arrives
at13

hL(t)i = const.�
e
S0

⇡Zµ(�)

Z
1

0
dE e

��E
p

2E�µ(E)⇢̂D(E) (5.18)

⇥

Z
1

�1

d!
e
i!t

!2

 
1�

sin2
�
⇡⇢̂D(E)eS0!

�

(⇡⇢̂D(E)eS0!)2

!
.

It is worth stressing here that in order to derive the expression given in (5.18), one
needs to take into account the non-perturbative e↵ects explicitly through the sine-kernel
appearing in the spectral correlation given in (3.6) [20].

It is now clear that the !-integral may be performed exactly. In particular the expres-
sion in brackets on the right hand side of (5.18) corresponds to the disk contribution that
results in linear growth. As was observed in [27], the disk linear growth is cancelled by the
non-perturbative term as long as 2⇡⇢̂D(E)eS0 ⌧ t. It is easy to check that in this regime
the integral vanishes identically.

On the other hand for 2⇡⇢̂D(E)eS0 � t, expanding the “sin”-contribution in terms of

13Since we are interested in the time dependence of complexity, in this expression we have dropped a
local term leading to a time independent term in the complexity and added all terms into the constant
term. The corresponding term is divergent and has the form of �(!)/!.
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exponentials and deforming the pole one finds [27]

Z
1

�1

d!
e
i!t

!2

 
1�

sin2
�
⇡⇢̂D(E)eS0!

�

(⇡⇢̂D(E)eS0!)2

!
=

2⇡2⇢̂D(E)eS0

3

✓
1�

t

2⇡⇢̂D(E)eS0

◆3

. (5.19)

Therefore overall

hL(t)i = const.�
2⇡e2S0

3Zµ(�)

Z
1

E0

dE e
��E

p

2E�µ(E)⇢̂2D(E)

✓
1�

t

2⇡⇢̂D(E)eS0

◆3

. (5.20)

Here E0 is implicitly obtained via the equation ⇡⇢̂D(E0)eS0 = t. Finally we have to perform
the integral over E. To proceed, it is instructive to consider particular values of µ for which
the above expression is simplified further. In what follows we will consider the case of µ = 1

2
as an illustrative example. In this case using the fact that

� 1
2
(E) =

⇡
p
2E

sinh(⇡
p
2E)

, (5.21)

one gets

hL(t)i = const.�
4⇡2e2S0

3Z 1
2
(�)

Z
1

E0

dE e
��E

E ⇢̂
2
D
(E)
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p
2E)

✓
1�

t

2⇡⇢̂D(E)eS0

◆3

, (5.22)

where

Z 1
2
(�) = e

S0

Z
1

0
dE e

��E
� 1

2
(E)⇢̂D(E) =

e
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2
/2�

e
S0

p
2⇡�3/2

✓
1 +

⇡
2

�

◆
. (5.23)

For times t ⌧ e
S0 one may expand the r.h.s of (5.22) and evaluate the integral which at

leading order takes the form

hL(t)i ⇡ const.� C0e
S0 + C1 t , (5.24)

where

C0 =
⇡
2 + 3� + 9e

4⇡2

�
�
� + 3⇡2

�

6� (� + ⇡2)
,

C1 =

p
2e�

⇡2

2�
p
�
�
2� + ⇡

2
�
+ ⇡

3/2
�
3� + ⇡

2
�
erf
⇣

⇡
p
2
p
�

⌘

p
⇡� (� + ⇡2)

. (5.25)

For large t ( t ⇠ e
S) the lower limit of the integral becomes large as well; E0 ! 1.

Taking into account that the integrand itself has a factor of e��E results in the fact that
the integral decays and therefore the quantum expectation value of the geodesic length
becomes constant. This can be interpreted as the saturation of complexity. For large t,
one can estimate the rate by which the integral decays. For large t the lower limit of integral
reads E0 = 1

8⇡2 ln
2(2⇡e�S0t). In this limit, approximating the “sinh” by an exponential
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function one arrives at

hL(t)i ⇡ const.�
2�3/2e�

⇡2

2�

3⇡2 (� + ⇡2)
e
S0 e

�
�

8⇡2 ln2(2⇡e�S0 t) �
e
�S0t

�3/2
ln2(2⇡e�S0t) . (5.26)

To summarise, our computation shows that the complexity grows linearly at late times
up to t ⇠ e

S0 and then saturates to a constant value of order e
S0 . Although we have

demonstrated this behaviour explicitly only for a particular value of µ, the qualitative late
time behaviour of complexity is the same for any value of µ.

5.3 The variance of complexity

Although the results of section 5 and the results of [27] exhibit late time behaviour in
line with general expectations for complexity, this can be probed further by calculating
the variance �. Based on the procedure of computing the complexity in terms of the
boundary-to-boundary two-point function, the variance of complexity has been evaluated
in [27] where it was observed that the fluctuations exhibit linear growth at late times that
is in tension with general expectations. In particular, this becomes especially problematic
as the “noise” grows to the same size as the “signal” at t ⇠ e

2S0 .
Here we would like to use our approach based on the replica trick to compute the

variance. To proceed let us focus on the two-sided case first to draw a direct comparison.
Its generalisation to the one-sided case is then evident.

The variance has the structure

�
2
`
= h`

2(u)i � h`(u)i2 = h`
2(u)iC , (5.27)

where we denote the connected contribution by C. Now in line with the rest of this section,
it is clear that the quantity we have to determine is

h`
2(u)iC =

4

Z(�)

Z
1

0
db1b1db2b2X(b1, b2)

Z
1

0

dy

y
�T (� � u, b1, `)�T (u, b2, `)

⇣
ln

y

4

⌘2
.

(5.28)
In order to calculate this we have to apply a replica type formula. We utilise the simple
relation

ln2A = lim
N!0

d
2

dN2
A

N
. (5.29)

By which the equation (5.28) may be recast into the following form

h`
2(u)iC =

1

Z(�)
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N!0

d
2

dN2

Z
1
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b1db2 b2db2X(b1, b2) (5.30)
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⇣
y

4

⌘2N
.

This of course has a structure similar to the calculations of sections 5.1 and 5.2 and it is
therefore clear that by making use of the trumpet wavefunction (2.29) one arrives at

h`
2(u)iC =

4e�S0

Z(�)
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1
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dE1 dE2e

�E1(��u)�E2uh⇢(E1)⇢(E2)i
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◆
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(5.31)
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which we analytically continue to
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(5.32)
where we are using the coordinates (5.7). At late times, taking the limit ! ! 0, we have

lim
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where we have introduced the Polygamma function  (x). This may then be used together
with (3.6) to arrive at the final result
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◆
. (5.34)

We can see that the ! integration is of the same form as the one which appears in the cal-
culation of the complexity itself.14 Indeed the only di↵erence is the additional Polygamma
structure. This is a pleasing result. The expression (5.34) circumvents the problematic
late time growth of noise observed in [27]. The result saturates to a constant value and
we therefore recover time-independent fluctuations before the recurrence time. We also

observe that (5.34) implies a signal-to-noise ratio of order ⇠ e
�

S0
2 at t ⇠ e

S0 .
For the one-sided black hole the procedure is the same and indeed we recover a similar

expression with a rather more complicated E-dependent function that comes from the fact
that

lim
N!0

d
2

dN2
M(N,E,!) =

1

⇢̂D(E)

F (E, µ)

!2
+O(!0) , (5.35)

where we introduced F (E, µ), which is a complicated function of E and µ containing
hypergeometric and polygamma functions and their derivatives.

6 Conclusion and Outlook

In this work, we have considered a fixed EOW brane which plays the role of a cuto↵ by
removing a part of boundary. This setup provides a holographic model for a one-sided
black hole. We have computed the multi-boundary partition functions and the matter
correlation functions in this model. However, the most important result in this work is the
computation of complexity.

To compute complexity we have employed a modified version of the well-known replica
trick used to study the quenched free energy. This avoids the ambiguity of defining complex-
ity in terms of boundary-to-boundary correlation functions as advocated for in [27]. The

14Note that in this expression we have not considered a contact term that is proportional to a delta
function. As we mentioned in the calculation of complexity, this term being of the form of �(!)/! leads to a
time independent term which does not contribute to complexity growth. In the present case this term gives
a divergent term which could be removed by subtracting `(0). Although it is important to consider this
term in the computation of variance, since our aim was to show how the replica trick results in a reasonable
variance, we have just considered `2(t) and dropped the corresponding term by hand.
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` ⇠

Figure 6: Trumpet capped by the FZZT brane shown by a brown circle and parametrized
by ⇠.

tension between the limit of scaling dimensions and the geodesic approximation is therefore
not present in this work. We have retrieved the expected non-perturbative plateau regime
in the late time growth of complexity, which follows an early period of perturbative linear
growth in time. Although the result is qualitatively similar to that of a two-sided black
hole, except for the coe�cients being sensitive to the tension of the EOW brane now, the
replica trick employed in our work yields a more satisfactory result for the variance. The
emergence of only time-independent fluctuations in the variance compared to the late-time
linear growth of [27] would seem an advancement in the calculation of the black hole volume
in JT gravity. Of course in our approach the geometric picture is less obvious.

We will now conclude with a couple of interesting and related questions which are in
progress.

Dynamical EOW branes So far we have considered a fixed EOW brane without any
associated dynamics. However, it is interesting to consider a dynamical EOW brane. This
requires considering a certain EOW brane that contributes to the path integral. In other
words, one could imagine a general hypersurface with some of geodesics capped by EOW
branes.

To start with we can start with a toy model where the geodesic of a trumpet geometry
is capped o↵ by an Fateev-Zamolodchikov-Zamolodchikov-Teschner (FZZT) anti-brane [61,
62] as shown in fig. 6. Following the prescription of [63], what we need to do is insert a
factor of �1

b
e
�⇠b in the path integral on a trumpet with parameter b.

In order to see the e↵ect of this brane on the behaviour of complexity as a function of
time, following the procedure we adopted for the EOW brane, one first needs to construct
the corresponding wavefunction in presence of the FZZT anti-brane. In what follows, for
simplicity, we shall consider two-sided black holes. Starting from �T (�, b, `) given in (2.29),
one can compute the wavefunction associated with fig. 6 as

�T (�, `) = �

Z
1

0
db e

�⇠b�T (�, b, `) = �
4e�S0/2

⇡

Z
1

0
dk e

�
�k2

2
⇠

⇠2 + k2
K2ik(y). (6.1)

With this result in hand, we need to employ our modified replica method defined
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through (5.3) which yields, at late time,
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1

⇡3Z̃(�)

Z
1

0

dE

2E
e
��E


⇡⇠ 

2
p
2E⇢̂D(E)

⇠2 + 2E
�


2
⇠
2
e
�S0

(⇠2 + 2E)2

�

⇥

p
2E

⇢̂D(E)

Z
1

�1

d!
e
i!t

!2
, (6.2)

where  is the number of FZZT anti-branes. Since we are only interested in the late time
behaviour, we have used the E and ! variables (5.7) in the coincident limit, E1 ! E2.

The !-integral of (6.2) can be readily performed and yields

h`(t)i = Const.�
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. (6.3)

From (6.3) it is clear that whether the above contribution results in a decreasing or increas-
ing behaviour of complexity at late times depends on the E integral. Note that the disk
contribution is proportional to e

S0 whereas the above contribution is given in terms of the
number of branes , therefore one might naively expect an interesting competition between
 and e

S0 that is similar to that of entanglement entropy. We hope to report the final con-
clusion, both for the two-sided and one-sided black hole geometries, soon [64]. We expect
this computation to shed light on the physical interpretation of the replica procedure we
employed to compute complexity.

UV cuto↵ In this paper we discussed EOW branes playing the role of cuto↵s. In the
Lorentzian version of the theory, the cuto↵ EOW brane lies behind the event horizon of
the black hole. In holographic theories, there is an interesting correspondence between a
UV cuto↵ near the boundary of AdS spacetime and a conformal field theory deformed by
a particular irrelevant operator quadratic in the stress-energy tensor [65–67], namely, the
T T̄ deformation [68–70]. The wavefunction technique we used for the EOW brane will also
be useful in computing complexity for a T T̄ -deformed CFT.

The partition function of T T̄ deformed JT gravity may be written as [71]

ZD,�(�) =

Z
1

�1

dE e
��f(E)

⇢̂D(E), (6.4)

where f(E) = 1�
p
1�8�E
4� , � is the deformation parameter and E, the energy of the unde-

formed theory. Clearly for �! 0 one finds the standard partition function.

Our aim is to compute the complexity for this deformed version of JT gravity. As
mentioned above, we will use the wavefunction formalism. To do so, one needs to write
down the corresponding disk wave function for the deformed theory. Using the formalism
developed in [71] for � < 0 one can easily find the deformed wavefunction as

�D,�(�, `) = 4eS0/2
Z

1

0
dEe

��f(E)
⇢̂D(E)K2i

p
2E(y) . (6.5)

which exactly reproduces the partition function (6.4).

Once we have the wavefunction (6.5), we can once again use the modified replica
method (5.3) to compute complexity. In the late time limit, using the coincident variables

– 24 –

199



(5.7), we obtain

h`(t)i ⇠ const.�
2eS0

p
2⇡Z�(�)

Z
1

0
dEe

��f(E)
p

E ⇢̂D(E)

Z
1

�1

d!
e

it!p
1�8�E

!2
. (6.6)

The integral over ! can be performed exactly and we arrive at the following expression at
late time showing linear growth of complexity, as expected from the disk level computation.

h`(t)i ⇠ const.+
2eS0t

p
2Z�(�)

Z
1

0
dEe

��f(E)

p
E ⇢̂D(E)

p
1� 8�E

. (6.7)

While obtaining the plateau regime of complexity in this setup can be done straight-
forwardly by adding higher genus contributions as before, it will be interesting to study
the saturation of complexity in this deformed JT setup in presence of an EOW brane. We
postpone this for future work.
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CHAPTER 7

Cosmology

This chapter has already been published as [138]:

No Page Curves for the de Sitter Horizon, J. Kames-King, E. Verheijden, E. Verlinde, In: JHEP,
arXiv: 2108.09318 [hep-th]

This chapter deals with quantum information in de Sitter. More concretely, we calculate the
behaviour of entanglement entropy of the evaporating de Sitter horizon both at future infinity and
at the cosmological horizon. In order to do this we set a state, which is analogous to black hole
evaporation for a cosmic horizon, which was first considered in the reference [139]. Backreaction
allows a holographic description at the horizon. Why de Sitter is relevant to our universe is explained
in 1.6 and ideas on how to think of de Sitter in a holographic manner are also explained in section 1.6.

In detail, we start by performing a partial dimensional reduction of three-dimensional de Sitter space
to two-dimensional de Sitter space. By “partial" we mean that we do not reduce over the complete
angular coordinate. The dimensional reduction leads to a two-dimensional JT gravity theory with a
positive cosmological constant. The extrinsic curvature plays an important role as in principle it leads
to a Schwarzian action both at future infinity and past infinity if the boundary conditions explained in
section 1.4.7 are used. We then consider the addition of matter. More specifically we use conformal
matter, which we interpret as the Hawking radiation of the cosmological horizon. Di�erent choices for
the expectation value of the energy-momentum tensor of the conformal matter correspond to di�erent
physical situations with regard to the Hawking radiation. Usually the Bunch-Davies state is chosen
for the radiation, which amounts to considering the static patch to be in thermal equilibrium. The
static observer sees the same amount of in- and outgoing radiation. However, we choose to consider
the Unruh state. This state is out-of-equilibrium, which means that the static observer will see only
incoming radiation. Therefore it is analogous to black hole evaporation for this cosmological scenario.
In principle one could also consider only outgoing radiation or a linear combination of Bunch-Davies
and Unruh. The energy-momentum tensor is singular at the past cosmological horizon, such that
past infinity should not be considered to be part of this spacetime anymore. In order to arrive at an
understanding as to what this implies at future infinity we solve the Schwarzian equations of motion in
presence of the matter conformal field theory. This leads to a linear solution for the dilaton in terms of

205



Chapter 7 Cosmology

the future boundary coordinate. As the dilaton amounts to the angular coordinate, this may interpreted
to mean that the radiation “moves along" the direction of partial reduction in this evaporating scenario.
It is also interesting to note that the entropy of the static patch appears as conserved ADM momentum
here. As the dilaton solution becomes dynamical due to the Unruh state, we can easily read o� that the
ADM momentum becomes dynamical and therefore also the entropy. The backreaction can also be
solved for the dilaton in the static patch due to the simple structure of JT gravity. Remarkably, it can
seen that the dilaton diverges infinitely at the past cosmological horizon, which implies that gravity
decouples in this region, making it suitable to play the role of a holographic screen (also see comments
in section 1.6.2). Remarkably, the dilaton reproduces the same linear solution mentioned above but in
terms of a static patch lightlike coordinate. In the final section, we calculate the fine-grained entropy
at the two regions for which gravity decouples: future infinity and the past cosmological horizon.
We see that at future infinity we naturally get a Page curve without the need for the island formula.
We take this to mean that future infinity being behind the cosmological horizon is a naturally pure
observer. In contrast for the static patch, we see standard thermal growth. We argue that in principle
one could consider the existence of an island which would lead to a pure Page curve. However, times
after the Page time should be considered unphysical in any case. As can be seen via the singularity
theorem, at the Page time a trapped region forms preventing the recovery of the radiation. In addition,
at future infinity a singularity forms. Therefore, information recovery does not seem possible for this
state in de Sitter spacetime.

The author contributed to all conceptual discussions regarding this publication. The author performed
the calculations of sections 2.1, 2.2, 2.3, 3.1 and 5.2.
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1 Introduction

One of the greatest puzzles posed by our Universe — which we to good approximation
believe to be described by de Sitter space — is a proper understanding of the cosmological
horizon that surrounds any observer. The cosmological horizon of such a static observer
exhibits thermodynamic properties similar to a black hole horizon [1]. One of the subtle
obscurities is the entropy associated to the cosmological horizon, and in particular the fact
that it appears to be finite. This seems to imply a finite-dimensional Hilbert space, which
is in direct contradiction with the infinite-dimensional degrees of freedom of e�ective field
theory on a de Sitter background [2–8]. This discrepancy constitutes a significant problem,
as not only the early Universe but also the current Universe at large scales is approximated
by de Sitter space. While a complete microscopic understanding would require a full

– 1 –
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quantum gravity approach, here we follow a semi-classical approximation very much in the
spirit of recent developments in a black hole context [9–16]. In practice this means that,
while the exact microscopic state may be unknown, there is still a procedure to calculate
the fine-grained entropy.

Until recently it was not known how unitary evolution of an evaporating black hole
could be aligned with the apparently ever-increasing entropy of Hawking radiation. In a
series of breakthroughs it was shown that the Quantum Extremal Surface (QES) of a non-
gravitating region entangled with a gravitational system undergoes a phase transition at
the Page time: the empty surface jumps to a surface just behind the horizon. This implies
that the Hawking radiation follows the Page curve in accordance with unitarity [17, 18].
This result is now seen as an instantiation of a more general rule:1

SQG[Rad] = min
I

�
ext
I

�
SSCG[Rad � I] + Area[�I]

4G

��
. (1.1)

This so-called ‘island rule’ tells us that the calculation of the fine-grained entropy must allow
for the existence of disconnected regions or ‘islands’. To compute the entropy of Hawking
radiation in quantum gravity (QG), we should include “quantum extremal islands” in our
semi-classical entropy calculation (SCG). These islands can minimize the entropy, e.g. an
island just inside the black hole horizon will include Hawking partners of the radiation.
The price to pay is the area of the island. Finally, one has to extremize and minimize over
all possible islands.

The island rule has been used to reproduce the Page curve for various black hole
solutions [21–30]. We would like to use these developments to learn more about the cosmo-
logical horizon. More specifically, we extend the procedure of [31], in which the evaporation
of two-dimensional black holes in JT gravity on AdS2 was studied from a three-dimensional
point of view, to de Sitter space. In the original setup, the authors e�ectively divided the
BTZ black hole into two parts. In one of these, they integrated out the angular coordinate,
thereby reducing it to a black hole in AdS2 JT gravity. In the other part, the holographic
coordinate was integrated out, thereby obtaining the dual CFT (which took on the role of
the ‘bath’). The evaporation of the 2D black hole e�ectively corresponds to changing the
location of the dividing line. The entropy of a region in the bath can then be computed
using geodesics in the three-dimensional BTZ geometry; this reproduces the Page curve
for the bath entropy.

One might wonder if a similar approach could lead to new insights on the nature of
the de Sitter entropy. A natural starting place would be to consider JT gravity in de
Sitter [32–34]. There has been some work on entanglement islands in a cosmological setup,
see e.g. [35–38]. In particular, [39] provides a complementary perspective to the approach
we will take, which we outline below.

Our approach. We will start from pure (empty) dS3 and perform a similar trick as
explained above. A partial dimensional reduction of dS3 along the angular direction � di-
vides the three-dimensional spacetime into two. Up to some value of the angular coordinate

1We are neglecting (potential) subtleties here about the use of the island rule in a gravitating system,
see [19, 20].
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�

(a) Global dS3 (b) A timeslice

Figure 1. Global de Sitter is the surface of the hyperboloid (a). Time flows upwards; one angular
coordinate is suppressed, such that each time-slice is actually a two-sphere (b). We split the
spacetime into two, reducing over the red part to get JT gravity on dS2. The green part is the
remainder of dS3, which takes on the role of the bath.

the system is described by dynamical gravity: JT gravity on dS2. The remainder of the
three-dimensional spacetime will take on the role of the thermal ‘bath’ for the radiation of
the cosmological horizon. To be precise, in our two-dimensional set-up we will identify two
regions where gravity is weakly coupled; these regions may be considered non-dynamical
and are thus good regions to collect radiation. We will then compute the fine-grained en-
tropy of radiation collected in these regions by embedding them in the three-dimensional
geometry. In this sense, we will refer to the remainder of the three-dimensional spacetime
as the non-gravitating ‘bath’. The full (global) setup is depicted in figure 1.

Motivated by recent results in the context of evaporating black holes, we will consider
an out-of-equilibrium thermal state corresponding to the evaporation of the cosmological
horizon. As shown in [40], this so called Unruh-de Sitter state amounts to demanding a pos-
itive net incoming energy flux on the static patch, breaking the isometries preserved in the
standard Bunch-Davies vacuum. The Schwarzian dynamics of I+, established in [32, 33],
allow for the calculation of the backreaction of the assumed matter configuration on the
boundary dilaton, which becomes a function of the single boundary variable u at future
infinity.2 From the three-dimensional perspective the renormalised boundary dilaton cor-
responds to the angle of the dimensional reduction, Φr � 2��, such that the backreaction
of the Unruh-de Sitter state imbues the full three-dimensional setup with a dependence on
u. In the partial reduction the entropy of the cosmological horizon is

SdS,� = ���

2G(3) , (1.2)

where � is the parameter determining the reduction angle. From (1.2) we see that a
dynamical boundary dilaton Φr(u) � �(u) not only amounts to dynamical evolution of the

2Although u appears as a spacelike coordinate at future infinity, we will often denote a function of this
variable as ‘time-dependent’. We do so because we take the results of section 4 to mean that in the static
patch functions of u become functions of the proper static patch time.
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dividing line between the thermal bath and gravity, but also to a decreasing entropy. As
depicted in figure 4 and figure 6 of section 5, in the three-dimensional picture we think of
this dynamical change as the evaporation of the radiation into the bath.

Note that in [31], it was the mass of the BTZ black hole that became time-dependent,
and consequently the entropy; however, empty de Sitter only exhibits a single (fixed) length
scale. We can still introduce a time-dependent entropy if we allow for time-dependence in
� and hence consider (� �) as an e�ective time-dependent de Sitter length.

While the behaviour of �(u) can indeed be determined at the future boundary, we will
also find that we can recover the same behaviour by use of an explicit bulk solution at the
cosmological horizon in the static patch. This allows us to address an important subtlety
that arises for the de Sitter case: we can make a choice of observer. Whereas the static
observer is surrounded by a cosmological horizon and as such experiences a thermal bath,
we can also define a ‘meta-observer’ at future infinity, who can observe the wavefunction of
the universe as they have access to distances larger than the Hubble scale [2, 41]. From a
cosmological perspective we can (approximately) be described as a static observer currently
entering a new de Sitter phase. However, we may also be considered meta-observers with
respect to our inflationary past [42].

As our construction creates a thermal bath in both the static patch and at future infin-
ity of the two-dimensional de Sitter space, we can perform calculations for both observers.
These are complementary views and we give results for the entropy of the collected radi-
ation with respect to both. As a second subtlety, we must take into account the lifetime
of the backreacted solution. In a semi-classical setting, various arguments have been made
about the lifetime of de Sitter. We will consider how these approaches bound our results.
Furthermore, as we are considering an out-of-equilibrium state, we should expect the life-
time to be drastically reduced and even a singularity to arise [39]. These considerations
naturally will reduce the domain of validity of the entropy computations.

This paper is organised as follows. In section 2 we discuss how to obtain JT gravity on
two-dimensional de Sitter from a three-dimensional Einstein-Hilbert action in de Sitter. We
discuss the two-dimensional bulk equations of motion, and then comment on the boundary
action and the dilaton at future infinity. In section 3 we introduce dynamics by considering
the e�ect of adding matter to our configuration. Specifying the Unruh-de Sitter state, we
find a dynamical boundary dilaton Φr(u). This allows us to estimate the lifetime of our
setup, and we comment on the timescales relevant to our problem. We also calculate
the backreacted bulk dilaton in section 4. We discover that the gravitational coupling
becomes weak at the past horizon. Remarkably, the explicit backreacted bulk dilaton
exhibits the same behaviour close to the past cosmological horizon in terms of the static
patch time t as the boundary dilaton does in terms of u. In section 5 we move on to the
calculation of the entanglement entropy of the radiation as a function of our boundary
time u and of the static patch time t. We explain why our setup naturally supplies an
auxiliary system at both I+ and in the static patch, and we compute the fine-grained
entropy in both regions. While for I+ we recover unitary behaviour without the use of an
island, the static patch requires a more involved argument and, implicitly, the existence of
an island. This agrees with intuition due to the di�erent locations of these regions with
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respect to the cosmological horizon. The meta-observer is in causal contact with behind the
horizon degrees of freedom, whereas the static patch observer represents a thermal observer.
However, the aforementioned finite lifetime of the Unruh de Sitter state corresponds to the
occurrence of a trapped region at the Page time. Therefore information recovery does not
seem possible for the evaporating de Sitter horizon.

2 JT gravity on dS2 from dS3

As outlined in the introduction, we start with three-dimensional gravity on pure de Sitter
space. The first step is to perform a partial dimensional reduction on the spherical coor-
dinate �. This means we consider the upper value of the spherical integration of � to be
given in terms of a new parameter � � (0, 1]. As we will see below, � is closely related to
the dilaton in two dimensions.

2.1 Dimensional reduction from 3D Einstein to JT gravity

Our starting point is given by the three-dimensional action

S = 1
16�G(3)

�
d3x

�
�g(3)

�
R(3) � 2

�2

�
� 1

8�G(3)

�
d2x

�
�h(3)

�
K(3) � 1

�
, (2.1)

where the last term is the Gibbons-Hawking boundary term. Here K(3) plays an important
role as it will furnish the Schwarzian boundary action at future infinity I+. The Einstein
equations give R(3) = 6

�2 .
We collect di�erent coordinate systems for de Sitter space in appendix A. Here, we

single out two important systems we will use: global and static coordinates. In global
conformal coordinates, three-dimensional de Sitter space is given by:

ds2
3 = �2

cos2 �
�
�d�2 + d�2 + sin2 �d�2

�
, (2.2)

where � � (��
2 ,

�
2 ), � � [0,�] and � � [0, 2�). The corresponding Penrose diagram is a

square, see figure 2. No single observer can access the full geometry and there is no global
timelike Killing vector.

The so-called static patch is the region accessible to a single observer living on one of
the poles of the S2. For this region, the SO(1, 3) isometry group gives rise to a manifest
t-translation, such that we arrive at a time-independent metric, given by:

ds2
3 = �

�

1� r2

�2

�

dt2 +
�

1� r2

�2

��1
dr2 + r2d�2 , (2.3)

with r � [0, �]. Note that the same angle � appears in both (2.2) and (2.3). The static
coordinates cover only the right (orange) diamond of figure 2. The null surface at r = � sur-
rounding the observer at all times is known as the cosmological horizon. The temperature
associated to this horizon is

TdS = 1
2�� , (2.4)
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Figure 2. The Penrose diagram of three-dimensional de Sitter. Each point represents a circle.
The static patch for an observer at the south pole is indicated in orange; the dashed lines are
the horizons. The Milne (future) patch is indicated in blue. We will make use of the fluctuating
boundary geometry at I+ described by a Schwarzian action. I� does not play a role in our
considerations as we consider a quantum state that is singular at the past horizon.

which is a fixed quantity. The corresponding Gibbons-Hawking entropy is given by

SdS = ��

2G(3) . (2.5)

As outlined in the introduction, we consider a partial reduction ansatz by considering an
upper value of the spherical coordinate � in the spherical integration to be given as 2��,
� � (0, 1], which then means that the Gibbons-Hawking entropy is given as (1.2), which
we repeat here for convenience:

SdS,� = ���

2G(3) = ��

2G(2) , (2.6)

where we identified G(3) = �G(2) and we will from now on denote G(2) simply as G. We are
interested in considering the evolution of (2.6) by allowing for time-dependence in �. We
will see below that the dilaton of the JT theory we acquire in two dimensions is intimately
linked to this angle �. From the two-dimensional perspective, any backreaction is captured
by the dilaton. Hence, it is clear that setting a two-dimensional Unruh-de Sitter state will
not only lead to a time-dependent dilaton solution, but also from the higher-dimensional
perspective lead to a dynamical change of (2.6) as desired.

Let us now turn to the details of the dimensional reduction. We assume an ansatz of
the form

ds2
3 = g(2)

ij dxidxj + �2(xi)�2d�2 . (2.7)

Under the assumption of an asymptotic boundary, by use of the following identities

R(3) = R(2) � 2
�

�(2)� ,

K(3) = K(2) + 1
�
nµ�(2)

µ � ,
(2.8)

– 6 –

213



J
H
E
P
0
3
(
2
0
2
2
)
0
4
0

and by integrating the spherical coordinate as outlined below (2.5), we find

S = 2���
16�G(3)

�
d2x

�
�g(2)�

�
R(2) � 2

�2

�
� 2���

8�G(3)

�
dx
�
�h(2)�b

�
K(2) � 1

�
. (2.9)

We have implicitly identified �3 = �2 � �. Using again G(3) = �G, we conclude

Φ = 2��� , (2.10)

such that we arrive at the JT gravity action

S = 1
16�G

�
d2x

�
�g(2)Φ

�
R(2) � 2

�2

�
� 1

8�G

�
dx
�
�h(2)Φb

�
K(2) � 1

�
. (2.11)

Here Φb denotes the boundary value of Φ. In the dimensionally reduced language of (2.11)
we recover the global metric (2.2) by

ds2
2 = �2

cos2 �
�
�d�2 + d�2

�
, Φ = 2�� sin �

cos� . (2.12)

The extrinsic curvature K(2) plays a pivotal role in our approach, but we will postpone our
discussion of it to section 2.3. First, we will expand on the bulk dynamics in section 2.2.
Before we do so, we wish to point out that in (2.11) we do not recover the Gauss-Bonnet
term ordinarily used in JT gravity. This term, in an AdS context proportional to the
ground state entropy of an extremal, higher-dimensional black hole, usually allows for
negative values of the dilaton Φ while still maintaining positive values for the total entropy
Φ0 + Φ. In that case, the Penrose diagram of dS2 ‘doubles’ and allows for two horizons
located at r = ±�. The second horizon is often interpreted as a black hole horizon, and
this geometry then serves as a lower-dimensional toy model for Schwarzschild-de Sitter.
We are instead interested in studying ‘pure’ de Sitter, and hence will stick to figure 2 also
for the two-dimensional model, as we interpret this as inherited from the three-dimensional
de Sitter spacetime. This agrees with the absence of Φ0 in (2.11).

2.2 Two-dimensional bulk dynamics

To study the two-dimensional bulk dynamics, it is convenient to switch to conformal gauge
and employ general lightcone coordinates (x+, x�):

ds2
2 = �e2�(x+,x�)dx+dx� . (2.13)

In these coordinates the bulk equations of motion amount to [36, 43]

�+��� = 1
4�2 e

2� ,

��2
±Φ + 2�±��±Φ = 8�G�Tx±x±� , (2.14)

2���+Φ� 1
�2
e2�Φ = 16�G�Tx+x�� .
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Let us now comment on di�erent solutions to (2.14) in vacuum. As shown in appendix A,
we can introduce null coordinates �± such that the static patch metric (2.3) is given by

e2�(�+,��) = 1
cosh2

�
�+���

2�

� , Φ = 2�� 1
tanh

�
�++��

2�

� . (2.15)

Again, these coordinates are restricted to the south pole wedge. We can also define Kruskal
coordinates which cover the entire Penrose diagram, see figure 2. As shown in appendix A
this amounts to

e2�(x+,x�) = 4�4
(�2 � x+x�)2 , Φ = 2��

�
�2 + x+x�

�

�
�2 � x+x�

� . (2.16)

The coordinate transformation that relates the Kruskal coordinates (x+, x�) to the static
coordinates (�+,��) is

x± = ±�e±�±/� , (2.17)

which illustrates the di�erent roles these coordinate systems play for us. The transfor-
mation is the same relationship as between Rindler and Minkowski coordinates, such that
indeed the coordinate systems (2.15) and (2.16) define di�erent vacua.

In our approach we also care about the boundary dynamics of di�erent solutions
to (2.14). When considering the desired non-equilibrium state, we should be able to
see at future infinity I+ that the entropy (2.6) has now become dynamical. The static
patch (2.15) is not connected to the boundary, but it is connected via analytic continu-
ation to the so-called Milne patch in the expanding region [33], see (A.17). The Milne
solution is

e2�(y+,y�) = 1
sinh2

�
y++y�

2�

� , Φ = 2�� 1
tanh

�
y+�y�

2�

� . (2.18)

In terms of the coordinates (�,�) used in (A.17), the lightcone coordinates y± used
in (2.18) are

y± = �̃ ± � , d� = d�̃

sinh �̃
�

. (2.19)

As we will see in the next section, this geometry is of importance for our purposes as it
captures the evolution of the entropy (2.6) at future infinity.

2.3 Boundary action and renormalised dilaton

We now turn to the boundary dynamics at I+ and the extrinsic curvature term of (2.11).
In most of this section, we will use planar coordinates in order to make the analogy to [44]
more apparent:

ds2
2 = �2(�d�2 + dx2)

�2 , Φ = �2��x
�
. (2.20)

Note that � � 0 and x � 0, with I+ located at � = 0, such that the dilaton is correctly
positive. As I+ is a conformal boundary, we would like to cut o� the space along a
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boundary curve
�
�(u), x(u)

�
. It is usually conjectured that the complete gravitational

theory can be described by a quantum mechanical system at the conformal boundary; then
u would correspond to the coordinate of this quantum mechanical boundary theory. It
will play a special role in our setup as our results with respect to the entropy at future
infinity are phrased in terms of this parameter. Following [33, 44] we set the following two
boundary conditions

guu = �2

�2
, Φb =

Φr

�
. (2.21)

For the partial reduction solutions we are considering, Φr generally takes on the form

Φr = 2��� . (2.22)

Solving (2.21) we get

K(2) = 1
�
� �2

�
{x(u), u} , (2.23)

such that the action (2.11) reduces to the e�ective boundary term

SGH = 1
8�G

�
duΦr{x(u), u} . (2.24)

We can interpret (2.24) along the lines of [44]. The future boundary exhibits an asymp-
totic symmetry of reparametrisations of the coordinate x(u), which may be understood
as the gravitational degree of freedom of this two-dimensional system. By introducing
the JT action, we explicitly break the symmetry and (2.24) may be considered the action
of this ‘boundary graviton’. Variation of (2.24) with respect to the boundary mode x(u)
amounts to

� 1
8�G

�
Φr{x(u), u}� + 2Φ�

r{x(u), u}+ Φ���
r

�
= 0 , (2.25)

where � denotes derivation with respect to u. We will ultimately be interested in a dynamical
(renormalised) boundary dilaton Φr. To fully understand the background solutions, let us
first consider constant Φr. Then (2.25) reduces to

{x(u), u}� = 0 . (2.26)

The associated conserved charge is given by [33, 44, 45]

K = � Φr

8�G{x, u} . (2.27)

One possible solution of (2.26) is given by

x(u) = 2� tanh u

2� = �dS
�

tanh �u

�dS
, (2.28)

which just corresponds to the Milne solution (2.18). Note that with (2.22) and (2.28), (2.27)
amounts to

K = SdS,�
2�dS

. (2.29)
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Here we can see why the solution (2.28) (i.e., the metric (2.18)) is of special importance
to us. The ADM quantity (2.29) is linked to the entropy (2.6) of the static observer, such
that demanding dynamical behaviour of (2.27) at I+ conforms with the desired change in
entropy. Hence, the sensitivity of the static patch entropy to the state of our matter fields
in static coordinates will in section 3.1 translate to the sensitivity of (2.27) to the boundary
flux at future infinity. A closer look at (2.27) leads to a further distinction compared to
recent results on evaporating black holes in an AdS setting such as [15]. It is in general
clear that allowing for non-equilibrium states should correspond to a dynamically evolving
ADM quantity. For an asymptotically AdS2 black hole it is reasonable to allow either a
time-dependence of the Schwarzian or of the renormalised dilaton value in (2.27). Whereas
the former choice corresponds to a time-dependent temperature and hence a dynamically
evolving black hole mass as in [15], the latter amounts to a fixed temperature with a
dynamically evolving angle (or equivalently a time-dependent dilaton) in three dimensions
as in [31]. The former choice is not an option for a fixed de Sitter background, since a
time-dependent temperature does not correspond to a change in integration constant but
instead amounts to a shift away from a de Sitter geometry. Hence, we will consider the
temperature to be fixed as in (2.4) and let the dilaton acquire dynamical behaviour.

3 Adding matter: a dynamical boundary dilaton

In this section we will consider adding matter to our configuration. In this way, we con-
sider the observer inside the static patch to experience an incoming (net) positive energy
flux. Solving the equations of motion for the boundary dilaton Φr � � at I+, we find a
time-dependent �(u). Indeed, from the three-dimensional perspective we see that this cor-
responds to a shrinking gravitational system in the �-direction: the cosmological horizon
is evaporating. We also comment on the timescales relevant to our problem.

3.1 Matter and the Unruh state
We wish to consider a setup in which the size of the horizon decreases, such that the en-
tropy (2.6) dynamically evolves. To be able to do so, we will have to specify a quantum
state for the radiation. The state we want to consider is the Unruh-de Sitter state estab-
lished in [40]. Since this state is less discussed in the literature, we will carefully define its
construction.

As we are working in a semi-classical limit, we promote the stress tensor components
to their expectation values Tµ� = �Tµ��. In a curved background, the stress tensor receives
contributions from the Weyl anomaly. Our first task is to specify the components of the
quantum stress tensor independently of the state. One approach is to demand conservation
of the stress energy tensor as in [46, 47]

�µ�Tµ�� = 0 , (3.1)
which allows to solve for the components in the general lightcone coordinates of (2.13)

�Tx±x±(x±)� =
c

12�
�
�2
±� � �±��±�

�
� c

24� tx±x±(x
±) + ��x±x±� , (3.2)

�Tx+x�(x+, x�)� = � c

12��+��� . (3.3)
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Here, �µ� refers to the (state-independent) contribution to the stress tensor in flat space.
While the o�-diagonal component (in lightcone coordinates) is completely fixed by the
conformal anomaly, the diagonal components include state-dependent contributions: the
two independent degrees of freedom tx±x±(x±). The stress tensor naturally obeys the
anomalous transformation law, which in our conventions is3

�Ty±y±(y±)� =
�
dx±

dy±

�2
�Tx±x±(x±)� �

c

24�{x
±, y±} , (3.4)

with the functions tx±x±(x±) changing accordingly,

ty±y±(y±) =
�
dx±

dy±

�2
tx±x±(x±)� {x±, y±} . (3.5)

Specifying tx±x±(x±) amounts to fixing a choice of vacuum, and hence a choice of thermal
flux for the static patch observer. This determines the flux at future infinity I+:

�Tx+x+� � �Tx�x�� =
c

24� (tx�x� � tx+x+) . (3.6)

By fixing the two independent degrees of freedom, we can recover the standard Bunch-
Davies vacuum, which is defined with respect to the Kruskal coordinates (2.16) to be

�Tx±x±(x±)� = 0 . (3.7)

Note that by use of (3.4) and (2.17) we can see that the Bunch-Davies state (3.7) corre-
sponds to thermal equilibrium on the static patch:

�T�±�±(�±)� =
�c

12�2
dS

. (3.8)

At future infinity (3.7) corresponds to a zero net flux (3.6). Hence we must follow the
approach of [40] and break the symmetry between incoming and outgoing flux on the
static patch or equivalently allow for a net flux (3.6) at I+. Our desired state corresponds
to setting the vacuum with respect to the static coordinates for the left-moving and with
respect to the Kruskal coordinates for the right-moving modes. Hence in static coordinates
we find

�T�+�+(�+)� = 0 , �T����(��)� =
�c

12�2
dS

, (3.9)

whereas in Kruskal coordinates this gives

�Tx+x+(x+)� = � c

48�(x+)2 , �Tx�x�(x�)� = 0 . (3.10)

Note that the stress tensor (3.10) is singular at the past horizon and the NEC is violated
as required by Hawking’s area theorem [48, 49]. In figure 3 we summarise the fluxes in
di�erent patches.

3Note the non-standard minus for the Schwarzian transformation law and non-standard normalisation.
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Figure 3. Penrose diagram of the Unruh state. The black bars denote zero one-point functions,
whereas the arrows denote non-zero one-point functions of the stress tensor. Globally (red radia-
tion), there are only left-moving modes and no right-moving modes. In the static patch (orange
radiation), this corresponds to no outgoing radiation. This gets transferred to the Milne patch (blue
radiation). As also elaborated upon in the main text, in global or Kruskal coordinates there is a
flux of negative energy.

Since I+ is sensitive to the diagonal components of the stress tensor, it is sensitive
to the flux (3.6) and hence also to the state of the quantum fields. By expressing the
boundary matter action in terms of x(u) we can see how (2.25) is modified (in addition,
an intuitive derivation is given in [44]). For classically conformal matter we arrive at

1
8�GN

�
Φr{x(u), u}� + 2Φ�

r{x(u), u}+ Φ���
r

�
= �Tx�x�(u)� � �Tx+x+(u)� . (3.11)

Here, we have a general di�erential equation relating the change of a previously conserved
quantity (2.27) to a flux leaving I+, expressed in general lightcone coordinates. Now, as
elaborated upon in section 2.3, we are specifically interested in the solution (2.28) since
the corresponding ADM quantity is related to the entropy of the static patch. Hence a
flux as in (3.11) will give the desired evolution of the entropy. Therefore, we must actually
consider the matter contribution to (3.11) with respect to the Milne coordinates. Due to
the analytic continuation linking Milne and static coordinates, the stress tensor in terms of
Milne coordinates is also given by (3.9). Note that in (3.11) the stress tensor components
are given in terms of the boundary variable u. Therefore, if we now use (3.4), assume both
the state (3.10) and no initial outgoing matter, for u > 0 we deduce [45]

�Tx+x+(u)� = 0 , (3.12)

�Tx�x�(u)� = �
c

24�{x, u} , (3.13)

and therefore also

1
8�GN

�
Φr{x(u), u}� + 2Φ�

r{x(u), u}+ Φ���
r

�
= � c

24�{x(u), u} . (3.14)
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For de Sitter spacetimes the temperature is an intrinsically fixed quantity, such that we
may work with the simpler equation

�

�4 �2

�2
dS

Φ�
r + Φ���

r

�

= 2 cG�2

3�2
dS

. (3.15)

In principle (3.15) yields both homogeneous exponential and linear inhomogeneous solu-
tions. As we are interested in the backreaction of the matter on the dilaton we work with
the latter. Hence, we solve (3.15) as

Φr(u) = 2��
�

1� cG

12��u
�

. (3.16)

Here, we have imposed the condition Φr(u = 0) = 2��. We have determined the back-
reacted, renormalised dilaton value in terms of the Euclidean boundary time u of the
quantum mechanical model living at future infinity.4 This means that we are reducing the
dynamics of the gravity+CFT system living on two-dimensional de Sitter to the dynami-
cal boundary function (3.16). Let us now make the connection to the higher-dimensional
picture of figure 1. Note that (3.16) corresponds to

�(u) =
�

1� cG

12��u
�

. (3.17)

Hence, at least at I+ we see that (3.16) may be understood as transparent boundary
conditions for the flux moving along �. Di�erent phases of evaporation correspond to the
evolution of the parameter � as given in (3.17). From (3.17) we determine the Page time,
i.e., the value of u for which � equals 1/2:

uPage =
6��
cG

. (3.18)

Moreover, (3.17) may also be understood as the evolution of the inverse of an e�ective
Hubble parameter ��̇(u),

��̇(u) = � c

6
1
SdS

, (3.19)

such that the backreaction is suppressed by the entropy.
To conclude, we see that even though we set evaporating conditions on the two-

dimensional spacetime, due to the nature of the dilaton, determining the backreaction
on Φr immediately implies dynamical evolution in the three-dimensional description.

3.2 Estimates on the de Sitter lifetime

Any approach to de Sitter space should take into account the restrictions imposed on
specific observers. More concretely, as we are interested in determining the evolution
of the entropy of the radiation, we should always compare with possible bounds on the

4In the language of [21], the degree of freedom of the dot.
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lifetime of de Sitter space as these might constrain up to which point we can trust the
entropy computations of section 5. Here we give a general argument before moving to a
bulk description in section 5.3.

The least restrictive timescale is the recurrence or Poincaré time. Following [3], we
can view de Sitter in thermal equilibrium as a thermofield double state in analogy with the
ideas of [50]. However, it can be shown that the assumption of finite entropy contradicts the
algebra acting on the thermofield double state,5 which implies that the symmetry between
di�erent static patches is broken. This introduces a new timescale

t � exp(SdS) , (3.20)

indicating when the space may not be approximated by de Sitter anymore. However, as
elucidated in the previous section, we are using an out-of-equilibrium state in which the
de Sitter isometries are broken from the onset. This should drastically reduce any lifetime
considerations to a timescale smaller than (3.20). It would be interesting to consider in
detail how the argument leading to (3.20) has to be modified.

In [40] a bound on the lifetime in the Unruh-de Sitter state was given as

t � SdS . (3.21)

As also stated above, in this low dimensional setting we may think of (3.17) as determining
the evolution of an e�ective Hubble parameter (3.19). As we recover the same behaviour
demonstrated in [40] for the e�ective Hubble parameter, we consider the same bound.
Hence, in our language the lifetime on dS in the Unruh state is given as

u � uPage , (3.22)

where we specified uPage in (3.18). From the boundary perspective it might not be quite
clear what e�ect should actually constrain the system to this timescale. However, in
section 5.3 we will use a specific bulk argument first used in [39], which demonstrates the
appearance of a trapped region at the time (3.22).

4 The static patch

So far we have restricted ourselves to the use of boundary calculations. However, as the
static patch is ‘disconnected’ from future infinity by a cosmological horizon, it might not be
immediately clear to what extent (3.17) may be applied inside the static patch and where
exactly a thermal bath should be located for the static observer. We should therefore
understand the properties of the dilaton inside the static patch. We will locate a non-
gravitating region for which the dilaton notably exhibits the same behaviour as at I+,
which will justify the calculations of section 5.2.

5It may be also argued that for this reason for a single observer the Hilbert space only describes one
side of the horizon. Only the horizon-invariant subalgebra would correspond to physical states [51].
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4.1 The bulk dilaton solution

Let us start by stating the backreacted bulk dilaton solution. In JT gravity, backreaction
e�ects are fully captured by the dilaton, such that we have to solve the equations (2.14)
with the sources (3.3) and (3.10). Solving the set of di�erential equations gives

Φ(x+, x�) = a1x� + a2x+

�2 � x+x�
+ a3

�

1� 2�2
�2 � x+x�

�

+ cG

6

�
2�2

�2 � x+x�
� �2 + x+x�

�2 � x+x�
log x

+

�

�

,

(4.1)

where a1, a2, a3 are integration constants. We wish to construct a solution that qualita-
tively matches the structure of (3.16). This means we want to recover the background
solution (2.16), with a quantum correction enforcing a decreasing Gibbons-Hawking en-
tropy. Hence, we fix the integration constants to a1 = 0 = a2 and a3 = �2��+ cG

6 . Then
we find

Φ(x+, x�) = �2 + x+x�

�2 � x+x�
2�
�

�� cG

12� log x
+

�

�

+ cG

6 . (4.2)

The parameter � of the background solution sets the value of the Gibbons-Hawking en-
tropy. The structure in the brackets of (4.2) may be understood as this parameter �

acquiring dynamical behaviour due to the backreaction of the quantum state. We can use
the rescaling symmetry in (x+, x�) to set � = 1 in (4.2); then, taking it to I+ we recover
the behaviour (3.16) and hence also (3.17). The last constant term of (4.2) corresponds to
a shift in the vacuum which already occurs for the Bunch-Davies state [35]. As this merely
amounts to a rescaling of S1 it is not interesting for our purposes, and we drop this term.

4.2 The cosmological horizon and quantum mechanics

In the static patch, the Unruh state (3.9) corresponds to incoming radiation. Therefore,
a natural set of coordinates to describe the bulk dilaton solution inside the static patch
is given by the incoming Eddington-Finkelstein coordinates (�+, r) with �+ = t + r� as
in (2.15). In these coordinates, the two-dimensional metric is

ds2 = �
�

1� r2

�2

�

(d�+)2 + 2d�+dr . (4.3)

The backreacted bulk dilaton (4.2) with � = 1 takes on the form

Φ(�+, r) = r

�
2�
�

1� cG

12���
+
�

. (4.4)

As can be seen by the appearance of Φ in (2.11), in two dimensions Φ plays the role of the
inverse of the gravitational coupling. Hence we can see by the structure of (4.4) that at
the pole r � 0 we arrive at a strongly coupled gravitational region. On the other hand, at
the past cosmological horizon �+ � ��, we find that gravity becomes weak. Hence, while
naturally I+ plays a special role as gravity fully decouples there, here we have located a
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second region inside the bulk for which the same logic holds. This weakly-gravitating or
non-dynamical region will allow us to compute the entropy of radiation collected inside the
static patch [52].

From (4.4) we can read o� the backreacted value of � in the static patch (denoted �s)
by comparing to (2.10) (with � = r

� )

�s(�+) = 1� cG

12���
+ . (4.5)

We see that we recover exactly the behaviour (3.16), but with the spacelike parameter u
replaced by the null coordinate �+. For an observer at the pole (r = 0), this reduces to
genuine time-dependence as �+(r = 0) = t:

�s,pole(t) = 1� cG

12�� t . (4.6)

Note that while it is clear that merely taking the bulk solution (4.2) to the boundary
I+ must give the same behaviour, as guaranteed by the equivalence of the Schwarzian
description to the bulk equations (2.14), the behaviour exhibited in (4.5) and (4.6) is
more pronounced. We can view (4.6) as the static patch counterpart of (3.16), and it
is then tempting to think of this as the timelike realisation of the quantum mechanical
model living at future infinity. This might be in line with a ‘stretched horizon’ static
patch holography [53, 54], where the physics inside the static patch (i.e., the physics as
experienced by an observer at r = 0) has a dual description in which the degrees of freedom
are located at the ‘boundary’ of the static patch, i.e., the horizon. As the evaporation angle
2�� � [0, 2�) we see that the evaporation process is finite: the observer at the pole can
collect radiation only for a finite time.

This is indeed the interpretation we will take: whereas it is the static patch observer
at r = 0 who is collecting radiation, thereby invoking the dynamical behaviour of �,
there is a dual description at the weakly-coupled past horizon. This, then, is the region
where we will compute the entanglement entropy of the emitted radiation via the auxiliary,
three-dimensional spacetime, where a dynamical � corresponds to a dynamical interface
in the �-direction. We will recap the logic in the next section, where we perform the
aforementioned calculations.

5 Fine-grained entropy calculations

We are now in a position to calculate the fine-grained entropy of the radiation as a function
of u at I+ and as a function of t at the past cosmological horizon in the static patch. These
are the two regions of the two-dimensional de Sitter spacetime at which the gravitational
dynamics reduce to quantum mechanical descriptions. At the two aforementioned decou-
pling regions we encounter a description in terms of a matter CFT coupled to the dilaton
determined by backreaction. In our construction, we consider the dilaton to have a higher-
dimensional origin, such that the transparency relates to the spherical coordinate �; this
functions as an auxiliary system. This allows the calculation of the fine-grained entropy
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Figure 4. A constant � slice of the (renormalised) cylinder at I+ of three-dimensional de Sitter
in our partial reduction approach. In the two-dimensional picture the radiation ends up at I+

(red), before evaporating into the bath (green), which is located along a higher dimension (�).
The transfer of radiation from dynamical gravity to bath corresponds to (3.17). Note that as u
increases, �(u) will decrease such that we are indeed modelling an evaporating system. We included
the higher-dimensional de Sitter region in opaque red to clarify the entanglement structure.

of the two-dimensional system at the gravitationally decoupled regions to be performed
via this auxiliary system. For both regions we use the higher-dimensional setting to first
calculate the entanglement entropy in thermal equilibrium of a subregion with interval ∆�

and then by use of the solutions (3.17) and (4.5) we imbue the results with dynamical
evolution determined by the backreaction, to obtain the desired out-of-equilibrium state.

5.1 Entropy computed at I+

Consider the three-dimensional Milne solution

ds2 = �d�2 + sinh2 �

�
d�2 + �2 cosh2 �

�
d�2 , (5.1)

and its partial reduction (A.18). The gravitational dynamics in the reduced de Sitter
space (A.18) with the coordinates (�,�) reduce to that of a quantum mechanical bound-
ary degree of freedom, namely (3.17). Note that this is in accordance with a dS/CFT
picture [55]. At future infinity the induced metric is

ds2 = 1
4e

2��/�
�
d�2 + �2d�2

�
, (5.2)

where �� denotes the asymptotic value � � �� = �. The setup at I+ is depicted in
figure 4.

As we want to use the general formula for entanglement entropy on curved spacetimes
Weyl-equivalent to flat spacetime, we define new coordinates

x = e�+i� , x̄ = e��i� , (5.3)

where � = �/�. In these coordinates, (5.2) is given by

ds2 = �2

Ω2dxdx̄ , Ω = 2e���/�
�
xx̄ . (5.4)
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The matter (CFT) entropy in a region with general endpoints (x1, x̄1) and (x2, x̄2) now is

Smat =
c

6 log
�
(x1 � x2)(x̄1 � x̄2)

Ω(x1)Ω(x2)

�

= c

6 log
�
e2��/�

4
�
2 cosh (�1 � �2)� 2 cos(�1 � �2)

�
�

.

(5.5)

We are interested in calculating the matter entropy in the Unruh state (3.10), but from the
three-dimensional point of view we can apply the standard formula in thermal equilibrium
as in (5.5). The net flux corresponding to the Unruh state in 2D arises by imposing �(u)
as in (3.17). Since in the auxiliary system we only consider separation in the direction of
the dimensional reduction, we take �1 = �2 and ∆� = 2�(1� �), such that we get

Srad = c

6 log
�
e2��/� sin2 ∆�

�

= c

6 log
�
4�2
�2

sin2 Φr

2�

�

,
(5.6)

where we collected the coordinate-dependent UV-divergences as � = 2�e���/�, in line with
Φb = �r

� for the Milne coordinates (A.18). Writing (5.6) as a function of u, we find

Srad = 1
2G log sin Φr(u)

2� + 1
2G log 2�

�

= 1
2G log sin �

�

1� cG

12��u
�

+ 1
2G log 2�

�
, (5.7)

where we used c
3 = 1

2G(2) . Plotting (5.7) with an appropriate cut-o� gives figure 5.
Let us postpone backreaction considerations and only comment on figure 5 for the

moment. We can see that the entropy reaches the highest point at the Page time (3.18),
after which it decreases. We take this to mean that the meta-observer located at I+

observes the evaporating geometry as a pure state. Moreover, note that we did not apply
the formula (1.1) or demanded purity of some specific system. We arrive at a pure state
of radiation without use of any involved argument. As a meta-observer at I+ is located
behind the cosmological horizon, and thus has access to the entire history of their universe,
for such an observer there is no naive division between interior and exterior subsystems.
Hence, the formula (1.1) does not have to be applied.

However, we have pointed out a restriction due to the finite lifetime of this state in
section 3.2. We will show in section 5.3 that a trapped surface forms at the Page time.
As this complies with geodesic incompleteness, we do not consider the entropy curve after
the Page time to be observationally meaningful as the radiation would not reach I+. More
accurately, it is most likely not even appropriate to speak of I+ after uPage anymore due
to the occurrence of a singularity. Hence, the meta-observer will not recover information.
We still find the comments above on the role of the meta-observer valuable in the larger
context of di�erent observers in de Sitter spacetimes and the use of the island formula.
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S

uPage

Figure 5. The radiation entropy collected at I+. For this plot, we took the cut-o� � = 2�e�2GSdS ,
and � = G = 1, which fixes c = 3

2 . The qualitative behaviour is the same for any c; this just
determines the range of u.

5.2 Entropy computed inside the static patch

Next, we will consider an observer at r = 0 collecting radiation coming from the past
cosmological horizon; this corresponds indeed to the Unruh state, and evokes a dynamical
backreacted dilaton (4.4). As explained in section 4, the two-dimensional gravitational
system coupled to conformal matter on the reduced metric (2.15) can be described by a
single degree of freedom close to the past cosmological horizon: the renormalised dilaton
Φr(�+) = 2��(�+), where �(�+) is given in (4.5). In the three-dimensional geometry (2.3),
this describes transparency in the auxiliary �-direction. Thus, we will consider the entan-
glement entropy of a subsystem with interval ∆� in thermal equilibrium before using (4.6)
to imbue the time-dependence as seen by a static observer.

Recall that the collection of radiation happens at r = 0, i.e., in a thermal state,
but we will take a stretched horizon point of view in which we use the ‘dual’ degree of
freedom at the past horizon, which is a gravitationally weakly-coupled region. Within the
three-dimensional auxiliary system there is only separation in the �-direction between the
subsystems, and the induced metric at the past horizon is flat. Thus we may use the
standard thermal CFT result [56]:

S = c

3 log sinh �

�dS
�∆�+ c

3 log r
�
, (5.8)

where ∆� is a general angle separation and �dS is the inverse of the dS intrinsic constant
temperature given in (2.4). Note that �dS = 2�� such that the expression above actually
simplifies; here we left �dS to indicate thermal behaviour. The entropy (5.8) may be most
conveniently derived by a holographic approach. As such the second term of (5.8) is the
UV cut-o� defined in the usual holographic manner (r � �2

� with �� 0).
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cosmological horizon

�(t)

Figure 6. A timeslice of the three-dimensional static patch in our partial reduction approach. In
the dual description, radiation moves along the stretched horizon. This has the e�ect of shifting
the dividing line between bath and JT gravity. The entanglement between these two systems is a
function of the angle � (parametrised by �), which dynamically decreases during the evaporation
process. We also indicated the part of the 3D geometry that has been reduced over, to clarify the
entanglement structure.

Returning to the two-dimensional perspective, the angular interval of the bath is ∆� =
2�(1� �), and the Unruh state gives a dynamical �. For the observer at the pole, we will
use (4.6), such that the entropy (5.8) gives (using c

3 = 1
2G(2) )

Srad = 1
2G log sinh �

�dS

cG

6 t+ 1
2G log �

�

= 1
2G log sinh

�
cG

12� t
�

+ 1
2G log �

�
.

(5.9)

The expression (5.9) holds before the Page time. Comparing the expression in the second
line of (5.9) to (5.7) clearly shows the thermal behaviour of the static patch compared to
the non-thermal behaviour at future infinity. We can also see that at later times (before
the Page time) the expression (5.9) exhibits linear behaviour in t.

While any considerations after the Page time are from a strictly observational perspec-
tive irrelevant just as for the meta-observer, they are still useful for our understanding. As
stated previously, we are essentially working on a flat submanifold, with a non-gravitational
system coupled to (4.6), such that we can use holographic arguments for the calculation of
this specific entropy. The arguments of [31, 57] should also apply for this case; we briefly
outline them here. In the large N limit, the entanglement entropy for a two-dimensional
CFT at finite temperature can be evaluated using the RT formula in a BTZ geometry. In
such a geometry, in general two potential minimal surfaces may be considered candidates
for the RT surface as a function of the interval size, which in our language translates to a
dependence on t. At early times a single connected component contributes, leading to the

– 20 –

227



J
H
E
P
0
3
(
2
0
2
2
)
0
4
0

0 tPage

S
SdS,� Srad

t

Figure 7. The decreasing de Sitter entropy (light blue) and the radiation entropy (orange) as
collected inside the static patch. We took the cut-o� � such that the complement of the radiation
entropy overlaps at early times with the decreasing de Sitter curve. To plot we set � = G = 1; then,
� = sinh(�)�e��. Note that the negative entropy values at early times are an e�ect of the finite
cut-o� and indicate that the computation should not be trusted before this timescale.

thermal expression (5.9). At late times (i.e., after the Page time) a phase transition occurs
and there are in principle two disconnected contributions, one of which is disregarded by
the demand of purity as in [31]. Thus, after the Page time we are still working with (5.8)
but with the complementary interval

∆� = 2��(t) . (5.10)

This leads to a unitary Page curve, plotted in figure 7: the static patch observer too
would in principle see a pure state. For the static patch observer, this conclusion however
requires formula (1.1) just as in [39]. Again, in practice catastrophic backreaction forbids
information recovery and we should consider the curve to end at the Page time.

5.3 Backreaction considerations: formation of a trapped region

In section 3.2 we determined the time of destabilisation for the Unruh-de Sitter state to be
set by the Page time (3.18). Here, we will explicitly show what is happening in the bulk,
following the logic of [39]. For this we require the bulk dilaton solution (4.2). At the Page
time, which corresponds to setting � = 1

2 in (4.2), we discover the existence of a trapped
region. In this two-dimensional setting the expansion scalars translate to �±Φ; trapped
regions are therefore defined as �±Φ < 0, which translates to

x+
�
cG((x+x�)2 � �4) + 2x+x��2

�
6� � cG log x

+

�

��
< 0 ,

x+
�
6� � cG log x

+

�

�
< 0 ,

(5.11)
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u = 0
utrap

t = 0

ttrap

Φ =
�

�1 �2

Figure 8. The lower half of the Penrose diagram is de Sitter space; indicated in red is the past
singularity. The upper triangle is Minkowski space, which we drew to indicate the e�ect of the
trapped region (shaded in gray) on what the meta-observer can see. The observer inside the static
patch can collect radiation up to the Page time tPage = ttrap, at which time the trapped region
forms. Similarly, the meta-observer can see radiation from before utrapped only.

respectively. These inequalities determine two curves bounding the trapped region. These
curves are given by

�1 : x+ = � exp
� 6�
cG

�
,

�2 : x� = �2

cGx+

�

��cG log x
+

�
� 6� �

����
�

6� � cG log x
+

�

�2
+ (cG)2

�

�� .
(5.12)

Equality �+Φ = 0 = ��Φ is obtained at the pole, (x+, x�) = (x+
�1 ,��

2/x+
�1). For a static

observer at this pole, the trapped region occurs at the time

t > ttrapped = 6��
cG

= tPage , (5.13)

with the analogous statement for the meta-observer in terms of u; see figure 8. As can
be seen explicitly in figure 8, the trapped region prevents the radiation from reaching the
static patch observer for times t > ttrapped. Moreover, the same is true for the meta-observer
at future infinity, who does not have access to radiation for u > utrapped. However, the
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Penrose-Hawking singularity theorem [58, 59] does not immediately apply to the trapped
region described here, as the NEC is violated. It can be shown by use of the quantum
singularity theorem [60] that for u > utrapped a (quantum) singularity forms at future
infinity [39].

6 Discussion

In this section we will summarise our findings on a more conceptual level and elaborate on
open questions. We conclude by commenting on inflationary scenarios in this setup.

In this paper, we considered a three-dimensional de Sitter geometry in a setup which
naturally supplies a segmentation into dynamical gravity on dS2 and an auxiliary system
located in the direction of the partial reduction. Since we are interested in modelling
an evaporation process, we added conformal matter to our theory. Putting dynamical
gravity in an out-of-equilibrium quantum state then indeed furnishes a decreasing Gibbons-
Hawking entropy due to backreaction e�ects. By analysing the behaviour of the backreacted
dilaton solution, we discover two decoupling regions in which field theory descriptions
arise. As should be expected, one of these regions is I+, in line with [55]. Perhaps more
surprisingly, the second region is inside the static patch at the past cosmological horizon,
which we interpret in the holographic ‘stretched horizon’ picture of [53, 54]. In both regions
we can thus calculate the fine-grained entropy of the collected radiation via field theory
considerations.

6.1 Quantum mechanics and the island

Let us elaborate on this setup in the language of [61].6 We will use the region at I+ to be
explicit, but analogous statements hold for the static patch. The gravitational dynamics
of the two-dimensional de Sitter space (A.18) with coordinates (�,�) reduce to that of
a quantum mechanical boundary degree of freedom. Since the dilaton can be given a
three-dimensional interpretation as an angle, this can be interpreted as transparency along
a third direction �, such that we are coupling the single quantum mechanical boundary
degree of freedom to a matter CFT. We can now consider an imaginary interface in this non-
gravitational theory, which factorises the Hilbert space into two subsystems: the quantum
mechanical boundary degree of freedom coupled to a part of the bath, and the remainder of
the bath. It is the entanglement entropy between these two systems that we are calculating.

For the calculation at future infinity we recover a naturally pure evaporating process.
The static observer, more akin to an asymptotic AdS observer, requires a more involved ar-
gument to furnish a unitary process. Our results for the static observer are in line with [39],
in which a stretched horizon picture was advocated for this observer with the gravitational
physics reducing to field theory considerations at the horizon. This is supported by our
results. We can however even make a more general statement: at the past cosmological
horizon we see a timelike realisation of the backreaction dynamics determined at I+. A
natural question to ask is how far this connection can be pushed. Although we believe these

6See section 5.4 of [61].
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comments are important for our understanding of various observers in de Sitter space, for
this quantum state, the main takeaway should still be that for both observers we finally
arrive at a tragedy as neither can recover any information.

It is interesting to connect our construction to the more canonical island approach. For
the BTZ construction of [31] it seems the island can be identified with the region bounded
by the RT surface of the thermal bath within the gravitating region, which lies outside of
the horizon. While our approach naturally introduces a thermal bath, it is not immediately
clear how to pinpoint the location of the island for the de Sitter case, as was done in [39].
It would be interesting to explore this further. To do so, it is also important to connect
our results to [37], in which three necessary criteria were constructed for the existence of
an island. These implied that for pure de Sitter spacetimes there are no islands for an
entangling region located at future infinity. To put our results into this context — and
see how these conditions are evaded—, notice the following. First, we are considering a
di�erent quantum state: not the Hartle-Hawking/Bunch-Davies state but the Unruh-de
Sitter state. Secondly, we find that the use of (1.1) is only required for the static observer,
whereas the no-go conjecture of [37] considers a region at future infinity.

6.2 Information recovery
For evaporating black holes, small amounts of information thrown in after the Page time
can be recovered from the Hawking radiation after waiting the so-called scrambling time
t � �

2� logSBH [62–64]. Does a similar story hold for the evaporating de Sitter horizon? Due
to the occurrence of catastrophic backreaction at the Page time within our construction,
this seems not to be the case. In [65, 66] a setup was presented in which recovery of
information expelled through the cosmological horizon was analysed in the Bunch-Davies
state using shock waves; and in [66] a concrete protocol was proposed for information
transfer to the antipodal observer. The relevant timescale here, too, is the scrambling
time. As at early times the Unruh-de Sitter state should be almost indistinguishable from
the Bunch-Davies state, it might be expected that some form of information retrieval
might be possible for (additional) information expelled through the cosmological horizon.
It would be interesting to see if this expectation is indeed true and at which timescale this
breaks down due to the deviation of the two quantum states.

6.3 Inflationary perspective
Finally, let us comment on inflationary physics. To do so, we use planar coordinates (2.20),
and consider a scenario as explained in e.g. [67]. To the future of our de Sitter construction
we glue flat space, corresponding to the old Universe in which gravitational e�ects can
be neglected. This is also depicted in figure 8. Future infinity constitutes the reheating
surface, the transitory region between the inflating and the old Universe. This would give
a simple model for analysing primordial fluctuations. Let us not consider the full setup but
only make some tentative comments up to I+. The evaporating quantum state of (3.10)
expressed in terms of (2.20) also leads to a net flux at future infinity. However, as the
coordinates (2.20) are ground state solutions of the Schwarzian theory, the conserved ADM
quantity (2.27) vanishes on-shell. Contrast this with both the Milne coordinates (2.18) and
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the global coordinates (2.12) for which the ADM quantity (2.27) is related to the entropy
of the cosmological horizon, such that the quantum state indeed captures the evaporating
horizon. As already noted in [40], in the coordinates (2.20) the stress tensor components
are well-defined within the entire planar patch. Hence, for these coordinates the Unruh
state is a natural alternative to the Bunch-Davies state. It would be interesting to pursue
this direction further. It would also be interesting to connect (2.29) with the results of [68]
and to understand if a first law may be constructed, linking a variation of the conserved
quantity K to a variation in the entropy SdS,�.

In general, as inflation is a UV dependent problem, the island formula (1.1) may play
a pivotal role in understanding inflationary scenarios via fine-grained entropy consider-
ations. As such it is important to understand in what way non-perturbative e�ects of
the replica wormhole type are realised in inflationary models and how this changes semi-
classical expectations. A fruitful avenue could be to consider potential entropy paradoxes
for various subregions of the gravitionally prepared state depicted in figure 8, as in [67].
In addition, for these inflationary setups it would be important to understand in how far
higher-dimensional setups can evade the constraints of [37].
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A Coordinate systems

In this appendix, we will for the sake of completeness give various two-dimensional co-
ordinate systems for de Sitter space and the associated dilaton solutions. Note that the
solutions we quote originate from dimensional reduction and not from an intrinsically two-
dimensional setup. Concretely, this means that the dilaton solutions might di�er from
previous work on JT gravity in purely two-dimensional de Sitter.

Global coordinates. In global coordinates (T, �) the metric and dilaton are

ds2 = �dT 2 + �2 cosh2 T

�
d�2 , Φ = 2�� sin � cosh T

�
. (A.1)
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Here, � � [0,�] and T � (��,�). These coordinates are called global coordinates as they
can be used to describe all of de Sitter space.

Global conformal coordinates. In global conformal coordinates (�, �) the metric and
dilaton are given as

ds2 = �2

cos2 �
�
�d�2 + d�2

�
, Φ = 2�� sin �

cos� , (A.2)

where � � (��
2 ,

�
2 ). These coordinates cover the full Penrose diagram of de Sitter, fig-

ure 2. The transformation to go from global coordinates to global conformal coordinates
is given by

tan �

2 = tanh T

2� . (A.3)

In terms of the Schwarzian equations of motion (2.26), (A.2) corresponds to

x(u) = 2� tan u

2� . (A.4)

Planar coordinates. In the flat slicing the metric and dilaton are given by

ds2 = �dt2 + e2t/�d�2 , Φ = 2���
�
et/� , (A.5)

where � � 0 and t � (��,�). These coordinates cover half of the de Sitter Penrose
diagram (static patch + future patch). The transformation between planar and global
coordinates is given by

� = � cosh T
� sin �

sinh T
� + cos � cosh T

�

,

et/� = sinh T

�
+ cos � cosh T

�
.

(A.6)

Planar conformal coordinates. From the previous coordinate system, we can go to
conformal time � via

� = ��e�t/� , (A.7)

where � � 0 with equality at I+. Then the metric and dilaton are given by

ds2 = �2

�2

�
�d�2 + dx2

�
, Φ = �2��x

�
, (A.8)

where we set x = �. These coordinates cover the same planar patch as the previous ones.
Note that we can combine the coordinate transformations (A.6), (A.3) and (A.7) to

find a direct relation between planar conformal coordinates (�, x) and global conformal
coordinates (�, �):

� = � � cos�
cos � + sin � ,

x = � sin �
cos � + sin � .

(A.9)
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Kruskal coordinates. We can extend the planar coordinates to cover the entire Penrose
diagram by defining Kruskal coordinates as follows:

x+ = � + x , x� = � �2

� � x
. (A.10)

Then the metric and dilaton are given by

ds2 = � 4�4
(�2 � x+x�)2dx

+dx� , Φ = 2��
�
�2 + x+x�

�2 � x+x�

�

. (A.11)

Static patch coordinates. The static patch coordinates are defined with respect to the
Kruskal coordinates as

x+ = �et/�
�
�� r

�+ r
, x� = ��e�t/�

�
�� r

�+ r
. (A.12)

In terms of these coordinates, the metric and dilaton are

ds2 = �
�

1� r2

�2

�

dt2 +
�

1� r2

�2

��1
dr2 , Φ = 2��r

�
. (A.13)

These coordinates only cover the static patch for an observer located at the south pole
r = 0; their cosmological horizon is located at r = �.

We can also define the Kruskal coordinates via

x± = ±�e±�±/� , (A.14)

where we introduced null coordinates

�± = t± r� . (A.15)

Here, r� is a tortoise coordinate

r� =
� r

0

1
f(r�)dr

� = � arctanh
�
r

�

�
, (A.16)

which only holds for r < � and hence only covers the static patch. Note that the south
pole (r = 0) is at r� = 0 and the cosmological horizon (r = �) at r� = �. In terms of
the null coordinates �± we recover the metric (2.15). Note that (A.14) is equivalent to the
coordinate change between Rindler and Minkowski.

Milne coordinates. Finally, from the static patch coordinates we can analytically con-
tinue across the future horizon to describe the future or Milne patch:7

� = i� arccos r
�
, � = t , (A.17)

which gives
ds2 = �d�2 + sinh2 �

�
d�2 , Φ = 2�� cosh �

�
. (A.18)

Unlike the static patch solution, the Milne solution does not exhibit time translation sym-
metry. However, they are essentially the same solutions connected by analytic continuation;
in the two patches, the isometries are actualised in a di�erent manner.

7Note that this continuation di�ers slightly from the one presented in [33]. We believe the one given
here is correct.
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CHAPTER 8

Conclusion

8.1 Summary and Outlook

In this thesis we have studied di�erent aspects of holographic approaches to quantum gravity. All but
one publication relied on a specific two-dimensional model of quantum gravity, JT gravity. To begin
with, in chapter 2 we introduced and constructed N = (2, 2) JT axial supergravity on an Euclidean
AdS2 background. The extrinsic supercurvature reduces to the N = 2 super-Schwarzian action, hinting
at a duality with the low-energy sector of the N = 2 SYK model. In the following chapter 3, the
aforementioned results are put to use. In the setting of 1/4 BPS black holes in AdS4 as solutions of
N = 2 supergravity, we considered an s-wave reduction with an additional matter hypermultiplet in
the near-horizon limit. We calculate the holographic four-point function of this theory and compare
it with the same quantity in N = (2, 2) JT supergravity in the presence of gauged matter via the
super-Schwarzian. While both, chapters 2 and 3 deal with the JT theory defined on the hyperbolic
disk, in chapter 4 we work with the duality between JT gravity on an arbitrary hyperbolic Riemann
surface and a specific double-scaled matrix model. More concretely, we consider deformations of the
JT theory via topological gravity. By use of the KdV equation we work out the spectral form factor
and observe how the deformations a�ect this quantity. We conclude by commenting on a proposed
duality between Lorentzian dS2 and an analytic continuation of the aforementioned double-scaled
matrix integral, which relies on the moduli space volumes of hyperbolic Riemann surfaces with defect
to be mere analytic continuations of those with geodesic boundaries. In chapter 5 we move on to the
study of complexity in a holographic context. We consider Lloyd’s bound, which is a fundamental
upper bound on the computation speed, in the context of charged black holes. We show that while
complexity as a holographic quantity penetrates the outer horizon of a charged black hole, in order to
be compatible with Lloyd’s bound it may not penetrate the inner horizon. In chapter 6 we move on to a
fully non-perturbative definition of holographic complexity in terms of JT gravity. We describe a new
approach based on a a modified replica trick, which not only gives the late time expected plateau but
also furnishes a variance which saturates. Moreover, the inclusion of EOW branes is also worked out.
In the final, chapter 7, we concern ourselves with a cosmological setup. We consider a low-dimensional
setting in which we set boundary conditions which correspond to an evaporating cosmological horizon.
Remarkably, for this state, the past cosmological horizon becomes a holographic screen which is
decoupled from gravity. We argue that there is no information recovery of the Hawking radiation.
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Chapter 8 Conclusion

Let us now understand what the results of this thesis in combination with the state of the field
imply on a broader, conceptual level. What have we learned and what questions can we therefore extract?

1.) We have emphasised that JT gravity as first defined in [80] and extensively used in this thesis,
can be identified with a specific double-scaled matrix model. This theory of two-dimensional gravity
therefore is a (random matrix) ensemble. As such, we have also noted that / (V1, V2) < / (V1) ⇥ / (V2).
This of course is not in line with standard AdS/CFT. For example, type IIB string theory on �3(5 ⇥ (

5

is (expected to be in all detail) equivalent to N = 4 super Yang-Mills, which clearly is not an
ensemble-averaged theory. The duality between string theory on �3(3 ⇥ (

3 ⇥ )4 and a deformed
symmetric product orbifold CFT Sym# ()4) is another notable example [140–143]. How do we
realign this with what we have seen and used in this thesis? We have exclusively used “bottom-up"
constructions. These approaches are in some sense quite natural as they use a sum over all possible
bulk geometries. Moreover, wormhole geometries destroy the factorisation of the boundary partition
function but engender the correct statistical behaviour. We may therefore conclude that this approach
furnishes averaged signals but does not see the random underlying noise. Concretely, for the spectral
form factor one should expect large fluctuations around the plateau for example. This tension can
be amplified. In the supergravity approximation to string theory, we can see wormholes contribute
to both �3(5 ⇥ (

5 and �3(3 ⇥ (
3 ⇥ )4 [144–146]. This implies that string theory must modify the

“bottom-up" proposal. It is usually believed (see for example [147]) that JT gravity might constitute an
approximation to a unique, UV-complete theory for which the factorisation of the partition function is
restored. This means that one should view JT gravity and in higher dimensions the Einstein-Hilbert
action as mere e�ective theories, which only have access to averaged observables. Furthermore, while
JT in itself from a merely two-dimensional standpoint might give correct statistical generalities with
respect to the two-point function or calculations of entropy, it is not a theory with a unique, underlying
spectrum. Therefore, the unique spectrum would have to be furnished from some higher-dimensional
construction, for example string theory. The vague scenario outlined in [147] and made more concrete
in [148], is the following. Starting from some concrete brane scenario in higher dimensions, one could
imagine some low energy limit in which branes are integrated out. This open string language could
then be rephrased in closed string language in terms of a potential* (q1, q2, ...), which would now
include non-local interactions. This potential could then supply a unique Hamiltonian, for which the
factorisation problem would then be resolved. It would be highly interesting to see if such intuition
can be made more precise when starting from a higher-dimensional stringy setting. This would match
brane configurations natural to string theory to a factorising theory of two-dimensional quantum gravity.

2.) In AdS3 there might be more hope to make these somewhat vague statements more con-
crete. In AdS3, one could consider two di�erent approaches in defining a path integral. Again, some
e�ective approach based on a path integral with Einstein-Hilbert action or the tensionless stringy
setting on �3(3 ⇥ (

3 ⇥ )4 mentioned above. How are these approaches related? It might be expected
that (in some way deformed) Einstein-Hilbert on AdS3 might correspond to some averaged version of
the tensionless string, in which fine-grained degrees of freedom are lost and only averaged information
is recovered. Therefore, that some deformed version of the Sym# ()4) CFT is dual to an e�ective
bulk gravitational theory. In this context it has been shown that topological gravity coupled to a
specific * (1)4 Chern-Simons theory amounts to a bulk dual of an averaged Narain family of torus
CFTs [149]. More drastically, more recent results suggest that this can be generalised. Reference
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8.1 Summary and Outlook

[150] provides evidence that Einstein-Hilbert on AdS3 is dual to an average over all two-dimensional
large 2 conformal field theories.

3.) We have also argued in this thesis that the o�-shell geometries used in [80] and therefore
also in chapters 4 and 6 play an important role. In terms of the spectral form factor they correct the
early time decay. More heuristically, we may say they introduce some discreteness, which furnishes
the sine-Kernel result given explicitly in (1.69).1 As elucidated in [79], while indeed these geometries
are o�-shell in the canonical ensemble, it can at least be shown that in the microcanonical ensemble
the double-trumpet (= = 2, 6 = 0 in the partition function (1.81)) amounts to an actual solution. It
is of course important to understand if in higher dimensions some argument can be made for the
inclusion of similar geometries. One specific case was made in the reference [83]. There it was
argued that in the canonical ensemble wormhole geometries may contribute to the Euclidean path
integral as non-perturbative e�ects. These wormhole geometries are analogues of the double-trumpet
of [79] and [80]. More specifically, such geometries are not saddlepoints of the Einstein-Hilbert action
but so-called constrained instantons. It would seem at least naively feasible for the case of AdS3
to argue that not only the double-trumpet contributes, but also a geometry which is topologically
more complicated. For example one might hope that one could argue for the consideration of more
complicated boundary topologies and more than two boundaries. This would then take on a heuristic
form similar in nature to (1.81). However, this would require the use of more involved hyperbolic
geometry. The author also believes that the distinction between the non-compact moduli space of
hyperbolic Riemann surfaces and its Mumford-Deligne compactification plays an important role.

4.) In chapter 6 it was explained that the JT path integral allows for the calculation of non-
perturbatively corrected complexity. As only hinted at in that chapter, it would seem that there should
be an alternative formalism in which replicated geometries appear. This should be the case as the
annealed result, which would amount to taking an expectation value and then the logarithm, does not
agree with our quenched result. Or in the language of chapter 6, hHi# < hH# i. In the spirit of [136],
this might imply some wormhole formalism with # geometries retaining a connection even after the
limit # ! 0. This would already happen at the disk level, where the classical result is recovered
(linear growth of complexity in time).

5.) In chapter 7 (see also introductory section 1.6) we have identified the cosmic horizon as a
potentially holographic region of de Sitter spacetime. It is for this reason that reference [119]
suggests a modified procedure in calculating the complexity of de Sitter. Assuming that some kind
of holographic model lives at the de Sitter cosmic horizon, it is reasonable to calculate complexity
with respect to this region. This implies that in the CV proposal geodesics must be anchored to the
cosmic horizon. It would be interesting to try and use the technology of reference [100] and section
6 to calculate the result for the CV proposal anchored at the cosmic horizon including the higher
topologies of JT gravity. How can this be done in de Sitter? It would seem feasible to use the analytic
continuation of [151] (see reference [152] for use of this continuation in a two-dimensional context).
This analytic continuation links Lorentzian de Sitter spacetime to hyperbolic spacetime. Determining
the correct result would allow one to draw conclusions about the nature of the dual holographic model.
Reference [119] suggests that the proposed hyperfast complexity growth implies a double-scaled SYK

1 See also chapter 4.
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model as a microscopic description of dS3.
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