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Introduction

Continuum mechanics is nowadays widely used to describe the material behavior of sys-
tems, which occupies a specific area in space. In contrast to atomistic and molecular
models, which can be solved using molecular dynamics or Monte-Carlo simulations, we
consider the system to exist as a continuum. Due to their different material behavior we
distinguish between solid mechanics and fluid mechanics. The typical deformation of the
former one allows us to follow the movement of each particle in space, whereas we can not
do this for the latter one. This leads to different formulations, which will be presented
here.

Typically, we want to achieve a solution for the balance of linear momentum for the
continuum mechanical system. Additionally, we will derive a pure mass transport problem
to demonstrate the capabilities of the numerical framework we have developed to solve
these kind of problems. Once we have introduced the continuum mechanical framework, we
can extent this to include further physical effects. Moreover, we extent the solid mechanical
system to include thermal contributions and apply an additional pressure field to enforce
the incompressibility of the fluids in the case of low Mach numbers.

Within the continuous setting, we can define various interfaces. Internal interfaces can
be used to decompose bodies into different subsets, e.g. to define areas with different
physical properties or, on a more technical level, to enable parallelization on modern cluster
architectures. External interfaces on solids can be used to include contact between multiple
bodies. Additionally we could establish an interface at the external boundary to transfer
momentum between a solid and the surrounding fluid. To avoid technical problems in
the case of large deformations of solids, embedded within a fluid, we employ continuum
immersed strategies to include the effects of fluid-structure interaction. Finally, we want
to use phase field models for the simulation of phase separation and coarsening in solder
alloys. We obtain sharp interfaces between the phases using the well known Cahn-Hilliard
model to represent the free energy of the phases as well as of the interface. Similar to the
immersed strategies, we aim at the simulation of the whole domain, avoiding the explicit
representation of interfaces.

To solve the arising initial boundary value problem in space, we first apply the finite
element method for all problems at hand. In particular, we introduce Lagrangian as well
as NURBS based shape functions for the underlying approximation of the field equations,
written in weak form. Furthermore, we show how to incorporate discrete interface models
in an optimal sense with regard to the consistency error at the interface using the Mortar
method. The application of Mortar methods to NURBS will be shown as well. Due to the
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higher continuity requirement of the Cahn-Hilliard equation, the use of NURBS seems to
be natural for this kind of problems.

Since we deal with initial boundary value problems, suitable time integration schemes have
to be developed as well. In general, we use a common implicit integration scheme for all
problems at hand, such that we could use various fields simultaneously in a consistent
framework. If possible, we aim at the development of structure preserving integrators,
since they provide enhanced numerical stability for large time steps. For the explicit inter-
face representation we apply additional augmentation techniques to simplify the algebraic
constraints and verify the underlying conservation properties.

The outline of this work is as follows. The fundamental equations in strong and weak
form are outlined in Section 1. The spatial discretization based on finite elements will be
dealt with in Section 2. The discretization in time using implicit and structure preserving
schemes is presented in Section 3. Domain decomposition methods are addressed in Sec-
tion 4, whereas contact problems are addressed in Section 5. In Section 6 we introduce
immersed strategies for fluid-structure interaction problems and demonstrate the applica-
tion of NURBS to phase field problems in Section 7. We provide representative examples
at the end of Section 4, 5, 6 and 7. Eventually, conclusions are drawn in Section 8.
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1 Continuum mechanical considerations 1

1 Continuum mechanical considerations

In this section we provide an outline of the fundamental equations for the underlying
problems at hand. We start by considering solid mechanical problems in strong and weak
form (see Hesch & Betsch [33, 34, 39]), thermomechanical problems (see Hesch & Betsch
[35]), fluid problems (see Hesch et al. [38]) and in a last step unsteady transport problems
(see Anders et al. [2]).

1.1 Solid mechanics

First, we consider a general non-linear mechanical system, occupying the space B0 ⊂ Rd,
d ∈ [2, 3], in the reference configuration. The deformation mapping ϕ(X, t) : B0 × [0, T ] →
Rd, where [0, T ] denotes the time interval under consideration, characterizes the current
position of the material point X ∈ B0 at time t. The linear momentum is given by π = ρ0v,
where ρ0 denotes the density in the reference configuration and v : B0 × [0, T ] → Rd,
v = ϕ̇ = ∂ϕ/∂t the material velocity. The material surface ∂B0 is partitioned into the
Dirichlet boundary ∂Bu

0 and the Neumann boundary ∂Bσ
0 . We require that the portions

∂Bu
0 and ∂Bσ

0 satisfy

∂Bu
0 ∪ ∂Bσ

0 = ∂B0 and ∂Bu
0 ∩ ∂Bσ

0 = ∅ (1.1)

Furthermore, we assume the existence of a strain energy function Ψ(C) : B0 × [0, T ] → R,
where C : B0 × [0, T ] → Rd×d denotes the right Cauchy-Green deformation tensor, given
by C = F T F and F : B0 × [0, T ] → Rd×d, F = ∇X ϕ denotes the deformation gradient.
The Lagrangian form of the balance of linear momentum is given by

ϕ̇ = ρ−1
0 π

π̇ = Div(P ) + B̄
(1.2)

supplemented by the boundary conditions
ϕ = ϕ̄ on ∂Bu

0 × [0, T ]
P N = T̄ on ∂Bσ

0 × [0, T ]
(1.3)

where P = 2F ∇CΨ(C) denotes the first Piola-Kirchhoff stress tensor, N the outward unit
normal vector in the reference configuration, B̄ the applied body forces and T̄ the pre-
scribed tractions. To complete the set of equations for the initial-boundary value problem
we have to prescribe appropriate initial conditions

ϕ(·, 0) = X, ϕ̇(·, 0) = v0 (1.4)
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for the position as well as for the velocity. Equation (1.2) along with (1.3) represents the
strong formulation of the problem, whereas the weak form will be derived next. To this
end we introduce the space of admissible test functions Vϕ defined by

Vϕ = {δϕ ∈ H1(B) | δϕ(X) = 0 ∀ X ∈ ∂Bu
0 } (1.5)

along with the L2−inner product on B0∫
B0

(•) · (•) dV =: 〈•, •〉B0 and
∫

∂B0

(•) · (•) dA =: 〈•, •〉∂B0 (1.6)

where the Sobolev functional space H1 contains the set of square integrable functions with
square integrable gradient. Summarized, the weak form reads

〈ρ0ϕ̈, δϕ〉B0 + 〈P , ∇X (δϕ)〉B0 = 〈ρ0B̄, δϕ〉B0 + 〈T̄ , δϕ〉∂Bσ
0

(1.7)

This equation has to hold for all δϕ ∈ Vϕ.

Conservation properties. Setting δϕ = ζ, where ζ ∈ Rd is arbitrary and constant, it is
straightforward to show that (1.7) yields the balance law for linear momentum in integral
form

ζ · d

dt
L = 〈ζ, T̄ 〉∂Bσ

0
+ 〈ζ, B̄〉B0 (1.8)

Here, the total linear momentum is given by L =
∫

B0
π dV and the right-hand side of

(1.8) characterizes the resultant external force applied to the continuum body. Similarly,
substituting δϕ = ζ × ϕ into (1.7), the integral form of the balance law for angular
momentum is recovered

ζ · d

dt
J = 〈ζ, ϕ × T̄ 〉∂Bσ

0
+ 〈ζ, ϕ × B̄〉B0 (1.9)

In this connection, J =
∫

B0
ϕ × π dV is the total angular momentum of the continuum

body with respect to the origin of the inertial frame of reference. The right-hand side of
(1.9) equals the resultant external torque about the origin. We next consider the integral
form of the balance law for energy. Substituting δϕ = ϕ̇ into (1.7) yields

d
dt

〈1
2

ϕ̇, π〉B0︸ ︷︷ ︸
dT/dt

+ 〈1
2

Σ, Ċ〉B0︸ ︷︷ ︸
W

= 〈ϕ̇ · T̄ 〉∂Bσ
0

+ 〈ϕ̇, B̄〉B0︸ ︷︷ ︸
P ext

(1.10)

Here, T denotes the total kinetic energy of the continuum body, W the net working and
P ext the power of external forces. Furthermore, the second Piola-Kirchhoff stress tensor
Σ = F −1P has been introduced. For a purely mechanical system, the net working equals
the change in internal energy W = Ė and we obtain

d
dt

(T + E) = P ext (1.11)

which is the global form of the energy balance law.
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1.2 Thermomechanical systems

Next, we extent the previously developed formulation to include thermal contributions.
Details on the continuum description of thermoelastic solids can be found in textbooks
such as Holzapfel [40] and Gonzalez & Stuart [28].

The absolute temperature θ is assumed to be a smooth function of (X, t) ∈ B0×[0, T ] → R.
We further assume that the material behavior is governed by the free energy function
Ψ = Ψ̂(C, θ). Accordingly, the nominal (or first Piola-Kirchhoff) stress tensor P , and the
entropy η are defined by

P = 2F ∇C Ψ̂(C, θ)
η = −∇θ Ψ̂(C, θ)

(1.12)

Moreover, the nominal heat flux vector Q is defined by

Q = −K̂(C, θ) Grad(θ) (1.13)

Here, K̂(C, θ) is a thermal conductivity tensor which must be positive semi-definite. Note
that the constitutive laws (1.12) and (1.13) are thermodynamically consistent in the sense
that they satisfy the restrictions imposed by the second law of thermodynamics (in the
form of the Clausius-Duhem inequality). The Lagrangian form of the local balance of
linear momentum and energy for a thermoelastic body can be written as

ϕ̇ = ρ−1
0 π

π̇ = Div(P ) + B̄

θη̇ = − Div(Q) + R̄

(1.14)

where R̄(X, t) denotes the material descriptions of prescribed heat supply per unit vol-
ume. The above equations have to be satisfied for all X ∈ B0 and t ≥ 0. To complete the
initial-boundary value problem for the thermoelastic body under consideration the equa-
tions in (1.14) have to be supplemented by appropriate initial and boundary conditions.
Accordingly, initial conditions in B0 and at time t = 0 are specified by

ϕ(·, 0) = X , ϕ̇(·, 0) = v0 , θ(·, 0) = θ0 in B0 (1.15)

where v0 and θ0 are prescribed fields. Moreover, boundary conditions on ∂B0 at times
t ≥ 0 are given by

ϕ = ϕ̄ on ∂Bu
0 × [0, T ] , θ = θ̄ on ∂Bθ

0 × [0, T ]
P N = T̄ on ∂Bσ

0 × [0, T ] , Q · N = −Q̄ on ∂BQ
0 × [0, T ]

(1.16)

Analogues to the mechanical field, ∂Bθ
0 and ∂BQ

0 are subsets of ∂B0 with the properties
∂Bθ

0 ∪ ∂BQ
0 = ∂B0 and ∂Bθ

0 ∩ ∂BQ
0 = ∅. As before, N denotes the unit outward normal

field on ∂B0, and ϕ̄, T̄ , θ̄ and Q̄ are prescribed fields.
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The weak form can be derived by pre-multiplication of (1.14)2 using the previously intro-
duced test functions δϕ. Subsequent integration yields

〈δϕ, π̇〉B0 = 〈δϕ, Div(P ) + B̄〉B0 (1.17)

Similarly, (1.14)3 leads to

〈δθ, θη̇〉B0 = 〈δθ, R̄ − Div(Q)〉B0 (1.18)

where the space of admissible test functions Vθ of the temperature field is defined as

Vθ = {δθ ∈ H1(B) | δθ(X) = 0 ∀ X ∈ ∂Bθ
0} (1.19)

Applying integration by parts along with the divergence theorem, (1.17) and (1.18) can be
recast as follows

〈δϕ, π̇〉B0 + 〈P , ∇X (δϕ)〉B0 = 〈δϕ, T̄ 〉Bσ
0

+ 〈δϕ, B̄〉B0

〈δθ, θη̇〉B0 − 〈Q, ∇X (δθ)〉B0 = 〈δθ, Q̄〉∂BQ
0

+ 〈δθ, R̄〉B0

(1.20)

These equations have to hold for all δϕ ∈ Vϕ and δθ ∈ Vθ. While the balance of linear
momentum and the balance of energy are stated in weak form, we retain the kinematic
relationship (1.14)1 in local form.

Conservation properties. Next, we summarize the fundamental balance laws in global
form. The balance laws for linear and angular momentum can be derived analogues to the
purely mechanical case, setting δϕ = ζ and δϕ = ζ × ϕ respectively and we obtain once
again

ζ · d

dt
L = 〈ζ, T̄ 〉∂Bσ

0
+ 〈ζ, B̄〉B0 (1.21)

and
ζ · d

dt
J = 〈ζ, ϕ × T̄ 〉∂Bσ

0
+ 〈ζ, ϕ × B̄〉B0 (1.22)

Note, that we restrict for simplicity of exposition our attention on thermoelastic problems
with pure Neumann data, i.e. ∂Bu

0 = ∂Bθ
0 = ∅. Next, we consider the integral form of the

balance law for energy. Substituting δϕ = ϕ̇ into (1.20)1 yields

d
dt

〈1
2

ϕ̇, π〉B0 + 〈1
2

Σ, Ċ〉B0 = 〈ϕ̇ · T̄ 〉∂Bσ
0

+ 〈ϕ̇, B̄〉B0 (1.23)

The relationship between the free energy Ψ and the specific internal energy e is given by

Ψ = e − θη (1.24)

Differentiation with respect to time yields

Ψ̇ = ė − θ̇η − θη̇ (1.25)
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On the other hand the constitutive equations (1.12) are based on the free energy function
Ψ̂(C, θ) and thus imply

Ψ̇ = ∂Ψ̂(C, θ)
∂C︸ ︷︷ ︸

1
2 Σ

: Ċ + ∂Ψ̂(C, θ)
∂θ︸ ︷︷ ︸
−η

θ̇ (1.26)

Accordingly, taking into account (1.25) and (1.26), the stress power can be written as

1
2

Σ : Ċ = ė − θη̇ (1.27)

Introducing the total internal energy of the continuum body E =
∫

B0
e dV , the net working

can now be written in the form

W = Ė −
∫
B0

θη̇ dV (1.28)

Testing (1.20)2 on the constant and arbitrary δθ = ζ , ζ ∈ R, gives

〈ζ, θη̇〉B0 = −〈ζ, Q · N〉∂BQ
0

+ 〈ζ, R̄〉B0 =: ζQ (1.29)

where Q is the total net heating of the continuum body. Substituting (1.29) into (1.28),
we recover the first law of thermodynamics in the form dE/dt = W + Q. Moreover, in
view of (1.10), the global form of the energy balance law can be written as

d

dt
[T + E] = P ext + Q (1.30)

In the case of external forces associated with a potential energy V ext, i.e. P ext = −dV ext/dt
we obtain

d

dt

[
T + E + V ext] = Q (1.31)

which is the global energy balance law for a thermomechanical system.

1.3 Fluid mechanics

To catch fluid mechanical properties, we write the fluid system in terms of an Eulerian
description using the inverse mapping X = ϕ−1(x(t), t). For the time differential of a
physical quantity f(x(t), t), it follows immediately that

ḟ = ∂f

∂t
+ v · ∇x f (1.32)

Without loss of generality we restrict ourselves to the incompressible case and obtain for
the conservation of mass equation

∇x · v =
J̇

J
≡ 0 (1.33)
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where J = det(F ). For a Newtonian viscous fluid the Cauchy stress tensor σ : B×[0, T ] →
Rd×d is defined by

σ = −pI + λ(∇x · v)I + μ
(
∇x v + ∇x vT

)
(1.34)

where μ denotes the dynamic viscosity and λ the second coefficient of viscosity. Here,
the pressure p : B × [0, T ] → R is a sufficiently smooth function and can be regarded as
Lagrange multiplier introduced to enforce condition (1.33). Note that for the case of an
incompressible fluid the second term on the right hand side vanishes. The non-conservative
Eulerian form of the balance of linear momentum reads

ρv̇ = ∇x · σ + ρg (1.35)

where ρ denotes the density and g a prescribed body force per unit of mass. Finally,
suitable boundary conditions need to be introduced as follows

v = u, on ∂Bu × [0, T ]
σ · n = h, on ∂Bσ × [0, T ]

(1.36)

Here, (1.36)1 and (1.36)2 denote the Dirichlet and Neumann boundary conditions, respec-
tively, assuming ∂Bu ∪ ∂Bσ = ∂B, ∂Bu ∩ ∂Bσ = ∅ and n the outward unit normal vector
on the actual configuration.

As before, we recast the above system of partial differential equations in its variational
counterpart, i.e. the weak form. Hence, suitable functional spaces of test functions Vv and
Vp for both, the velocity and pressure field, are defined by

Vv =: {δv ∈ H1(B) | δv(x) = 0 ∀ x ∈ ∂Bu}
Vp =: {δp ∈ L2(B)}

(1.37)

Finally, we recast the balance of linear momentum as follows

〈ρ(v̇ − g), δv〉B + 〈σ, ∇x (δv)〉B = 〈h, δv〉∂Bσ (1.38)

supplemented by the kinematic constraint

〈∇x · v, δp〉B = 0 (1.39)

Note that we perform the integration on the spatial configuration in (1.38) and (1.39).
Furthermore, both equations (1.38-1.39) have to hold for all δv ∈ Vv and δp ∈ Vp for all
times t ∈ [0, T ].

1.4 Unsteady convective transport

To describe unsteady transport problems appropriately, we assume the existence of a suf-
ficiently smooth time dependent scalar valued concentration field c : B × [0, T ] → R. The
local, convective form of the unsteady transport problem is then given by

ċ(x, t) = s(x, t) (1.40)
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supplemented by the boundary conditions

c = g on ∂Bg × [0, T ]
J · n = h on ∂Bh × [0, T ]

(1.41)

and the initial condition
c(x, 0) = c0(x) (1.42)

where s(x, t) denotes a source term and J = vc the flux of concentration. Furthermore,
∂Bg ∪ ∂Bh = ∂B, ∂Bg ∩ ∂Bh = ∅ has to be valid at the boundary. Taking (1.32) into
account and assuming that the source term is zero, i.e. the flux is divergence free, we can
rewrite (1.40) in the so-called conservation law form (see Donea & Huerta [19])

∂c

∂t
= −∇ · J (1.43)

We further assume that the material behavior is governed by the free energy function
Ψ(c, t) : B × [0, T ] → R and define the chemical potential as follows

μ = ∂Ψ(c, t)
∂c

(1.44)

Note that the constitutive equation (1.44) is thermodynamical consistent. Next, we pos-
tulate that the flux of concentration is driven by the spatial gradient of the chemical po-
tential, weighted by the mobility M : B × [0, T ] → Rd×d. For thermodynamical reasoning
the mobility is chosen to be concentration dependent in form of

M = 1
θ

c (1 − c) D = M (c) D (1.45)

where D is the tensor valued tracer diffusivity of the composition and θ is a temperature
dependent material specific parameter. For later use we derive next the Cahn-Hilliard
equation, which rests on a specific formulation of the free energy function. Therefore, we
split up this function into a configurational free energy Ψcon and an interfacial/surface
energy contribution Ψsurf = κ

2 ‖∇c‖2, which is related to the curvature of the phase islands.
Here, κ denotes a material parameter, related to the surface energy density. Application
of the variational derivative for functionals involving spatial derivatives

δc (•) = ∂c (•) − ∇ · (∂∇c (•)) . (1.46)

yields the Cahn-Hilliard equation

∂c

∂t
= ∇ · (M (c)∇(∂cΨcon (c) − κΔc)) (1.47)

provided that the additional boundary condition

∇c · n = 0 on ∂B × [0, T ] (1.48)
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is valid.

To recast the diffusion equation in weak form, we define the space of admissible test
functions Vc according to

Vc = {δc ∈ H2(B) | δc = 0 ∀ x ∈ ∂Bg} (1.49)

Subsequent integrations yields

〈δc,
∂c

∂t
〉B = 〈δc, ∇ · (M∇μ)〉B (1.50)

Applying integration by parts along with the divergence theorem, we obtain the weak form
as follows

〈∂c

∂t
, δc〉B = − 〈M (c) [∂2

c Ψcon]∇cDT, ∇δc〉B − 〈κΔc[∂cM ]∇cDT, ∇δc〉B

− 〈M (c) κΔcDT, ∇ ⊗ ∇δc〉B
(1.51)

supplemented by the constraints ∫
∂B

∇c · n dA = 0 (1.52)

Note that we have made use of the boundary conditions (1.41)1, (1.41)2 and (1.48), assum-
ing that the Neumann boundary condition at ∂Bh × [0, T ] is set to zero, i.e. no material
flows into the domain.

Conservation properties. To verify the fundamental mass conservation property, we sub-
stitute the test functions δc = ζ , where ζ ∈ R is arbitrary and constant and obtain

〈ζ,
∂c

∂t
〉B = 0 (1.53)

where we have made use of the property ∇ζ = 0. Thus, total mass is conserved for all
times.
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2 Spatial discretization

To achieve a numerical solution for the various problems at hand, we apply a finite ele-
ment framework to approximate the given fields. In particular, we consider Lagrange as
well as NURBS based discretization schemes. The former scheme is well understood (see
Belytschko et al. [5], Hughes [44] and Zienkiewicz et al. [86, 84, 85]), whereas the latter is
subject to current research projects (see Corttrell et al. [18]).

2.1 Lagrange based discretization

Solid mechanics. Concerning the discretization in space, we apply displacement-based
finite elements (cf. Hughes [44]). Accordingly, we introduce finite dimensional approxima-
tions of ϕ and δϕ such that

ϕh =
∑
A∈ω

NA(X)qA and δϕh =
∑
B∈ω

NA(X)δqA (2.1)

Here, NA : Bh
0 → R are polynomial global shape functions associated with nodes A ∈ ω =

{1, · · · , nnode} corresponding to the isoparametric description of Bh
0 . Moreover, qA(t) =

ϕh(XA, t) is the current position vector of the nodal point XA ∈ Bh
0 . The configuration

of each semi-discrete flexible body is characterized by its configuration vector, which can
be composed consistently with its variations as follows

q(t) =

⎡⎢⎣ q1(t)
...

qnnode(t)

⎤⎥⎦ and δq(t) =

⎡⎢⎣ δq1(t)
...

δqnnode(t)

⎤⎥⎦ (2.2)

Note that for simplicity of exposition we make use of the summation convention for re-
peated indices. The discrete counterpart of the first term in (1.7) can now be written
as

〈δϕh, ρ0ϕ̈
h〉Bh

0
= δqA · MABq̈B (2.3)

where the coefficients of the consistent mass matrix

MAB =
∫
Bh

0

ρ0NANB dV (2.4)
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has been introduced. The kinetic energy assumes the form

T =
1
2

q̇A · MAB q̇B (2.5)

where the system velocity vector q̇ = v follows from differentiating (2.2) with respect to
time.

The discretized versions of the deformation gradient and the deformation tensor are given
by

F h = ∂ϕh

∂X
= qA ⊗ ∇NA(X) (2.6)

and
Ch = qA · qB∇NA(X) ⊗ ∇NB(X) (2.7)

The discrete second term in (1.7) reads

〈P h, ∇X (δϕh)〉Bh
0

= δqA · qB〈∇NA(X), Σh∇NB(X)〉Bh
0

= δqA ·
∫
Bh

0

SAB dV qB
(2.8)

As previously stated, the second Piola-Kirchhoff stress tensor Σh = 2∂Ψ/∂Ch is associated
with the strain energy function

Eint(q) =
∫
Bh

0

Ψ(Ch) dV (2.9)

The right hand side of (1.7) can be written as

〈ρ0B̄, δϕh〉Bh
0

+ 〈T̄ , δϕh〉∂Bh,σ
0

= δqA ·

⎡⎢⎣∫
Bh

0

NAB̄ dV +
∫

∂Bh,σ
0

NAT̄ dA

⎤⎥⎦
= δqA · F A,ext

(2.10)

Summarized, we obtain for the balance of linear momentum

δqA ·

⎡⎢⎣MABv̇B +
∫
Bh

0

SAB dV qB

⎤⎥⎦ = δqA ·
[
F A,ext] (2.11)
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Thermomechanical systems. In a second step, we discretize the temperature field using
the same shape functions as before

θh =
∑
A∈ω

NA(X)ΘA, and δθh =
∑
B∈ω

NB(X)δΘB (2.12)

where ΘA ∈ R denotes the temperature at node A. Consistent to (2.2) we introduce the
system vectors Θ = [Θ1, . . . , Θnnode] and the variation thereof as δΘ = [δΘ1, . . . , δΘnnode].
Accordingly, we obtain for the first term in (1.20)2

〈δθh, θhη̇h〉Bh
0

= δΘA

∫
Bh

0

η̇hNANB dV ΘB dV

= δΘAΓABΘB

(2.13)

where, in view of (1.12)2, the discrete entropy reads ηh = −∇θ Ψ(Ch, θh). Furthermore,
the discrete second term in (1.20) reads

〈Q, ∇X (δθ)〉Bh
0

= −δΘA〈∇NA, K̂(Ch, θh)∇NB〉Bh
0

= −δΘA

∫
Bh

0

KAB dV ΘB
(2.14)

The terms on the right side of (1.20)2 can be written as

〈δθ, Q̄〉∂Bh,Q
0

+ 〈δθ, R̄〉Bh
0

= δΘA

⎡⎢⎣ ∫
∂Bh,Q

0

NAQ̄ dA +
∫
Bh

0

NAR̄ dV

⎤⎥⎦
= δΘAQh,A

(2.15)

which completes the spatial discretization process. In summary, we receive the following
equations

δqA ·

⎡⎢⎣MABv̇B +
∫
Bh

0

SAB dV qB

⎤⎥⎦ = δqA ·
[
F A,ext]

δΘA

⎡⎢⎣ΓABΘB −
∫
Bh

0

KAB dV ΘB

⎤⎥⎦ = δΘAQh,A

(2.16)

Note that the second Piola-Kirchhoff stress tensor depends here on strains and tempera-
ture.
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Fluid mechanics. Next, we discretize the fluid problem in space. Without prejudice to
the generality of the formulation, a Q2Q1 Lagrangian finite element discretization is chosen
as follows

vh =
∑
A∈ω

NAvA; δvh =
∑
A∈ω

NAδvA

ph =
∑
B∈ω̄

MBpB; δph =
∑
B∈ω̄

MBδpB

(2.17)

where NA(x) : Bh → R are quadratic shape functions associated with nodes A and MB(x) :
Bh → R are linear shape functions associated with nodes B. This element is known to
satisfy the LBB condition and provides optimal quadratic convergence of the velocity field
(see Donea & Huerta [19]). The semi-discrete balance of momentum reads

〈ρf (v̇h − gh), δvh〉Bh + 〈σf(vh, ph), ∇x (δvh)〉Bh − 〈hh, δvh〉∂Bh,σ = 0 (2.18)

whereas we obtain for the incompressibility constraint

〈∇x · vh, δph〉Bh = 0 (2.19)

If necessary (i.e. for low order elements in conjunction with high Reynolds numbers), a
stabilization technique for the underlying Galerkin approach can be applied (cf. Tezduyar
[69, 71]) using extended test function spaces, defined as

V ṽ =: {δṽ ∈ H1(B) | δṽ = δv + γSUPGv · ∇x (δv) + γPSPG∇x (δp)}

V p̃ =: {δp̃ ∈ L2(B) | δp̃ = δp + γLSIC∇x · (δv)}
(2.20)

where γSUPG, γPSPG and γLSIC are precalculated stabilization parameters. The modified
semi-discrete balance of linear momentum reads

〈ρf(v̇h − gh), δvh〉Bh + 〈σf (vh, ph), ∇x (δvh)〉Bh − 〈hh, δvh〉∂Bh,σ+∑
e

γSUPG〈Rv, (vh · ∇x )δvh〉Bh +
∑

e

γLSIC〈Rp, ∇x · δvh〉Bh = 0 (2.21)

and the kinematic constraint

〈∇x · vh, δph〉Bh +
∑

e

γPSPG〈Rv, ∇x δph〉Bh = 0 (2.22)

Here, Rv and Rp denote the residuals of the original momentum and kinematic constraint
equations, respectively.

2.2 NURBS based discretization

Inspired by developments in the context of isogeometric analysis (see Cottrell et al. [18]
and the references therein for a comprehensive survey of this topic) we apply NURBS based
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shape functions for the approximation of displacement based finite elements in space

ϕh =
∑
A∈ω

RAqA, δϕh =
∑
A∈ω

RAδqA (2.23)

where
RA = Ri,j,k

p,q,r(ξ) = Ni,p(ξ)Mj,q(η)Lk,r(ζ)wi,j,k∑n
î=1
∑m

ĵ=1
∑l

k̂=1 Nî,p(ξ)Mĵ,q(η)Lk̂,r(ζ)wî,̂j,̂k

(2.24)

Here, p, q, r denotes the order of the non-rational B-Spline shape functions N , M and L,
recursively defined as follows

Ni,p = ξ − ξi
ξi+p − ξi

Ni,p−i(ξ) + ξi+p+1 − ξ

ξi+p+1 − ξi+1
Ni+1,p+1(ξ) (2.25)

beginning with

Ni,0(ξ) =
{

1 if ξi ≤ ξ < ξi+1
0 otherwise (2.26)

The definition for M and L follows analogously. Furthermore, wi,j,k are NURBS weights,
for details see Piegl & Tiller [60]. The global index A for the shape functions is connected
to the indices i ∈ [1, . . . , n], j ∈ [1, . . . , m] and k ∈ [1, . . . , l] in the parameter space.
In particular, a connectivity array is used for implementation, similar to the location
matrix defined in Hughes [44], such that the shape functions RA(ξ) are associated with the
control points A ∈ ω(i) = {1, . . . , nnode}, where, n

(i)
node denotes the total number of control

points. Three so called knot vectors Ξ = {ξ1, ξ2, . . . , ξn+p+1}, H = {η1, η2, . . . , ηn+p+1}
and I = {ζ1, ζ2, . . . , ζn+p+1} represent a set of coordinates in the parameter space, which
provide a definition for finite elements, such that a point A : i, j, k → ξi, ηj, ζk in the
parameter space addresses a node in the physical space, i.e. a corner of an element.

Remark: Details on the characteristics of the isogeometric approach such as continuity,
explicit representation of specific shape functions and repeated knots, mesh generation
and refinement can be found in Cottrell et al. [18] and the references therein. We will
deal with this specific class of shape functions in a general way, such that the following
methods like the domain decomposition can be applied without restrictions to all possible
NURBS solids. Note that the control points qA can be dealt with analogues to the nodes
of Lagrange elements. We only have to take care about the fact that the control points
can be, but do not have to be part of the geometry, i.e. of the curve, surface or solid.

The finite dimensional approximations of v, δv and p, δp for the velocity and the pressure
field of the fluid reads

vh =
∑
A∈ω

RAvA; δvh =
∑
A∈ω

RAδvA

ph =
∑
B∈ω̄

RBpB; δph =
∑
B∈ω̄

RBδpB

(2.27)

Note that the structure of the constitutive and balance equations in Section 2.1 remains
unchanged, since we obtain e.g. for the deformation tensor

Ch = qA · qB∇RA(X) ⊗ ∇RB(X) (2.28)
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where the derivative ∇RA can be calculated in a straightforward manner

∇RA = (J−1)T ∂RA

∂ξ
, J = ∂ϕh

∂ξ
(2.29)

and ∂RA/∂ξ follows directly from (2.24). The discretization of the velocity and pressure
field of fluids as the discretization of the concentration field follows analogously.

Unsteady convective transport. The phase boundaries in the Cahn-Hilliard model are
typically sharp layers which require a high spatial resolution. Taken into account, that the
system has to be valid for arbitrary test functions, the semi-discrete system reads

〈ċh, RA〉Bh + κ〈M ∂2
c Ψcon ∇chDT, ∇RA〉Bh+

κ〈Δch ∂cM ∇chDT, ∇RA〉Bh + κ〈M ΔchDT, ∇ ⊗ ∇RA〉Bh = 0
(2.30)

∀A ∈ ω. As mentioned before, we have to fulfill the boundary conditions (1.48) for all
times. This is effected through the introduction of Lagrange multipliers λ̄ associated with
the surface. Accordingly, we introduce a suitable Lagrange multiplier space

Mh = {λ̄h | λ̄h ∈ C0(∂B); λ̄h ∈ H1(∂B)}. (2.31)

As shown in Hesch & Betsch [39] it is not necessary to retain the continuity of the un-
derlying surface for the Lagrange multipliers. In particular, we apply standard Lagrange
linear elements λ̄h =

∑
A∈ω λAN̄A to the Lagrange multiplier space, see Wohlmuth [76] for

a comprehensive convergence analysis. Integration of the constraints yields for each node
A on the surface

ΦA =
∫

∂Bh

N̄A∇ch · n dA (2.32)

By collecting all constraints in a vector Φ and associated vector of Lagrange multipliers λ
we end up with the saddle point problem

〈ċh, RA〉Bh + κ〈M ∂2
c Ψcon ∇chDT, ∇RA〉Bh+

κ〈Δch ∂cM ∇chDT, ∇RA〉Bh + κ〈M ΔchDT, ∇ ⊗ ∇RA〉Bh = λ∇cA
Φ

0 = Φ
(2.33)

For large scale systems we have to avoid high condition numbers of the iteration matrix.
Therefore, we can either apply an augmented Lagrange approach or we reduce the system
to a minimum set of equations using a suitable null-space method, see Appendix D.
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3 Temporal discretization

The previously introduced semi-discrete problem can now be discretized in time in order
to obtain a full discrete set of non-linear algebraic equations. In particular, we aim at
the development of structure preserving integrators for the solid and thermomechanical
system. Furthermore, implicit time integration schemes are adapted to the fluid and
transport systems, since they provide enhanced stability properties.

3.1 Solid mechanics

Consider a sequence of times t0, . . . , tn, tn+1, . . . and assume that the state at tn, denoted
by ϕh

n, is known. Then the goal is to approximate the state ϕh
n+1 at tn+1, where the time-

step size Δt = tn+1 − tn is prescribed. The full discrete approximation of (1.7) and (2.11),
respectively, reads

δqA ·

⎡⎢⎣MAB(vB,n+1 − vB,n) + Δt

∫
Bh

0

SAB
n,n+1 dV qB,n+ 1

2

⎤⎥⎦ = ΔtδqA ·
[
F A,ext

n+ 1
2

]
(3.1)

The above equation is supplemented by the mid-point-type approximation to the kinematic
relationship (1.2)1 given by

ϕh
n+1 − ϕh

n = Δtvh
n+ 1

2
(3.2)

together with
πh

n+α = ρ0v
h
n+α for α ∈ {0,

1
2

, 1} (3.3)

In the above formulas, (•)n+ 1
2

= 1
2((•)n+1 + (•)n) denotes the standard mid-point approx-

imation. Moreover,

δqA ·
∫
Bh

0

SAB
n,n+1 dV qB,n+ 1

2
= δqA · 〈∇NA, Σh

n,n+1∇NB〉Bh
0
qB,n+ 1

2
(3.4)

where Σh
n,n+1 denotes a consistent algorithmic version of the discrete second Piola-Kirchhoff

stress tensor, defined by

Σh
n,n+1 = ∇C Ψ(Ch

n+ 1
2
) +

Ψ(Ch
n+1) − Ψ(Ch

n) − ∇C Ψ(Ch
n+ 1

2
) : ΔCh

ΔCh : ΔCh ΔCh (3.5)
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Conservation properties. As shown in Betsch & Steinmann [13], the integration scheme
is structure preserving, i.e. conserves algorithmically linear and angular momentum as well
as energy and is of second order accuracy. First we verify conservation of linear momentum.
Insertion of δqA = ζ into (3.1) and subsequent summation yields

ζ · (Ln+1 − Ln) = Δt
∑
A∈ω

ζ ·

⎡⎢⎣−
∫
Bh

0

SAB
n,n+1 dV qB,n+ 1

2
+ F A,ext

n+ 1
2

⎤⎥⎦ (3.6)

With regard to (2.8), (3.5) and (3.15), respectively, we can state

ζ · 〈
(

∇
∑
A∈ω

NA

)
, Σh

n,n+1∇NB〉Bh
0
qB,n+ 1

2
= 0 (3.7)

and obtain for the discrete counterpart of (1.21)

Ln+1 − Ln = Δt
∑
A∈ω

F A,ext
n+ 1

2
(3.8)

Next, we substitute δqA = ζ × qA,n+ 1
2

into (3.1) and obtain

ζ · (Jn+1 − Jn) = Δtζ ·
∑
A∈ω

qA,n+ 1
2

×

⎡⎢⎣−
∫
Bh

0

SAB
n,n+1 dV qB,n+ 1

2
+ F A,ext

n+ 1
2

⎤⎥⎦ (3.9)

Due to the skew-symmetry of qA,n+ 1
2

× qB,n+ 1
2

and the symmetry of SAB
n,n+1 we obtain the

discrete counterpart of (1.22)

Jn+1 − Jn = Δt
∑
A∈ω

qA,n+ 1
2

× F A,ext
n+ 1

2
(3.10)

Finally, we substitute δqA = vA,n+ 1
2

in (3.1) and sum up the contributions of all nodes

Tn+1 − Tn + 〈(qA,n+1 − qA,n), SAB
n,n+1qB,n+ 1

2
〉Bh

0
= ΔtvA,n+ 1

2
· F A,ext

n+ 1
2

(3.11)

Rewriting the last equation as follows

Tn+1 − Tn + 〈Σh
n,n+1, (Ch

n+1 − Ch
n)〉Bh

0
= ΔtP h,ext

n,n+1 (3.12)

and taking (3.5) into account we end up with

Tn+1 − Tn + En+1 − En = ΔtP h,ext
n,n+1 (3.13)

which proves algorithmic conservation of energy.
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3.2 Thermomechanical system

We next perform the discretization in time of the coupled thermoelastic problem under
consideration. The algorithmic approximation to the weak form (2.16) is defined by

δqA ·

⎡⎢⎣MAB(vB,n+1 − vB,n) + Δt

∫
Bh

0

SAB
n,n+1 dV qB,n+ 1

2

⎤⎥⎦ = ΔtδqA ·
[
F A,ext

n+ 1
2

]

δΘA

⎡⎢⎣ΓAB
n,n+1ΘB,n+ 1

2
− Δt

∫
Bh

0

KAB
n,n+1 dV ΘB,n+ 1

2

⎤⎥⎦ = ΔtδΘAQh,A
n,n+1

(3.14)

Similar to (3.4), Σh
n,n+1 denotes a consistent algorithmic version of the discrete second

Piola-Kirchhoff stress tensor, defined by

Σh
n,n+1 = ∇C Ψ(Ch

n+ 1
2
, θh

n+ 1
2
) +

eh
n+1 − eh

n − θh
n+ 1

2
Δηh − ∇C Ψ(Ch

n+ 1
2
, θh

n+ 1
2
) : ΔCh

ΔCh : ΔCh ΔCh

(3.15)
where the inner energy in terms of the free Helmholtz energy reads

ek = Ψ(Ch
k, θh

k) − θh
k∇θ Ψ(Ch

k, θh
k), k ∈ {n, n + 1} (3.16)

Conservation properties. Next, we verify that the temporal discretization of the coupled
thermoelastic system inherits the fundamental conservation properties of the underlying
semi-discrete system. Verification of linear and angular momentum conservation follows
exactly the procedure outlined in Section 3.1 (see also Hesch & Betsch [35]). Hence, we
focus on the verification of the algorithmic conservation of energy. Replacing δqA in (3.14)1
with vA,n+ 1

2
and subsequent summation over all nodes yields

Tn+1 − Tn + 〈(qA,n+1 − qA,n), SAB
n,n+1qB,n+ 1

2
〉Bh

0
= ΔtvA,n+ 1

2
· F A,ext

n+ 1
2

(3.17)

The last equation can be rewritten as follows

Tn+1 − Tn + 〈Σh
n,n+1, (Ch

n+1 − Ch
n)〉Bh

0
= ΔtP h,ext

n,n+1 (3.18)

Taking (3.15) into account, we obtain

Tn+1 − Tn +
∫
Bh

0

[
eh

n+1 − eh
n − θh

n+ 1
2
(ηh

n+1 − ηh
n)
]

dV = ΔtP h,ext
n,n+1 (3.19)

In a second step we set δθA = ζ and obtain from (3.14)2∫
Bh

0

[
θh

n+ 1
2
(ηh

n+1 − ηh
n) − Δt

(
∇
∑
A∈ω

NA

)
· Kh(Ch

n+ 1
2
, θh

n+ 1
2
)∇NBΘB,n+ 1

2

]
dV = ΔtQh

n,n+1

(3.20)
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Thus, we arrive at
Tn+1 − Tn + En+1 − En = Δt[P h,ext

n,n+1 + Qh
n,n+1] (3.21)

which proves algorithmic energy consistency.

3.3 Fluid mechanics

To approximate the state (vh
n+1, ph

n+1) we consider a similar mid-point type evaluation of
the weak form in (2.18) and (2.19), and obtain

〈ρ
(

vh
n+1 − vh

n

Δt
+ (vh

n+1/2 · ∇x )vh
n+1/2 − gh

n+1/2

)
, δvh〉Bh+

〈σ(vh
n+1/2, ph

n+1), ∇x (δvh)〉Bh − 〈hh
n+1/2, δvh〉∂Bh,σ = 0

〈∇x · vh
n+1, δph〉Bh = 0

(3.22)

Note that we evaluate the constraints at the end-point configuration and assume that the
corresponding Lagrange multipliers ph

n+1 are constant within each time step. If the system
requires the use of stabilization techniques, presented in (2.21) and (2.22), it yields

〈ρ
(

vh
n+1 − vh

n

Δt
+ (vh

n+1/2 · ∇x )vh
n+1/2 − gh

n+1/2

)
, δvh〉Bh+

〈σ(vh
n+1/2, ph

n+1), ∇x (δvh)〉Bh − 〈hh
n+1/2, δvh〉∂Bh,σ+∑

e

γSUPG〈Rv(vh
n+1/2, ph

n+1), (vh
n+1/2 · ∇x )δvh〉Bh+∑

e

γLSIC〈Rp(vh
n+1), ∇x · δvh〉Bh = 0

〈∇x · vh
n+1/2, δph〉Bh+∑

e

γPSPG〈Rv(vh
n+1/2, ph

n+1), ∇x δph〉Bh = 0

(3.23)

This mid-point type rule (see Betsch & Steinmann [14]) is of second order accuracy and
robust for large time step sizes.

3.4 Unsteady convective transport

Adapting the previously introduced mid-point type rule to (2.33) yields

〈ch
n+1 − ch

n

Δt
, RA〉Bh + κ〈

[
M ∂2

c Ψcon ∇ch
]

n+ 1
2

DT, ∇RA〉Bh+

κ〈
[
Δch ∂cM ∇ch

]
n+ 1

2
DT, ∇RA〉Bh + κ〈

[
M Δch

]
n+ 1

2
DT, ∇ ⊗ ∇RA〉Bh = λ∇cA

Φn+ 1
2

0 = Φn+1
(3.24)
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where we evaluate the mass diffusion equation at the mid-point configuration and the
constraints at the end point.

Conservation properties. Conservation of mass for the full discrete system can be shown
analogues to (1.53). As before, we replace the test functions δc = ζ and obtain∫

Bh

cn+1 dV =
∫
Bh

cn dV (3.25)

where we have again make use of the property ∇ζ = 0.
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4 Domain decomposition

The goal of this section is to provide an adequate, Mortar based method for domain
decomposition problems. This type of variationally consistent mesh-tying method has
been developed by Bernadi et al. [9]. The extension of this method to linear elasticity
problems can be found in Krause & Wohlmuth [50]. For full non-linear elasticity problems
see Hesch & Betsch [34], whereas non-linear thermoelasticity is adressed in Hesch & Betsch
[35]. Application to NURBS can be found in Hesch & Betsch [39].

4.1 Domain decomposition and Solids

∂Bh,(1),d
0

Bh,(1)
0 Bh,(2)

0

Figure 4.1: Decomposition of a body into two domains at the internal inter-
face ∂Bh,d

0 .

We consider a general non-linear mechanical system, artificially subdivided into several
sub-domains (i), occupying the space Bh,(i)

0 ⊂ Rd in the reference configuration. The
material surfaces ∂Bh,(i)

0 are partitioned into the Dirichlet boundary ∂Bh,(i),u
0 , the Neumann

boundary ∂Bh,(i),σ
0 and the internal interface ∂Bh,(i),d

0 between the sub-domains. We require
that the three portions ∂Bh,(i),u

0 , ∂Bh,(i),σ
0 and ∂Bh,(i),d

0 satisfy

∂Bh,(i),u
0 ∪ ∂Bh,(i),σ

0 ∪ ∂Bh,(i),d
0 = ∂Bh,(i)

0 (4.1)

and
∂Bh,(i),u

0 ∩ ∂Bh,(i),σ
0 ∩ ∂Bh,(i),d

0 = ∅ (4.2)
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on each sub-domain. The contribution of body (i) to the balance of linear momentum for
a large deformation contact problem can be expressed as follows

〈ρRϕ̈h, δϕh〉Bh,(i)
0

+ 〈P h, ∇X

(
δϕh)〉Bh,(i)

0
=

〈ρRB̄
h
, δϕh〉Bh,(i)

0
+〈T̄ h

, δϕh〉
∂Bh,(i),σ

0
+ 〈th, δϕh〉

∂Bh,(i),d
0

(4.3)

The discrete balance of linear momentum across the interface reads

〈th,(1), (δϕh,(1) − δϕh,(2))〉Bh,(1),d
0

= 0 (4.4)

using the discrete tractions

th,(1) =
∑

A∈ω̄(1)

NA
(

X(1)
)

λA (4.5)

Here, NA : Bh
0 → R are linear shape functions associated with the nodes A ∈ ω̃(1), where

ω̃(1) denotes the set of element nodes at the internal surface. Inserting (4.5) and (2.1) in
(4.4) yields

λA ·
(

nABδq
(1)
B − nACδq

(2)
C

)
= 0 (4.6)

where nAB and nAC are the Mortar integrals, given by

nAB = 〈NA, NB〉Bh,(1),d
0

nAC = 〈NA, NC〉Bh,(1),d
0

(4.7)

Next a segmentation process for the numerical evaluation of the Mortar integrals in (4.7)
will be developed. Therefore, we have to split the internal surfaces into segments. Several
efficient and powerful segmentation routines have been developed in the past (see Puso [62],
Puso et al. [63] and Hesch & Betsch [34, 36]). To illustrate the procedure, we summarize
the 4-step method developed Hesch in & Betsch [36] (see also Section 5.2):

1. Project orthogonally the nodes on the Mortar side to the opposing surface.
2. Project orthogonally the nodes on the non-Mortar side to the opposing surface.
3. Search for intersections between the edges.
4. Apply a Delaunay triangularization to each element on the Mortar side.

For each segment we obtain local coordinates ξ
(j)
seg,K , K ∈ [1, 2, 3] in the parameter space

for each surface j, defining the vertices of the segment. Introducing linear, triangular shape
functions MK a linear transformation

ξ(j),h
seg (η) =

3∑
K=1

MK(η)ξ(j)
seg,K (4.8)

can be applied to parametrize the interface. The Mortar integrals for each segment can now
be calculated by insertion of (4.8) in (4.7). Thus, we obtain for the segment contributions

nκβ = 〈Nκ(ξ(1),h
seg (η)), Nβ(ξ(1),h

seg (η))〉Bh,(1),d
0

nκζ = 〈Nκ(ξ(1),h
seg (η)), N ζ(ξ(2),h

seg (η))〉Bh,(1),d
0

(4.9)
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To apply a Gauss integration, the Jacobian Jseg of each segment is required

Jseg = ‖A1(ξ(1),h
seg (η)) × A2(ξ(1),h

seg (η))‖ det(Dξ(η)) (4.10)

where Aα(ξ) = NB
,α(ξ)qB denotes the tangential vectors in the reference configuration.

Eventually, we obtain

nκβ =
∫
�

Nκ(ξ(1),h
seg (η))Nβ(ξ(1),h

seg (η))Jseg dη

nκζ =
∫
�

Nκ(ξ(1),h
seg (η))N ζ(ξ(2),h

seg (η))Jseg dη

(4.11)

In a last step, we collect the segment contributions

Φκ
e,seg = nκβq

(1)
β − nκζq

(2)
ζ (4.12)

of each element e and assemble them into a global vector of constraints

Φ(q) = A
e∈ε(1)

⋃
seg

⎡⎢⎣Φκ=1
e,seg
...

Φκ=4
e,seg

⎤⎥⎦ (4.13)

where ε(1) denotes all elements on Bh,(1),d
0 . For the implementation of the assembly, a

location array A = LM(κ, e) is needed to connect the segment contributions to a specific
constraint, for details see Hesch & Betsch [33]. Note that the corresponding nodal force
vector f (i),d,A follows from

δq
(i)
A · f (i),d,A = δq

(i)
A · ∇qA Φ(q) · λA (4.14)

Remark: The physical position of the Gauss points on both surfaces do not necessarily
coincide with their orthogonal projections, although the corner nodes of the segments do.
An alternative solution relies on the evaluation of the orthogonally projected Gauss points
instead of the careful evaluation of the Mortar projections. More details on this discussion
can be found in Puso et al. [63]. Furthermore, as shown in Puso [62], warped meshes can
not be exactly integrated. Within our numerical tests, a 4 point Gauss integration has
shown to be sufficient.

Next, we propose a reformulation of the Mortar constraints following the development in
Hesch & Betsch [34] to retain conservation of both, linear and angular momentum. There-
fore, we decompose the Lagrange multipliers into normal and tangential components

λ = λNνseg + λαaα,seg (4.15)

where
aα,seg =

∑
A

NA
,α(ξ(1),h

seg (η̄))qA (4.16)



24 4.1 Domain decomposition and Solids

and
νseg =

a1,seg × a2,seg

‖a1,seg × a2,seg‖ (4.17)

are evaluated at the mid-point η̄ of each segment. We assume that the normal and the
tangential vectors remain constant throughout each segment, simplifying the evaluation of
the Mortar integrals. The reformulated segment contributions of the Mortar constraints
are given by

Φ̄κ

e,seg =

⎡⎣Φκ
e,seg · a1

Φκ
e,seg · a2

Φκ
e,seg · ν

⎤⎦− Φ̄κ,ref
e,seg (4.18)

where Φ̄κ,ref
e,seg denotes the segment contributions of the Mortar constraints evaluated in the

reference configuration, computed once at problem initialization. This ensures that the
constraints are fulfilled in the reference configuration. Note that if the mesh generation
and refinement does not produce any gaps between the sub-domains and the position of
the Gauss points on both surfaces coincide in the physical space, then Φ̄κ,ref

e,seg = 0.

Guided by the development in Hesch & Betsch [35] we introduce augmented coordinates dA

which equal the normal vector evaluated at each corner node of the elements, analogues to
the Lagrange multipliers. To determine the value of the augmented coordinates, we apply
additional constraints

Φaug =

⎡⎣ dA · a1
dA · a2

dA · dA − 1

⎤⎦ (4.19)

and interpolate the augmented coordinates using the linear shape functions introduced for
the interpolation of the Lagrange multipliers

dseg =
∑

A∈ω̃(1)

NA(ξ(1),h
seg (η̄))dA (4.20)

The reformulated Mortar constraints can be recast by employing the augmented coordi-
nates to obtain

Φ̃κ

e,seg =

⎡⎣Φκ
e,seg · a1

Φκ
e,seg · a2

Φκ
e,seg · dseg

⎤⎦− Φ̄κ,ref
e,seg (4.21)

where Φ̄κ,ref
e,seg remains unchanged.

Frame-indifference. For the verification of frame-indifference, we consider rigid motions
of the form

q
A = c + QqA (4.22)

where c ∈ R3 and Q ∈ SO(3) is a rotation tensor. It is easy to show that one gets for the
convective base vectors

a
α = QNA

,αqA = Qaα (4.23)
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and
ν =

Qa1 × Qa2

‖Qa1 × Qa2‖
= Qν (4.24)

Thus, for the constraints (4.18) follows immediately

Φ̄κ

e,seg(q) =

⎡⎣Φκ
e,seg · QT Qa1

Φκ
e,seg · QT Qa2

Φκ
e,seg · QT Qν

⎤⎦− Φ̄κ,ref
e,seg = Φ̄κ

e,seg(q) (4.25)

provided that ∑
β

nκβ −
∑

ζ

nκζ = 0 (4.26)

is valid (for a detailed discussion see Puso [62]). With regard to (4.19) and (4.21) it is
obvious that

Φaug(q, d) = Φaug(q, QT d) (4.27)

and
Φ̃κ

e,seg(q, d) = Φ̃κ

e,seg(q, QT d) (4.28)

For later use we substitute qA
ε = qA + εζ. Frame-indifference of the constraints, i.e.

Φ̃κ

e,seg(qε, d) = Φ̃κ

e,seg(q, d) implies translational invariance for arbitrary ε. Consequently,

d
dε

∣∣
ε=0Φ̃

κ

e,seg(qε, d) = 0 (4.29)

for any ζ ∈ R3. Similarly, we substitute qA
ε = exp(εζ̂)qA, where exp(ζ̂) ∈ SO(3) denotes

the exponential map of a skew-symmetric tensor ζ̂, such that ζ̂a = ζ × a for arbitrary
a ∈ R3 and receive

d
dε

∣∣
ε=0Φ̃

κ

e,seg(exp(εζ̂)q, d) − Φ̃κ

e,seg(q, exp(−εζ̂)d) = 0 (4.30)

where we have made use of the rotational properties in (4.28). Note that the properties
(4.29) and (4.30) hold for (4.19) as well.

Temporal discretization. Finally, we deal with the discretization in time of the finite-
dimensional mechanical system under consideration. To this end we cast the discrete
version of (4.3) into the form

Mq̈ = −∇E(q) − (D1 Φ(q, d))T λ

0 = (D2 Φ(q, d))T λ

0 = Φ(q, d)
(4.31)

Here the operators D1 and D2 denote the derivative of the vector of constraints Φ(q, d) with
respect to the first and the second slot. Furthermore, q consists of the different sub-domain
contributions of (2.2)1 and M consists of the contributions MAB,(i) corresponding to δq

(i)
A
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and q
(i)
B . Similar, Φ and λ are assembled from (4.19) and (4.21) in conjunction with (4.13).

Note that the reformulated constraints (4.18) can be easily implemented using approach
(4.31) by removing the augmented coordinates and replacing the constraints. Next, we
apply an energy-momentum scheme (see Hesch & Betsch [34]) as follows

qn+1 − qn =Δtvn+1/2

M(vn+1 − vn) = − Δt∇E(qn, qn+1)
− Δt(D1 Φ(qn+1/2, dn+1/2))T λn,n+1

0 = (D2 Φ(qn+1/2, dn+1/2))T λn,n+1

0 = Φ(qn+1, dn+1)

(4.32)

where the Lagrange multipliers λ → λn,n+1 remain constant within each time step.

Conservation properties. Assuming the absence of external forces we obtain for the
linear momentum map L within each time-step

ζ · (Ln+1 − Ln) = − Δtζ ·
∑
A∈ω

[
∇qA E(qn, qn+1)

+∇qA Φ(qn+1/2, dn+1/2)λn,n+1
] (4.33)

For the first term on the right hand side equals zero analogues to (3.7), whereas we obtain
for the second term

− Δtζ ·
∑
A∈ω

∇qA Φ(qn+1/2, dn+1/2)λn,n+1 = 0 (4.34)

where we have made use of property (4.29). For the angular momentum map J we can
state that

ζ · (Jn+1 − Jn) = − Δtζ ·
∑
A∈ω

qA,n+1/2 ×
[
∇qA E(qn, qn+1)

+∇qA Φ(qn+1/2, dn+1/2)λn,n+1
] (4.35)

The first term vanishes due to the skew-symmetry of qA,n+1/2 ×qB,n+1/2 and the symmetry
of Σh

n,n+1. For the second term follows

ζ · (Jn+1 − Jn) = −Δtζ ·
∑
A∈ω

qA,n+1/2 × ∇qA Φ(qn+1/2, dn+1/2)λn,n+1

= Δtλn,n+1 ·
∑
A∈ω

(∇qA Φ(qn+1/2, dn+1/2))T q̂A,n+1/2ζ

= −Δtλn,n+1 ·
∑

A∈ω(1)

(∇dA Φ(qn+1/2, dn+1/2))T d̂A,n+1/2ζ

= Δtζ ·
∑

A∈ω(1)

d̂A,n+1/2∇dA Φ(qn+1/2, dn+1/2)λn,n+1

= 0

(4.36)
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where we have taken (4.30) and (4.32)3 into account. Eventually, we verify algorithmic
conservation of energy. Scalar multiplication of (4.32)2 by vn+1/2 yields

vn+1/2 · M(vn+1 − vn) = − (qn+1 − qn) · ∇E(qn, qn+1)
+ (qn+1 − qn) · (D1 Φ(qn+1/2, dn+1/2))T λn,n+1

(4.37)

where we have taken (4.32)1 into account. Due to the discrete gradient (3.5) we can recast
the last equation as follows

Tn+1 − Tn = − (E(qn+1) − E(qn))
+ λn,n+1 · D1 Φ(qn+1/2, dn+1/2)(qn+1 − qn)

(4.38)

For the last term we state that
D1 Φ(qn+1/2, dn+1/2)(qn+1 − qn) + D2 Φ(qn+1/2, dn+1/2)(dn+1 − dn)

= Φ(qn+1, dn+1) − Φ(qn, dn) = 0
(4.39)

is valid, since the constraints are at most quadratic in q and d and we end up with

Tn+1 − Tn + En+1 − En = − λn+1 · D2 Φ(qn+1/2, dn+1/2)(dn+1 − dn)
= 0

(4.40)

Thus, total energy is algorithmically conserved.

4.2 Domain decomposition and thermomechanical
systems

Next, we to extend our previous developments to domain decomposition problems in ther-
moelasticity. The weak form of the coupling contributions reads

〈th,(1),

([
δϕh,(1)

δθh,(1)

]
−
[
δϕh,(2)

δθh,(2)

])
〉Bh,(1),d

0
= λA ·

(
nAB

[
δq

(1)
B

δΘ(1)
B

]
− nAC

[
δq

(2)
C

δΘ(2)
C

])
(4.41)

where the Mortar integrals nAB and nAC are given in (4.7). The nodal Lagrange multipliers
λA ∈ R4 characterize the generalized forces of the Mortar mesh-tying constraint, given by

ΦA
mortar(q, Θ) = nAB

[
q

(1)
B

Θ(1)
B

]
− nAC

[
q

(2)
C

Θ(2)
C

]
(4.42)

To evaluate the Mortar integrals, we have to divide both sides of the discrete interface
once again into segments. The arising segment contributions to the Mortar mesh-tying
constraints are collected in the vector

Φ̃e,seg(q, Θ) =

⎡⎢⎣Φ̃κ=1
e,seg(q, Θ)

...
Φ̃κ=4

e,seg(q, Θ)

⎤⎥⎦ (4.43)
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where

Φ̃κ

e,seg(q, Θ) = nκβ

[
q

(1)
β

Θ(1)
β

]
− nκζ

[
q

(2)
ζ

Θ(2)
ζ

]
(4.44)

To perform the assembly of the contributions of all elements e ∈ ε̄(1) on the non-Mortar
side, the connection between local and global node numbers is stored in the location array
LM, so that A = LM(κ, e), for A ∈ ω̄(1), κ ∈ {1, . . . , 4} and e ∈ ε̄(1). Accordingly, the
Mortar constraints follow from

ΦA
mortar ← ΦA

mortar + Φκ
e (4.45)

Or equivalently

Φmortar(q, Θ) = A
e∈ε̄(1)

Φ̃e = A
e∈ε̄(1)

⋃
seg

Φ̃e,seg = A
e∈ε̄(1)

⋃
seg

⎡⎢⎣Φ̃κ=1
e,seg(q, Θ)

...
Φ̃κ=4

e,seg(q, Θ)

⎤⎥⎦ (4.46)

After adaptation of the previously introduce augmentation technique, we obtain the fol-
lowing modified constraint functions

Φ̃κ

e,seg(q, Θ, d) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Φκ
e,seg(q, Θ) ·

[
a1,seg

0

]
Φκ

e,seg(q, Θ) ·
[
a2,seg

0

]
Φκ

e,seg(q, Θ) ·
[
dseg
0

]
Φκ

e,seg(q, Θ) ·
[
0
1

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4.47)

Collecting the above segment contributions into a system vector yields

Φ(q, Θ, d) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φaug
A=1(q, d)

...
Φaug

A=nsurf
(q, d)

ΦA=1
mortar(q, Θ, d)

...
ΦA=nsurf

mortar (q, Θ, d)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(4.48)

The Lagrange multipliers corresponding to the coordinate augmentation and the Mortar
constraints are collected in the system vector λ. Overall we obtain seven constraints per
node on the Mortar side.

Temporal discretization. We refer to previous developments in Section 3.2 for details
on the thermoelastical system. As before, we evaluate the primary variables (position,
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temperature and augmented coordinates) using a mid-point type approximation, whereas
the Lagrange multipliers λ → λn,n+1 remain constant within each time step.

δqA ·

⎡⎢⎣MAB(vB,n+1 − vB,n) + Δt

∫
Bh

0

SAB
n,n+1 dV qB,n+ 1

2

⎤⎥⎦ =

ΔtδqA ·
[
F A,ext

n+ 1
2

− ∇qA Φ(qn+ 1
2
, Θn+ 1

2
, dn+ 1

2
) · λn,n+1

]

δΘA

⎡⎢⎣ΓAB
n,n+1ΘB,n+ 1

2
− Δt

∫
Bh

0

KAB
n,n+1 dV ΘB,n+ 1

2

⎤⎥⎦ =

ΔtδΘA

[
Qh,A

n,n+1 − ∇ΘA Φ(qn+ 1
2
, Θn+ 1

2
, dn+ 1

2
) · λn,n+1

]
∇d Φ(qn+ 1

2
, Θn+ 1

2
, dn+ 1

2
) · λn,n+1 = 0

Φ(qn+1, Θn+1, dn+1) = 0
(4.49)

Since we do not change the energy-momentum consistent integrator used for the thermo-
elastic system, we will focus on the additional terms due to the constraints to verify the
conservation properties.

Conservation properties. Proceeding along the lines of Section 4.1 (see (4.33)) and as-
suming the absence of external forces, we obtain for the constraint contributions

ζ · (Ln+1 − Ln) = Δtζ ·
∑
A∈ω

(
−∇qA Φ(qn+ 1

2
, Θn+ 1

2
, dn+ 1

2
) · λn,n+1

)
(4.50)

Frame-indifference of the vector of constraints Φ has already been shown in detail in
Section 4.1 for the purely mechanical case. It can be easily verified that

Φ(qε, Θn+ 1
2
, dn+ 1

2
) = Φ(qn+ 1

2
, Θn+ 1

2
, dn+ 1

2
) (4.51)

Here, qA
ε = qA

n+ 1
2

+ εζ, ∀ A ∈ ω and ε ∈ R is arbitrary. Equation (4.51) implies

d
dε

∣∣∣∣
ε=0

Φ(qε, Θn+ 1
2
, dn+ 1

2
) =
∑
A∈ω

[
∇qA Φ(qn+ 1

2
, Θn+ 1

2
, dn+ 1

2
)
]

· ζ = 0 (4.52)

Insertion in (4.50) yields
Ln+1 − Ln = 0 (4.53)

which confirms, that the constraints do not affect linear momentum conservation. Next
we investigate the angular momentum conservation and obtain

ζ · (Jn+1 − Jn) = Δtζ ·
(∑

A∈ω

qA,n+ 1
2

×
[
−∇qA Φ(qn+ 1

2
, Θn+ 1

2
, dn+ 1

2
) · λn,n+1

])
(4.54)
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Based on the results in Section 4.1 we can postulate for the domain decomposition con-
straints

Φ(qε, Θn+ 1
2
, dn+ 1

2
) = Φ(qn+ 1

2
, Θn+ 1

2
, dε) (4.55)

where qA
ε = exp(εζ̂)qA

n+ 1
2
, ∀ A ∈ ω and dA

ε = exp(−εζ̂)dA
n+ 1

2
, ∀ A ∈ ω̄(1). Accordingly, we

can write in analogy to (4.52)

d
dε

∣∣∣∣
ε=0

[
Φ(qε, Θn+ 1

2
, dn+ 1

2
) − Φ(qn+ 1

2
, Θn+ 1

2
, dε)
]

= 0∑
A∈ω

[
∇qA Φ(qn+ 1

2
, Θn+ 1

2
, dn+ 1

2
) · (ζ × qA

n+ 1
2
)−

∇dA Φ(qn+ 1
2
, Θn+ 1

2
, dn+ 1

2
) · (ζ × dA

n+ 1
2
)
]

= 0

(4.56)

Due to (4.49)3 the last term in the square brackets of (4.56)2 vanishes. Inserting the last
equation into (4.54) yields

Jn+1 − Jn = 0 (4.57)

which confirms, that the constraints do not affect angular momentum conservation as
well. Eventually, we verify algorithmic energy consistency and restrict ourselves to the
contributions of the constraints. In particular, we have to show that these contributions
are workless. For the mechanical part, conservation of energy can be proven following the
arguments in Section 4.1. Similar to result (3.21), in the present case we obtain

Tn+1 − Tn + En+1 − En = Δt

[
P h,ext

n,n+1 + Qh
n,n+1 −

∑
A∈ω

∇ΘA Φ(qn+ 1
2
, Θn+ 1

2
, dn+ 1

2
) · λn,n+1

]
(4.58)

With regard to (4.42) we can rewrite the last term in the square brackets (4.58)∑
B∈ω̄

(λ4
A)n,n+1n

AB −
∑
C∈ω̄

(λ4
A)n,n+1n

AC =

(λ4
A)n,n+1

⎛⎜⎜⎝ ∫
∂Bh,(1),d

NA
(

X(1)
)

dA −
∫

∂Bh,(1),d

NA
(

X(1)
)

dA

⎞⎟⎟⎠ = 0
(4.59)

where we have made use of the property
∑
B

NB
(

X(1)
)

= 1. Taking into account the last

result, (4.58) yields

Tn+1 − Tn + En+1 − En = Δt
[
P h,ext

n,n+1 + Qh
n,n+1

]
(4.60)

which confirm, that the constraints are workless.
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Remark: The last statement depends crucially on the accuracy of the numerical evaluation
of the Mortar integrals for each segment. Remarkably, the proof for linear momentum
conservation in Puso [62] leads to the same conclusion. Our numerical experiments have
shown, that a four point Gauss integration is sufficient.

4.3 Domain decomposition and isogeometric analysis

Next, we want to provide an adequate, Mortar based method for a nonconforming domain
decomposition of NURBS based solids following the outlines in Hesch & Betsch [39]. The
discrete balance of linear momentum across the interface reads

〈th,(1), (δϕh,(1) − δϕh,(2))〉Bh,(1),d
0

= 0 (4.61)

where we have to define t(1),h for NURBS based interfaces which are usually of higher order.
A brief discussion of higher order (in particular quadratic) interpolation in connection with
Mortar contact methods can be found in Puso et al. [63] and in Fischer & Wriggers [20],
a detailed analysis can be found in Hauret & Le Tallec [32]. In Hesch & Betsch [34, 35]
the shape functions of the underlying displacement approximation are used to interpolate
the Lagrange multipliers. Optimal convergence for higher order NURBS interpolation can
only be achieved by using higher order interpolation of the Lagrange multiplier field, i.e. a
quadratic interpolation of the Lagrange multipliers for cubic interpolation of the geometry.
Higher order NURBS interpolation of the Lagrange multiplier field may become difficult,
if the interface is not constructed by an open knot vector. In that case, the interpolation
of the interface depends on a large set of control points, resulting in a large number of
constraints which is inefficient and potentially overconstrained. A higher order Lagrangian
interpolation is possible if additional nodes are placed on the interface. Here, we restrict
ourself to linear shape functions due to the generality within the application, i.e. we can
apply it to arbitrary h-, p- and k-refined bodies.
Note that this approach is potentially underconstrained for extremely coarse meshes in
conjunction with higher order NURBS. In general, a one dimensional system has a knot
vector with n+p+1 entries which correlates in our approach with the number of Lagrange
multipliers reduced by the overall number of multiplicities.

Four corner nodes of each surface element of the interface, independent of the order of the
underlying NURBS solid are given, such that we can always apply a linear interpolation
of the Lagrange multipliers

t(1),h =
∑

A∈ω̃(1)

NAλA (4.62)

Here, NA : B → R are linear Lagrangian shape functions associated with the nodes
A ∈ ω̃(1), where ω̃(1) denotes the set of element nodes (not the control nodes) at the
physical surface. Inserting (4.62) and (2.23) in (4.61) yields

λA ·
(

nABδq
(1)
B − nACδq

(2)
C

)
= 0 (4.63)
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where nAB and nAC are the Mortar integrals, given by

nAB = 〈NA, RB〉Bh,(1),d
0

nAC = 〈NA, RC〉Bh,(1),d
0

(4.64)

The NURBS parametrization
∑

B RBqB and
∑

C RCqC of the respective interface surface
can be derived from the adjacent volume element, as shown in Temizer et al. [68].

Remark: The presented linear interpolation of the Lagrange multipliers can be used inde-
pendent of the order of the NURBS. As a result, the proposed method allows the combined
use of Lagrangian and NURBS based shape functions. As shown in Hesch & Betsch [39]
segmentation procedure for the evaluation of the Mortar integrals as well as the conserva-
tion properties of the resulting constraint formulation are identical to the results in Section
4.1.

4.4 Examples
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Figure 4.2: Initial mesh configuration of the L-shaped block.
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Figure 4.3: Time history of the pressure load.

Flying L-shaped block The first example deals with a continuum body which assumes
the form of an L-shaped block in the stress-free initial configuration (see Figure 4.2). The
block is divided into two parts which are independently meshed. In particular, the larger
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Figure 4.4: Total linear, angular momentum and total energy.

part consists of 648 elements (18 × 6 × 6), while the smaller small part comprises 1000
elements (10 × 10 × 10). Consequently, the two meshes do not conform on the interface.
The model consists of 6786 degrees of freedom, the segmentation process generates 801
segments for 399 constraints. Therefore, 2403 additional constraints for the augmentation
are needed. Hyperelastic constitutive behavior is assumed to be governed by a compressible
Neo-Hooke material with associated stored energy function

W (C) = μ

2
[tr(C) − 3] + λ

2
(ln(J))2 − μ ln(J) (4.65)

using J =
√

det (C). First, a quasi-rigid material behavior is investigated. The corre-
sponding material constants are assumed to take the values λ = 300000, μ = 75000 and
ρ = 100, where λ and μ denote Lamé parameters and ρ is the density.

To initiate the motion, external pressure loads are acting on the block for 0 ≤ t ≤ 0.5,
see Figure 4.2. Figure 4.3 indicates the sinusoidal pressure load. In the simulations doc-
umented below a constant time step size of Δt = 0.01 has been used. For t > 0.5
the present example can be classified as autonomous Hamiltonian system with symmetry.
Accordingly, the total energy, angular and linear momentum are conserved quantities for

Table 4.1: Material properties

Ogden model μ1 = 6.30 · 105 α1 = 1.3
μ2 = 0.012 · 105 α2 = 5.0
μ3 = −0.10 · 105 α3 = −2.0

Heat capacity c0 = 1830
Density ρ0 = 950
Linear expansion coefficient α0 = 22.333 · 10−5

Bulk modulus κ(Θ0) = 2.0 · 108

Empirical coefficients β = 9.0
γ = 2.50

Thermal conductivity K0(Θ0) = 0.15
Softening parameter ωK = 0.004
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Figure 4.5: Temperature distribution at different times.

t > 0.5. The present energy-momentum scheme does indeed conserve these quantities.
This can be observed from Figures 4.4.

Thermal domain decomposition problem This example utilizes the same geometry of
a three-dimensional L-shape as before. As before, two subdomains of the L-shaped block
have been meshed independently (see Figure 4.5). The larger subdomain consists of 840
elements, whereas the smaller subdomain consists of 675 elements. 1584 segments have to
be computed for the domain decomposition interface. Additional 77 normal vectors with
altogether 231 augmented coordinates as unknowns are used.

The data for the used Ogden model are similar to Holzapfel & Simo [41] and are sum-
marized in Table 4.1. Enhanced assumed strain elements (see Appendix A for details)
have been implemented as well. For all examples we define a stress free reference state
in thermal equilibrium based on a homogeneous temperature field Θ0 = 293.15. Thus,

0 4.000 8.000 12.000 16.000 20.000
5722

5723

5724

t

E

Figure 4.6: Energy over time).

the system consists of overall 9110 thermal, mechanical and augmented degrees of freedom
in conjunction with 539 constraints (231 constraints for the augmented coordinates and
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Figure 4.7: Entropy production over time.

308 for the mortar constraints). First we examine the influence of the mortar method
on the pure heat conduction problem, i.e. we exclude all mechanical equations from the
system and apply a linear distribution of temperature to the adiabatically isolated L-shape
(cf. Figure 4.5, left). Figure 4.5, central shows the temperature distribution after 9900,
whereas Figure 4.5, right shows the temperature distribution after 19800. At this time,
thermodynamic equilibrium has nearly been reached. Figure 4.6 shows the total energy of
the system over time.

As can be seen, energy is conserved, which reflects the first law of thermodynamics. The
second law states, that the entropy production remains equal or greater zero, which can
be observed in this particular example from Figure 4.7.

1 2 3 4 5
0

0.5

1

1.5

2

2.5
x 10

5

t

H

 

 

Total energy

Figure 4.8: Energy over time.

We next deal with the completely coupled, transient thermoelastic problem using the same
mechanical configuration as before. Again, after the load phase the adiabatically isolated
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Figure 4.9: Entropy production over time.

system moves freely in space and the time step size has been set to Δt = 0.02. The
proposed energy-momentum consistent scheme obeys the first law of thermodynamics, as
shown in Figure 4.8. For the problem at hand, the entropy production is displayed in
Figure 4.9.

Figure 4.10: Decomposed and partially refined Cook’s membrane.

Cook’s membrane The last, static example deals with a decomposed and partially h-
refined membrane structure, known as Cook’s membrane. In particular we consider a 3d
version of Cook’s membrane with constant thickness h = 10. Fig. 4.10 shows the initial
decomposed and refined mesh. The left part consists of 2 × 4 × 4 and the right of 1 × 3 × 3
quadratic elements. The 4 × 6 × 6 and 3 × 5 × 5 control points of the sub-domains are
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equidistant distributed to simplify mesh generation. The knot vectors are

Ξ(1) = [0, 0, 0, 1, 2, 3, 3]
H(1) = [0, 0, 0, 1, 2, 3, 4, 4, 4]
I(1) = [0, 0, 0, 1, 2, 3, 4, 4, 4]

(4.66)

and
Ξ(2) = [0, 1, 2, 3, 3, 3]
H(2) = [0, 0, 0, 1, 2, 3, 3, 3]
I(2) = [0, 0, 0, 1, 2, 3, 3, 3]

(4.67)

Here, the upper index refers to the left (1) and to the right (2) sub-domain. As before

Figure 4.11: Deformed configuration of the membrane.

a compressible Neo-Hooke material model is applied using μ = 865.3846 and λ = 1298.1.
A Dirichlet boundary condition has been applied to the left side, whereas a Neumann
boundary condition has been applied to the right side of the membrane. In particular, a
surface load acts with a constant load P = [0, −200, 500] on the specified surface. Fig.
4.11 displays the deformed configuration, whereas Fig. 4.12 shows the distribution of the
norm of the Cauchy stresses of the left sub-domain. For comparison we have modified the
KTS method (see Temizer et al. [68]∗) using Lagrange multipliers instead of a penalty
method and applied it to the problem at hand. The stress distribution of the left sub-
domain is displayed in Fig. 4.13. Note that we have applied the Lagrange multipliers on
the interface of the right sub-domain, such that we used 3 × 16 multipliers for the KTS as
well as for the mortar method.

∗The KTS method relies on an pointwise enforcement of the constraints.
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Figure 4.12: Deformed configuration and stress distribution of the left sub-
domain (mortar method).

Figure 4.13: Deformed configuration and stress distribution of the left sub-
domain (KTS method).
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5 Contact

The objective of this section is to develop time integration schemes for node-to-surface
(NTS) as well as Mortar based contact methods. The concept of the NTS approach,
originally introduced by Hallquist [30], has been subject of various papers published within
the last thirty years. A survey of previous developments can be found in the textbooks
written by Laursen [52] and Wriggers [77]. In contrast to that, the far more complex Mortar
constraints (cf. Puso et al. [63], Hüeber & Wohlmuth [43], Popp et al. [61], Gitterle et
al. [24], Tur et al. [72] and the references therein) are currently subject of intensive
research. Energy conserving time integration schemes for unilateral contact problems have
been developed previously within the framework of the NTS method (e.g. Laursen &
Chawla [53], Armero & Petöcz [3], Laursen & Love [54] and Haikal & Hjelmstad [29]).
The extension of the notion of a discrete gradient to contact problems has been developed
by Hauret & Le Tallec [31] and Betsch & Hesch [11].

5.1 NTS method

For the large deformation problem under consideration we define the sets B(i) ⊂ R3, i ∈
{1, . . . , k}, representing the reference configuration of the involved bodies. For convenience
we restrict ourselves to a two body contact problem i ∈ {1, 2} excluding self contact (see
Benson & Hallquist [7] and Yang & Laursen [80]) without prejudice to the generality of
the further development. The potential areas of contact are defined on the surfaces ∂B(i)

0 ,
which are subdivided into the Dirichlet boundary ∂B(i),u

0 with prescribed displacements,
the Neumann boundary ∂B(i),σ

0 with prescribed tractions and ∂B(i),c
0 , the potential contact

area. It is required that the different boundaries satisfy

∂B(i),u
0 ∪ ∂B(i),σ

0 ∪ ∂B(i),c
0 = ∂B(i)

0 (5.1)

and
∂B(i),u

0 ∩ ∂B(i),σ
0 ∩ ∂B(i),c

0 = ∅ (5.2)

The contribution of body (i) to the balance of linear momentum for a large deformation
contact problem can be expressed as follows

〈ρRϕ̈h, δϕh〉Bh,(i)
0

+ 〈P h, ∇X

(
δϕh)〉Bh,(i)

0
=

〈ρRB̄
h
, δϕh〉Bh,(i)

0
+〈T̄ h

, δϕh〉
∂Bh,(i),σ

0
+ 〈th, δϕh〉

∂Bh,(i),c
0

(5.3)
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Figure 5.1: Initial configuration of the representative NTS element: Closest
point projection of the node q(1),S onto the surface ∂Bh,(2),c.

Considering the balance of linear momentum across the current configuration of the contact
area, we obtain

〈th, (δϕh,(1) − δϕh,(2))〉∂Bh,(1),c = 0 (5.4)
In the case of frictionless contact only the normal component of th,(1), defined by th,(1) ·
ν(1)=: λh is nonzero, where ν(1) denotes the outward unit normal vector on surface (1).
Accordingly, (5.4) yields

〈λhν, (δϕh,(1) − δϕh,(2))〉∂Bh,(1),c = 0 (5.5)

Next, we have to discretize the virtual work associated with the contact interface. First,
we introduce the NTS method. This method constrains the system in such a way that the
gap gN remains greater or equal zero. The gap rests on the closest point projection of a
node q(1),S, which is part of the slave side ∂Bh,(1),c, onto the opposing master side ∂Bh,(2),c

and measures the distance between q(1),S and the projected point on ∂Bh,(1),c. Thus, a
typical constraint function depends on the set of relevant vectors

ηS = {q̄S
I } = {q(1),S , q

(2)
1 , . . . , q

(2)
4 } (5.6)

The closest point projection yields

ϕh,(2)(ξ, t) =
4∑

C=1

N̂C(ξ)q(2)
c (t) (5.7)

where the local convective coordinates ξ = (ξ1, ξ2) identify the projected point on ∂Bh,(2),c

(see Wriggers et al. [78], Simo & Laursen [51] and Konyukhov & Schweizerhof [47, 48]).
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Since we use isoparametric tri-linear solid elements, N̂C (ξ) are standard bi-linear local
shape functions.

The framework described in the following allows us to accomplish two major goals: The de-
termination of the configuration dependent convective coordinates is simplified as does the
construction of an energy-momentum scheme based on the notion of a discrete derivative
in the sense of Gonzalez [27].

A measurement of the aforementioned distance between both surfaces can be established
via the gap function gS

N(X, t), given by

gS
N(X, t) =

(
q(1),S −

4∑
C=1

N̂C(ξ)q(2)
C

)
· ν(ξ) (5.8)

Note, that the unit normal vector ν(ξ) also depends on the convective coordinates. Now
the impenetrability condition can be stated as

ΦS(q̄S
I ) = gS

N(X, t) ≤ 0 (5.9)

The corresponding nodal force vector f c,A = f (1),c,A + f (2),c,A can be written as

δqA · f c,A = δq̄S
A · λS∇qA ΦS (5.10)

where λS denotes the Lagrange multiplier and λSν(ξ) the corresponding traction in normal
direction. Since we assume no adhesion, the tractions have to be positive, i.e. λS ≥ 0. In
combination with

λS(X, t)gS
N(X, t) = 0 (5.11)

we get the classical Kuhn-Tucker complementary conditions. These conditions separate
the set of potential contact nodes ω̄ into an active set A and an inactive set I, such that
ω̄ = A ∪ I and A ∩ I = ∅. The discrete multiplier space can now be defined on the slave
side as

Ch = {λh ∈ C−1(∂Bh,(1))| λS = 0, ∀ λS ∈ I} (5.12)

with
λh =

∑
A∈ω̄

NA(XS)λA = δA
S λA = λS (5.13)

where δA
S denotes the classical Kronecker delta and X

(1)
S a material point on ∂Bh,(1)

0 which
coincides with the node S on ∂Bh,(1). For our approach we extend the already adapted
coordinate augmentation technique. This technique leads to additional coordinates that
can be appended to the set ηS of original coordinates

ηaug
S = ηS ∪ {dS} ∪ {fS} (5.14)

pertaining to the representative NTS element. In the present context the additional coor-
dinates dS ∈ R3 play the role of the unit normal vector ν, whereas fS ∈ R2 stands for the
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convective coordinates ξ. To link the new coordinates to the original ones the following
five additional constraint functions are introduced

Φaug,S(q̄S, dS, fS) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

dS · a1(fS)
dS · a2(fS)

1
2(dS · dS − 1)(

q(1),S −
4∑

C=1
N̂C(fS)q(2)

C

)
· a1(fS)(

q(1),S −
4∑

C=1
N̂C(fS)q(2)

C

)
· a2(fS)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.15)

The modified NTS constraints can now be expressed exclusively in terms of the set ηaug
S

Φ̄S(q̄S, dS, fS) =

(
q(1),S −

4∑
C=1

N̂C(fS)q(2)
C

)
· dS (5.16)

To simplify later developments, we collect the constraints (5.16) as well as the augmented
constraints (5.15) and arrange them in a vector of constraint functions

gS(q̄S, dS, fS) =
[

Φ̄S(q̄S, dS, fS)
Φaug,S(q̄S, dS, fS)

]
(5.17)

Frame-indifference. As before, rigid motions of the form

q̄S,
I = c + Qq̄S

I (5.18)

are considered. It is easy to verify the following property

gS(q̄S,, dS, fS) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
q(1),S −

4∑
C=1

N̂Cq
(2)
c

)
· QT dS

a1(fS) · QT dS

a2(fS) · QT dS
1
2((QT dS) · (QT dS) − 1)(

q(1),S −
4∑

C=1
N̂C(fS)q(2)

c

)
· QT Qa1(fS)(

q(1),S −
4∑

C=1
N̂C(fS)q(2)

c

)
· QT Qa2(fS)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= gS(q̄S, QT dS, fS)

(5.19)

where the characteristics of the shape functions (
∑
A

NA(X) = 1) have been used.
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To show translational invariance we substitute c = εζ, ζ ∈ R3 and Q = I, where I denotes
the identity matrix. Equation (5.19) implies, that

gS(q̄S + εζ, dS, fS) = gS(q̄S, dS, fS) (5.20)

holds for arbitrary ε ∈ R. Consequently,

0 =
d
dε

∣∣∣∣
ε=0

gS(q̄S + εζ, dS, fS) =
∑

I

(
∂q̄S

I
gS
)

· ζ (5.21)

which proves translational invariance. Substituting c = 0 and Q = exp(εζ̂) into (5.19)
yields

gS(exp(εζ̂)q̄S, dS, fS) − gS(q̄S, exp(−εζ̂)dS, fS) = 0 (5.22)

Accordingly, we end up with

0 = d
dε

∣∣∣∣
ε=0

[gS(exp(εζ̂)q̄S, dS, fS) − gS(q̄S, exp(−εζ̂)dS, fS) = 0∑
A

(
∂q̄S

A
gS
)

· ζ̂q̄S
A +
(
∂dSgS

)
· ζ̂dS = 0∑

A

(
∂q̄S

A
gS
)

· (ζ × q̄S
A) +
(
∂dS gS

)
· (ζ × dS) = 0

(5.23)

for any vector ζ ∈ R3.

Translational and rotational invariance properties have to be in agreement with Cauchy’s
representation theorem, i.e. it has to be possible to rewrite the system in terms of appro-
priate invariants. In particular, we define three sets of invariants as follows∗

S(ηaug
s ) = {(q̄S

I − q
(2)
1 ) · (q̄S

J − q
(2)
1 ), 1 ≤ I ≤ J ≤ 5}

S̃(ηaug
s ) = {(q̄S

I − q
(2)
1 ) · dS, I = 1, . . . , 5}

S̄(ηaug
s ) = {dS · dS}

(5.24)

and establish a fourth set composed of the augmented coordinates fS

Ŝ(ηaug
s ) = {fS

α , α = 1, 2} (5.25)

∗The invariance property of the last two sets can only be established, if the augmented constraints (5.19)
are fulfilled.
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Next, we rewrite the modified NTS constraints in terms of the above given invariants as
follows

Φ̄S(q̄S, dS, fS) =

(
q(1),S − q

(2)
1 −
∑

J

NJ(fS)q(2)
J +
∑

J

NJ (fS)q(2)
1

)
· dS

= (q(1),S − q
(2)
1 ) · dS −

4∑
J=2

NJ (fS)(q(2)
J − q

(2)
1 ) · dS

(5.26)

Then we introduce a vector of invariants

π̄(q̄S, dS, fS) =

⎡⎢⎢⎢⎢⎢⎢⎣
π1
π2
π3
π4
π5
π6

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

(q(1),S − q
(2)
1 ) · dS

(q(2)
2 − q

(2)
1 ) · dS

(q(2)
3 − q

(2)
1 ) · dS

(q(2)
4 − q

(2)
1 ) · dS

fS
1

fS
2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(5.27)

and rewrite the modified NTS constraints (5.16) in the form

Φ̃S(π̄(q̄S, dS, fS)) = π1 −
4∑

I=2

NI(π5, π6)πI (5.28)

Note that the augmented coordinates fS
1 and fS

2 play the role of linear invariants in (5.27).
They do not depend explicitly on the configuration and the constraints (5.15)4,5 used to
calculate them are invariant as shown in (5.19). Following the same ideas, the additional
constraints (5.15) can be written as

Φ̃aug(π(q̄S, dS, fS)) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4∑
I=2

NI,π5(π5, π6)πI

4∑
I=2

NI,π6(π5, π6)πI

1
2(π7 − 1)

4∑
I=2

NI,π5(π5, π6)πI+6 − K1

4∑
I=2

NI,π6(π5, π6)πI+6 − K2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.29)

with

K1 =
4∑

I=2

4∑
J=2

NI,π5(π5, π6)NJ(π5, π6)(q(2)
I − q

(2)
1 ) · (q(2)

J − q
(2)
1 )

K2 =
4∑

I=2

4∑
J=2

NI,π6(π5, π6)NJ(π5, π6)(q(2)
I − q

(2)
1 ) · (q(2)

J − q
(2)
1 )

(5.30)



5 Contact 45

This gives rise to the definition of the extended vector of invariants

π(q̄S, dS, fS) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

π̄
π7
π8
π9
π10
π11
π12
π13
π14
π15
π16

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

π̄
dS · dS

(q(2)
2 − q

(2)
1 ) · (q(1)

S − q
(2)
1 )

(q(2)
3 − q

(2)
1 ) · (q(1)

S − q
(2)
1 )

(q(2)
4 − q

(2)
1 ) · (q(1)

S − q
(2)
1 )

(q(2)
2 − q

(2)
1 ) · (q(2)

2 − q
(2)
1 )

(q(2)
2 − q

(2)
1 ) · (q(2)

3 − q
(2)
1 )

(q(2)
2 − q

(2)
1 ) · (q(2)

4 − q
(2)
1 )

(q(2)
3 − q

(2)
1 ) · (q(2)

3 − q
(2)
1 )

(q(2)
3 − q

(2)
1 ) · (q(2)

4 − q
(2)
1 )

(q(2)
4 − q

(2)
1 ) · (q(2)

4 − q
(2)
1 )

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.31)

Finally, we can write
g̃S(π(q̄S, dS, fS)) = gS(q̄S, dS, fS) (5.32)

Of course, the fundamental properties defined previously are retained by the reformulated
constraints. With regard to (5.21) we can state that

0 =
d
dε

∣∣∣∣
ε=0

g̃S(π(q̄S + εζ, dS, fS)) = ∂πg̃S ·
∑

A

(
∂q̄S

A
π
)

· ζ (5.33)

which is true a priori due to the construction of the vector of invariants. For the rotational
part in (5.23) follows with regard to property (5.19) and (4.28)

0 = d
dε

∣∣∣∣
ε=0

[g̃S(π(exp(ζ̂)q̄S, dS, fS)) − g̃S(π(q̄S, exp(−εζ̂)dS, fS)) = 0

∂πg̃S ·
[∑

A

(∂q̄S
A
π) · ζ̂q̄S

A + (∂dSπ) · ζ̂dS

]
= 0

∂πg̃S ·
[∑

A

(∂q̄S
A
π) · (ζ × q̄S

A) + (∂dS π) · (ζ × dS)

]
= 0

(5.34)

which is also true a priori due to the construction of the vector of invariants.

Temporal discretization. Next, we want to perform an energy and momentum conserv-
ing time discretization of the semidiscrete system at hand. This approach is in contrast to
the established energy-momentum schemes developed for unilateral contact constraints. In
Laursen & Chawla [53] (and similarly in Armero & Petöcz [3]) an algorithmic gap rate has
been defined in exchange of the original constraints. This ensures conservation of energy
as well as conservation of the momentum maps by sacrificing the exact fulfillment of the
constraints. In Laursen & Love [54] a velocity update procedure has been proposed to
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ensure the conservation properties. In contrast to the algorithmic gap rate approach as
well as the method proposed in this paper the velocity update algorithm can display only
first-order accuracy in time (see also Simo et al. [67]). Within our approach, the fully
discretized equations of motion are given by

qn+1 − qn =Δtvn+ 1
2

M (vn+1 − vn) = − Δt∇E(qn, qn+1)

− Δt
∑
S∈ω̄

(D1π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · λS

0 =
∑
S∈ω̄

(D2π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · λS

0 =
∑
S∈ω̄

(D3π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · λS

0 =

⎡⎢⎣ g̃S=1(π(q̄S
n+1, dS

n+1, fS
n+1))

...
g̃S=nsurf (π(q̄S

n+1, dS
n+1, fS

n+1))

⎤⎥⎦

(5.35)

Here, we use the abbreviation λS := λS,n,n+1 to simplify the notation. Furthermore,
the discrete gradient of the internal energy (in absence of additional external energy)
∇V (qn, qn+1) facilitates conservation of energy and both momentum maps by design. We
refer to Betsch & Steinmann [13] and the references therein for further details of energy-
momentum conserving schemes in the context of non-linear elastodynamics. Additionally,
∇π g̃S(πn, πn+1) denotes a discrete gradient of the constraint functions, defined as (see
Gonzalez [26])

∇π g̃S(πn, πn+1) = ∇π g̃S(πn+ 1
2
) +

g̃S(πn+1) − g̃S(πn) − ∇π g̃S(πn+ 1
2
) · Δπ

‖Δπ‖2 Δπ (5.36)

In this connection, the abbreviations Δπ = πn+1 − πn, πn = π(q̄S
I,n, dS

n , fS
n) and πn+1 =

π(q̄S
I,n+1, dS

n+1, fS
n+1) have been employed.

Conservation properties. We omit the verification of conservation of linear momentum
due to the translational invariance of the constraints and demonstrate exemplarily the
verification of conservation of angular momentum. Since the angular momentum map
J(q, v) is a quadratic function of (q, v) we can state that

Jn+1 − Jn

=
(

D1J
(

qn+ 1
2
, vn+ 1

2

))
(qn+1 − qn) +

(
D2J
(

qn+ 1
2
, vn+ 1

2

))
(vn+1 − vn)

= −
∑
A,B

MABvB
n+ 1

2
×
(
qAn+1 − qAn

)
+
∑
A,B

MABqB
n+ 1

2
×
(
vAn+1 − vAn

) (5.37)
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Scalar multiplication of the last equation with an arbitrary vector ζ and subsequently
substituting from (5.35)1 and (5.35)2 yields

ζ · (Jn+1 − Jn) =

− Δtζ ·
∑

B

qB
n+ 1

2
×
(∑

S∈ω̄

(∂qB
π(q̄S

n+ 1
2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · λS

)
= Δt

∑
S∈ω̄

λS ·
∑

B

(∂qB
π(q̄S

n+ 1
2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · q̂B,n+ 1

2
ζ

(5.38)

Again, we incorporate the relation (5.34)∑
A

(∂qA
π(q̄S

n+ 1
2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · q̂A,n+ 1

2
ζ+

∂dS π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · d̂

S

n+ 1
2
ζ = 0

(5.39)

into the last equation

ζ · (Jn+1 − Jn) =

= −Δt
∑
S∈ω̄

λS · ∂dSπ(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · d̂

S

n+ 1
2
ζ

= Δtζ ·
∑
S∈ω̄

dS
n+ 1

2
× ∂dSπ(q̄S

I,n+ 1
2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · λS

= 0

(5.40)

Eventually, we verify algorithmic conservation of energy. Two sources for the lack of
energy conservation have to be considered: a) The nonlinearity of the constraints and b)
the discretization error in time due to the active set strategy (cf. Hesch & Betsch [33]).
We will deal with the former first and then explain solution strategies for the latter at the
end of this section.

For the verification of algorithmic conservation of energy we have to show that the net
power input to the system within each time step is zero. Scalar multiplication of (5.35)2
with vn+ 1

2
yields

vn+ 1
2

· M (vn+1 − vn) = −∇E(qn, qn+1)(qn+1 − qn)

− (qn+1 − qn) ·
∑
S∈ω̄

(D1π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · λS

(5.41)

The last equation can be recast in the form

Tn+1 − Tn = −[E(qn+1) − E(qn)]

+ λS ·
∑
S∈ω̄

(D1π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · (qn+1 − qn) (5.42)
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where the directionality property of the discrete derivative (see Gonzalez [26]) has been
employed. To show that the last term in (5.42) equals zero, we have to consider the
consistency condition in the discrete setting, i.e. to prove that[

(q̄S
I,n+1 − q̄S

I,n) · (D1π(q̄S
,n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T +

(dS
n+1 − dS

n) · (D2π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T +

(fS
n+1 − fS

n) · (D3π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T
]

· ∇π g̃S(πn, πn+1) = 0

(5.43)

holds. Due to the specific structure of the invariants (cf. (5.31)), we can recast (5.43) as
follows

(πn+1 − πn) · ∇π g̃S(πn, πn+1) = 0 (5.44)

In consequence of the discrete gradient (5.36) the last equation can be written as

g̃S
n+1 − g̃S

n = 0 (5.45)

Insertion into (5.42) yields

Tn+1 − Tn + En+1−En =

−
∑
S∈ω̄

λS·
(

D2π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · (dS

n+1 − dS
n)+

D3π(q̄S
n+ 1

2
, dS

n+ 1
2
, fS

n+ 1
2
))T ∇π g̃S(πn, πn+1) · (fS

n+1 − fS
n)
)

= 0

(5.46)

where (5.35)3 and (5.35)4 have been taken into account. Accordingly, algorithmic conser-
vation of energy is facilitated if the discrete persistency condition λS · (g̃S

n+1 − g̃S
n) = 0 is

fulfilled.

The active set strategy (see Hüber & Wohlmuth [42] and the references therein for details)
separates the set of constraints into the active and inactive set within each time step. A
constraint, moving from the inactive into the active set violates the constraint requirements
at time tn in general. This also violates the consistency condition and (5.45), respectively.
Different possibilities are given to deal with the problem at hand (cf. Hesch & Betsch
[33]). First of all, energy-momentum schemes have been developed to overcome numerical
instabilities in nonlinear elastodynamics (see Simo & Tarnow [66]). This requirement is
fulfilled by the proposed approach independent of the violation of the consistency condition,
so there is no need to correct this kind of artificial energy. If necessary (e.g. for the
numerical verification of energy conservation), the consistency condition itself can be used
by replacing the original constraint function according to

g̃S
n+1 → g̃S

n+1 − g̃S
n (5.47)

so that condition (5.45) is always satisfied.
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Figure 5.2: Three dimensional segmentation problem.

5.2 Mortar method

In contrast to the NTS-method, we interpolate now the tractions using the shape functions
NA of the underlying discrete surface on the non-Mortar side. Accordingly,

th,(1) =
∑

A=ω̄(1)

NA
(

X(1)
)

t
(1)
A (5.48)

If we substitute the shape functions of the underlying geometry and (5.48) into (5.4) we
obtain the discrete contact virtual work

Gc = nB · δq
(1)
B − nC · δq

(2)
C (5.49)

where the abbreviations
nB = 〈tANA, NB〉∂Bh,(1),c (5.50)

and
nC = 〈tANA, NC〉∂Bh,(1),c (5.51)

have been used. The Cauchy tractions are decomposed into the normal and the tangential
part

tA = tN
A + tF

A, with tN
A = λAν, tF · ν = 0 (5.52)

Since we restrict ourselves for now to frictionless sliding, we assume tF = 0. The Mortar
constraints in normal directions can now be written as follows

ΦA = nAB · q
(1)
B − nAC · q

(2)
C (5.53)

where
nAB = 〈νNA, NB〉∂Bh,(1),c (5.54)
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Figure 5.3: Orthogonal projection of the vertices and edges.

and

nAC = 〈νNA, NC〉∂Bh,(1),c (5.55)

are referred to as Mortar integrals. The evaluation of the Mortar integrals (5.54) is based
on a segmentation process, as shown before in Section 4.1. We recast the necessary steps
in the following in detail, since we have to define appropriate augmented constraints to
rewrite the system in terms of invariants:

1. Loop over all nodes q
(2)
I on the Mortar side.

We determine the convective coordinates ξ̄
(1)
I corresponding to the vertices q

(2)
I by

solving the non-linear equations

ΦAug1,I =

⎡⎢⎢⎣
4∑

J=1
N

J,ξ̄
(1)
I,1

(
ξ̄

(1)
I

)
q

(1)
J ·
(

q
(2)
I −

4∑
L=1

NL

(
ξ̄

(1)
I

)
q

(1)
L

)
4∑

J=1
N

J,ξ̄
(1)
I,2

(
ξ̄

(1)
I

)
q

(1)
J ·
(

q
(2)
I −

4∑
L=1

NL

(
ξ̄

(1)
I

)
q

(1)
L

)
⎤⎥⎥⎦ ≡ 0 (5.56)

with respect to the convective coordinates using a standard Newton method. Here,
N

J,ξ̄
(1)
I,α

(ξ̄(1)
I ) denotes the derivative of the shape function with respect to ξ̄

(1)
I,α.

2. Loop over all nodes q
(1)
I on the non-Mortar side, see Figure 5.2.

We determine convective coordinates ξ̄
(2)
I corresponding to the relevant nodes on

the Mortar side. To deal with arbitrary curved surfaces, we project the nodes to
the projected surfaces defined by the nodes q̄

(1)
I =

∑
L

NL

(
ξ̄

(1)
I

)
q

(1)
L instead of the

original surface defined by the nodes q
(2)
I . Once again, we use a Newton method to
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solve the non-linear equations

ΦAug2,I =

⎡⎢⎢⎣
4∑

J=1
N

J,ξ̄
(2)
I,1

(
ξ̄

(2)
I

)
q̄

(1)
J ·
(

q
(1)
I −

4∑
K=1

NK

(
ξ̄

(2)
I

)
q̄

(1)
K

)
4∑

J=1
N

J,ξ̄
(2)
I,2

(
ξ̄

(2)
I

)
q̄

(1)
J ·
(

q
(1)
I −

4∑
K=1

NK

(
ξ̄

(2)
I

)
q̄

(1)
K

)
⎤⎥⎥⎦ ≡ 0 (5.57)

with respect to the convective coordinates ξ̄
(2)
I .

3. Loop over all edges on the non-Mortar side.
To determine the projected intersections between the edges, we create a list of all
edges of all surface elements on the Mortar side and span on each edge, corresponding
to the nodes q

(1)
K , K ∈ {1, 2}, a surface using a normal field†, defined by dK at both

nodes q
(1)
K . Then we create a second list of all edges of the projected mesh. A specific

line on the projected mesh can be determined using the projected nodes q̄
(1)
J =∑

L

NL

(
ξ̄

(1)
J

)
q

(1)
L , J ∈ {1, 2}. Next, we search for the intersection between each

projected line and each possible surface. The corresponding convective coordinates
ξ̃I,1 and ξ̃I,2 (as well as ξ̃I,3 which is not needed in the sequel) follow from

ΦAug3,I =
2∑

I=1

N̂J

(
ξ̃I,1
)

q̄
(1)
J −

2∑
K=1

N̂K

(
ξ̃I,2
) (

q
(1)
K + d

(1)
K ξ̃I,3

)
≡ 0 (5.58)

Note that in the above considerations the shape functions N̂J

(
ξ̃I,i

)
, i ∈ {1, 2} on

the edges are one dimensional.
4. Delaunay triangularization of each element on the Mortar side.

Based on the results of the first three steps we apply a Delaunay triangularization.
Note that several constraints (i.e. specification of nodes, which must be connected)
have to be predetermined.

For later use and guided by previous developments in [37] we introduce a global vector
of coordinates f , collecting all convective coordinates, determined by (5.56), (5.57) and
(5.58).

After we have located all segments, we calculate the segment contributions to the Mor-
tar constraints (5.53). As shown in Section 4.1 we introduce for each segment a linear
transformation η → ξ̃

(i)
seg via

ξ̃
(i)
seg(η) =

3∑
K=1

MK(η)ξ(i)
seg,K (5.59)

where ξ
(i)
seg,K denote the convective coordinates determined previously. For each segment we

specify the associated convective coordinates and collect them in the set ηconv = {f seg} =
†Different definitions of a normal vector on a discrete surface are possible, see e.g. Yang et al. [81]. We

use an averaged normal composed of the normals of the adjacent elements.
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{ξ
(i)
seg,K}, i ∈ {1, 2}, K ∈ {1, 2, 3}. In accordance with the results of the segmentation

algorithm, linear triangular shape functions MK are used. The approximations of the
geometry and of the Cauchy tractions can now be recast in the form

t(1)
seg =

∑
κ

Nκ
(

ξ̃
(1)
seg(η)

)
tκ (5.60)

q(1)
seg =

∑
β

Nβ
(

ξ̃
(1)
seg(η)

)
q

(1)
β (5.61)

q(2)
seg =

∑
ζ

N ζ
(

ξ̃
(2)
seg(η)

)
q

(2)
ζ (5.62)

For the application of a numerical quadrature rule, the Jacobian

Jseg =
∥∥∥a1

(
ξ̃

(1)
seg(η)

)
× a2

(
ξ̃

(1)
seg(η)

)∥∥∥ det(Dξ(η)) (5.63)

is required, where the tangential vectors aα are calculated via

aα =
∑

κ

Nκ

,ξ
(1)
α

(
ξ̃

(1)
seg(η)

)
q(1)

κ (5.64)

Based on the tangential vectors, we specify a unit normal vector ν

ν =
a1

(
ξ̃

(1)
seg(η)

)
× a2

(
ξ̃

(1)
seg(η)

)
∥∥∥a1

(
ξ̃

(1)
seg(η)

)
× a2

(
ξ̃

(1)
seg(η)

)∥∥∥ (5.65)

Then we cut the norm from both, the Jacobian and the normal vector and receive

J̄seg = det(Dξ(η)), ν̄ = a1

(
ξ̃

(1)
seg(η)

)
× a2

(
ξ̃

(1)
seg(η)

)
(5.66)

To prevent expensive calculations we propose at this point a simplification and assume
that ν̄ remains constant in each segment, i.e. we evaluate the normal vector at a specific,
constant position within the segment‡. Then we can rewrite the constraints on segment
level as follows

Φκ
seg = ν̄ ·

[
n̄κβq

(1)
β − n̄κζq

(2)
ζ

]
(5.67)

using the Mortar integrals

n̄κβ(f seg) =
∫
�

Nκ
(

ξ̃
(1)
seg(η)

)
Nβ
(

ξ̃
(1)
seg(η)

)
J̄seg dη

n̄κζ(f seg) =
∫
�

Nκ
(

ξ̃
(1)
seg(η)

)
N ζ
(

ξ̃
(2)
seg(η)

)
J̄seg dη

(5.68)

‡It is important to note that the normal vector still depends on the current configuration of the surface,
only its relative position on the surface remains constant.
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which we evaluate using a standard Gauss quadrature (cf. Hesch & Betsch [34] and Puso
[62]).

Once we have determined all segment contributions, we have to assemble the Mortar
constraints. Therefore, we arrange the constraint functions in a global vector of constraints
Φ(q) in correspondence to the Lagrange multipliers, which are related to the nodal points
on the non-Mortar side ∑

A∈ω̄(1)

λAΦA(q, f) = λ · Φ(q, f) (5.69)

Since each constraint will be assembled out of a variable number of segments, where each
triangular segment relies on the four vertices of e1 with local node number κ ∈ {1, . . . , 4},
we need a connection between the local node numbers and the global location within
the vector of constraints Φ(q). Analogues to the approach in Section 4.1 we introduce a
location array LM, so that A = LM(κ, e1) and use this location array for the assembly of
the segment contributions

Φmortar(q, f ) = A
e1∈ε̄(1)

Φe1(q, f)

= A
e1∈ε̄(1)

⋃
seg

Φe1,seg(qseg, f seg) = A
e1∈ε̄(1)

⋃
seg

⎡⎢⎣Φκ=1
e1,seg(qseg, f seg)

...
Φκ=4

e1,seg(qseg, f seg)

⎤⎥⎦ (5.70)

where qseg is defined by the set of relevant vectors ηseg = {qseg} = {q
(1)
I , q

(2)
J }, ∀ I, J ∈

[1, . . . , 4].

Regarding Cauchy’s representation theorem, we can rewrite the constraints in terms of
invariants. For the later application of the concept of a discrete gradient to conserve the
total energy, we have to reformulate the constraints in terms of invariants, which are at
most quadratic. Therefore, as outlined in Section 4.1, we replace the normal vector for
each segment by augmented coordinates dseg in the Mortar constraints

Φκ
seg(qseg, f seg, dseg) = dseg ·

[
n̄κβ(f seg)q(1)

β − n̄κζ(f seg)q(2)
ζ

]
(5.71)

Note that the additional constraints

Φnormal
seg =

⎡⎣ dseg · a1
dseg · a2

dseg · dseg − ‖a1 × a2‖2

⎤⎦ (5.72)

are necessary to determine the actual value of the augmented coordinates. Next, we rewrite
the Mortar constraints (5.71) in terms of invariants. Therefore, we introduce the following
sets

S̄(ηaug) = {(q(1)
I − q

(1)
1 ) · (q(i)

J − q
(1)
1 ), i ∈ {1, 2}, I, J ∈ {1, 2, 3, 4}}

S̃(ηaug) = {(q(i)
I − q

(1)
1 ) · dseg, i ∈ {1, 2}, I ∈ {1, 2, 3, 4}}

S̊(ηaug) = {dseg · dseg}
Ŝ(ηaug) = {f seg}

(5.73)
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and define a vector of possible invariants

π =

⎡⎢⎢⎣
π̄(i) ∈ S̄(ηaug)
π̃(i) ∈ S̃(ηaug)
π̊ ∈ S̊(ηaug)
π̂ ∈ Ŝ(ηaug)

⎤⎥⎥⎦ (5.74)

Note that we have chosen q
(1)
1 such that all terms with I = 1 in (5.73) vanish. Other

choices using a different number of invariants are possible. To rewrite (5.71) in terms of
the invariants (5.74) we rearrange the constraints as follows

Φκ
seg(qseg, f seg, dseg) = n̄κβ(f seg)dseg · q

(1)
β − n̄κζ(f seg)dseg · q

(2)
ζ (5.75)

As shown in Puso [62], linear momentum can not be exactly conserved due to the inexact
numerical evaluation of the Mortar integrals. This drawback can be removed by assuming
that ∑

β

n̄κβq
(1)
1 −
∑

ζ

n̄κζq
(1)
1 = 0 (5.76)

holds exactly. Note that the evaluation of the Mortar integrals (5.68) by means of quadra-
ture rules violates condition (5.76) in general. Inserting (5.76) in (5.75) yields

Φκ
seg(qseg, f seg, dseg) = n̄κβ(f seg)(q(1)

β − q
(1)
1 ) · dseg − n̄κζ(f seg)(q(2)

ζ − q
(1)
1 ) · dseg (5.77)

Applying the sets of invariants (5.73) the Mortar constraints (5.71) can now be written as
follows

Φκ
seg(π) = n̄κβ(π̂)π̃(1)

β − n̄κζ(π̂)π̃(2)
ζ (5.78)

The additional constraints (5.72) used to determine the actual values of the augmented
coordinates dseg have also to be rewritten in terms of invariants

Φnormal
seg (π) =

⎡⎢⎢⎢⎢⎣
4∑

I=1
N

I,ξ
(1)
1

π̃
(1)
I

4∑
I=1

N
I,ξ

(1)
2

π̃
(1)
I

π̊ − K

⎤⎥⎥⎥⎥⎦ (5.79)

with

K =
[(

N
I,ξ

(1)
1

N
J,ξ

(1)
1

π̄
(1)
I,J

)(
N

I,ξ
(1)
2

N
J,ξ

(1)
2

π̄
(1)
I,J

)
−
(

N
I,ξ

(1)
1

N
J,ξ

(1)
2

π̄
(1)
I,J

)2
]

(5.80)

Note that the constraints ΦAug3 in (5.58) have to be modified as follows

ΦedIJ
Aug3

=

⎡⎢⎢⎢⎢⎢⎢⎣
d

(1)
1 ·
[

2∑
I=1

N̂I

(
ξ̃1
)

q̄
(1)
I −

2∑
J=1

N̂J

(
ξ̃2
) (

q
(1)
J + d

(1)
J ξ̃3

)]
(q(1)

1 − q
(1)
2 ) ·
[

2∑
I=1

N̂I

(
ξ̃1
)

q̄
(1)
I −

2∑
J=1

N̂J

(
ξ̃2
) (

q
(1)
J + d

(1)
J ξ̃3

)]
(q̄(1)

1 − q̄
(1)
2 ) ·
[

2∑
I=1

N̂I

(
ξ̃1
)

q̄
(1)
I −

2∑
J=1

N̂J

(
ξ̃2
) (

q
(1)
J + d

(1)
J ξ̃3

)]

⎤⎥⎥⎥⎥⎥⎥⎦ (5.81)
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As will be shown in the following, the pre-multiplication of the original, nonlinear con-
straints using a local basis composed of d

(1)
J , (q(1)

1 − q
(1)
2 ) and (q̄(1)

1 − q̄
(1)
2 ) is necessary for

the conservation of angular momentum§. Collecting all constraints in one global vector
yields

Φ(π(q, f , d)) =

⎡⎢⎢⎢⎢⎣
Φmortar(π(q, f , d))
Φnormal(π(q, f , d))
ΦAug1(π(q, f , d))
ΦAug2(π(q, f , d))
ΦAug3(π(q, f , d))

⎤⎥⎥⎥⎥⎦ (5.82)

Remark: The original constraint (5.67) can be rewritten in terms of invariants, which are
at most cubic

π̆seg =

⎡⎢⎣(a1 × a2) · (q(1)
β − q

(1)
1 )

(a1 × a2) · (q(2)
ζ − q

(1)
1 )

f seg

⎤⎥⎦ , ∀β, ζ ∈ {1, . . . , 4} (5.83)

The segment contributions to the Mortar constraints based on (5.83) can now be written
as follows

Φ̆κ
seg(π) = n̄κβ(π̆)π̆(1)

β − n̄κζ(π̆)π̆(2)
ζ (5.84)

After the assembly procedure (see (5.70)) we obtain the reformulated Mortar constraints
Φ̆mortar(π̆(q, f , d)). Note, however, that cubic invariants prevent the application of the
concept of a discrete gradient in the sense of Gonzalez [27].

Frame-indifference. As before, we postulate the invariance of the strain energy function
V (q) (cf. Betsch & Steinmann [13]) and concentrate our investigations on the constraint
functions. To verify the frame-indifference, rigid body motions

q
I,seg = c + QqI,seg (5.85)

analogues to (5.18) are considered. Due to the definition of the sets in (5.73) and the
demonstrated reformulation of the segment contributions in terms of invariants (5.78) we
can state that

Φκ
seg(π(c + QqI,seg, f seg, dseg)) − Φκ

seg(π(qseg, f seg, QT dseg)) = 0 (5.86)

Next, we substitute c = εζ and Q = I. Accordingly, we receive for the translational part

0 = d
dε

∣∣∣∣
ε=0

Φκ
seg(π(qI,seg + εζ, f seg, dseg)) = DΦκ

seg(π)) ·
∑

I

∂qI,segπ(qseg, f seg, dseg) · ζ = 0

(5.87)

§Other local bases are possible.
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For the rotational part, we substitute c = 0 and Q = exp (εζ̂), and receive

0 = d
dε

∣∣∣∣
ε=0

Φκ
seg(π(exp(εζ̂)qI,seg, f seg, dseg)) − Φκ

seg(π(qseg, f seg, exp(−εζ̂)dseg))

=DΦκ
seg(π)) ·

∑
I

[
∂qI,segπ(qseg, f seg, dseg) · (ζ × qI,seg)

+ ∂dsegπ(qseg, f seg, dseg) · (ζ × dseg)
]

(5.88)

Since we rewrite the additional constraints (5.72), (5.56), (5.57) and (5.58) in terms of the
same invariants, analogues properties are also valid for them.

Temporal discretization. To solve the semidiscrete system at hand, we have to imple-
ment an appropriate time stepping scheme. Three approaches for the discretization in time
with different degrees of complexity are considered below.

1. The most complex approach rests on the configuration dependency of the Mortar
integrals. For a typical time step [tn, tn+1] of length Δt the equations of motion (5.3)
can be recast in the form¶

qn+1 − qn =Δtvn+ 1
2

M(vn+1 − vn) = − Δt∇E(qn, qn+1)

− Δt(D1π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · λn,n+1

0 =(D2π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · λn,n+1

0 =(D3π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · λn,n+1

0 =Φ(π(qn+1, dn+1, fn+1))

(5.89)

The equivariant discrete gradient of the constraints ∇π Φ(πn, πn+1) consists on the
one hand of the segment contributions

∇π Φκ
seg(πn, πn+1) =∇Φκ

seg(πn+ 1
2
)+

Φκ
seg(πn+1) − Φκ

seg(πn) − ∇Φκ
seg(πn+ 1

2
)Δπ

‖Δπ‖2 Δπ
(5.90)

where Δπ = πn+1 − πn. On the other hand, ∇π Φ(πn, πn+1) consists of the contri-
butions of the reformulated constraints (4.48)2−5, using the same vector of invariants
and the same definition for the discrete gradient.

2. A tremendous decrease of the size and the complexity of the system can be achieved
by evaluating the convective coordinates f only at time tn. The equations of motion

¶Here, D1−3 denotes the derivative with respect to the 1 − 3 slot.
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can now be recast in the form
qn+1 − qn =Δtvn+ 1

2

M(vn+1 − vn) = − Δt∇E(qn, qn+1)

− Δt(D1π(qn+ 1
2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1) · λn,n+1

0 =(D2π(qn+ 1
2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1) · λn,n+1

0 =Φ(π(qn+1, dn+1, fn))

(5.91)

Here, the constraints are assembled as follows

Φ(π(qn+1, dn+1, fn)) =
[
Φmortar(π(qn+1, dn+1, fn))
Φnormal(π(qn+1, dn+1, fn))

]
(5.92)

Note that the segments have to be generated merely once for each time step and are
held constant until the next time step.

3. A further decrease of the size and the complexity of the system can be achieved by
eliminating the augmentation of the normal vector and sacrificing exact conservation
of energy. In particular, we retain the augmented coordinates fn and make use of
the cubic invariants π̆ (see (5.83)) instead of the quadratic invarinats

qn+1 − qn =Δtvn+ 1
2

M(vn+1 − vn) = − Δt∇E(qn, qn+1)
− Δt(D1π̆(qn+ 1

2
, fn))T ∇̆π Φ(π̆n, π̆n+1) · λn,n+1

0 =Φ̆mortar(π̆(qn+1, fn))

(5.93)

Conservation properties. Again we focus on the constraint contributions and start with
the conservation properties of the momentum maps for the first approach

ζ · (Ln+1 − Ln) = ζ ·
∑
A∈ω̄

(
pA,n+1 − pA,n

)
= ζ ·

∑
A∈ω̄

(∂qA
π(qn+ 1

2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · λn,n+1

= 0

(5.94)

and

ζ · (Jn+1 − Jn) = ζ ·
∑
A∈ω

[(
qA,n+1 − qA,n

)
× pA,n+ 1

2
+ qA,n+ 1

2
×
(
pn+1 − pn

)]
= −Δtζ ·

∑
A∈ω

[
qA,n+ 1

2
× (∂qA

π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · λn,n+1

]
= −Δtλn,n+1 ·

(
∇π Φ(πn, πn+1)

)T

·
∑
A∈ω

(∂qA
π(qn+ 1

2
, dn+ 1

2
, fn+ 1

2
)) · q̂A,n+ 1

2
ζ

(5.95)
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With regard to (5.88) we can state

(
∇π Φ(πn, πn+1)

)T

·
[∑

A∈ω̄

(∂qA
π(qn+ 1

2
, dn+ 1

2
, fn+ 1

2
)) · q̂A,n+ 1

2
ζ−

∑
B∈ωseg

(∂dB
π(qn+ 1

2
, dn+ 1

2
, fn+ 1

2
)) · d̂B,n+ 1

2
ζ

⎤⎦ = 0
(5.96)

and rewrite the last equation

ζ · (Jn+1 − Jn)

=Δtλn,n+1 ·
(

∇π Φ(πn, πn+1)
)T

·
∑

B∈ωseg

[
(∂dB

π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
)) · d̂B,n+ 1

2
ζ
]

=Δtζ ·
∑

B∈ωseg

dB,n+ 1
2

× (∂dB
π(qn+ 1

2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · λn,n+1

=0
(5.97)

Next, we verify algorithmic conservation of energy. Since the original system deals with
inequality constraints, an additional error in energy arises due to the application of the
active set strategy. As shown in Hesch & Betsch [37], this error is negligible and can be
treated as described in the afore mentioned paper. For the algorithmic conservation of
energy the net power input to the system within each time step has to be zero. After a
few calculations we receive

Tn+1 − Tn + En+1 − En = λn,n+1 · D1π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1) · (qn+1 − qn)

(5.98)
Introducing the discrete consistency condition

D1π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1)(qn+1 − qn)+

D2π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1)(dn+1 − dn)+

D3π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1)(fn+1 − fn) =

∇π Φ(πn, πn+1)(πn+1 − πn) =
Φ(πn+1) − Φ(πn) =0

(5.99)

we can show that

Tn+1 − Tn + En+1 − En =

− λn,n+1 ·
[
D2π(qn+ 1

2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1)(dn+1 − dn)+

D3π(qn+ 1
2
, dn+ 1

2
, fn+ 1

2
))T ∇π Φ(πn, πn+1)(fn+1 − fn)

]
=0

(5.100)
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is valid. Thus, total energy is conserved. Similarly, the second approach yields for the
momentum maps

ζ · (Ln+1 − Ln) = ζ ·
∑
A∈ω̄

(
pA,n+1 − pA,n

)
= ζ ·

∑
A∈ω̄

(∂qA
π(qn+ 1

2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1) · λn,n+1

= 0

(5.101)

and

ζ · (Jn+1 − Jn) = ζ ·
∑
A∈ω

[(
qA,n+1 − qA,n

)
× pA,n+ 1

2
+ qA,n+ 1

2
×
(
pn+1 − pn

)]
= −Δtζ ·

∑
A∈ω

[
qA,n+ 1

2
× (∂qA

π(qn+ 1
2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1) · λn,n+1

]
= −Δtλn,n+1 ·

(
∇π Φ(πn, πn+1)

)T

·
∑
A∈ω

(∂qA
π(qn+ 1

2
, dn+ 1

2
, fn)) · q̂A,n+ 1

2
ζ

(5.102)
With regard to (5.88) we obtain immediately(

∇π Φ(πn, πn+1)
)T

·
[∑

A∈ω̄

(∂qA
π(qn+ 1

2
, dn+ 1

2
, fn)) · q̂A,n+ 1

2
ζ−

∑
B∈ωseg

(∂dB
π(qn+ 1

2
, dn+ 1

2
, fn)) · d̂B,n+ 1

2
ζ

⎤⎦ = 0
(5.103)

and rewrite equation (5.102) as follows
ζ · (Jn+1 − Jn)

=Δtλn,n+1 ·
(

∇π Φ(πn, πn+1)
)T

·
∑

B∈ωseg

[
(∂dB

π(qn+ 1
2
, dn+ 1

2
, fn)) · d̂B,n+ 1

2
ζ
]

=Δtζ ·
∑

B∈ωseg

dB,n+ 1
2

× (∂dB
π(qn+ 1

2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1) · λn,n+1

=0
(5.104)

Again, both momentum maps are algorithmically conserved. For the total energy we get

Tn+1−Tn+En+1−En = λn,n+1·D1π(qn+ 1
2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1)·(qn+1−qn) (5.105)

The discrete consistency condition reads

D1π(qn+ 1
2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1)(qn+1 − qn)+

D2π(qn+ 1
2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1)(dn+1 − dn) =

∇π Φ(πn, πn+1)(πn+1 − πn) =
Φ(πn+1) − Φ(πn) =0

(5.106)
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and insertion in (5.105) yields

Tn+1−Tn+En+1−En = −λn,n+1·
[
D2π(qn+ 1

2
, dn+ 1

2
, fn))T ∇π Φ(πn, πn+1)(dn+1 − dn)

]
= 0

(5.107)
Thus, total energy is conserved. Furthermore, we can show for the third approach that

ζ · (Ln+1 − Ln) = ζ ·
∑
A∈ω̄

(
pA,n+1 − pA,n

)
= ζ ·

∑
A∈ω̄

(∂qA
π̆(qn+ 1

2
, fn))T ∇̆π Φ̆(π̆n, π̆n+1) · λn,n+1

= 0

(5.108)

and

ζ · (Jn+1 − Jn) = ζ ·
∑
A∈ω

[(
qA,n+1 − qA,n

)
× pA,n+ 1

2
+ qA,n+ 1

2
×
(
pn+1 − pn

)]
= −Δtζ ·

∑
A∈ω

[
qA,n+ 1

2
× (∂qA

π̆(qn+ 1
2
, fn))T ∇̆π Φ̆(π̆n, π̆n+1) · λn,n+1

]
= −Δtλn,n+1 ·

(
∇̆π Φ̆(π̆n, π̆n+1)

)T

·
∑
A∈ω

(∂qA
π̆(qn+ 1

2
, fn)) · q̂A,n+ 1

2
ζ

= 0

(5.109)

Accordingly, both momentum maps are algorithmically conserved. Since we can not apply
the concept of a discrete gradient, total energy is not conserved.

5.3 Frictional contact

Next, we focus on frictional contact problems (see Franke et al. [21]). As before, we
establish the definition of the closest point projection

‖ϕ(1)(X(1)) − ϕ(2)(X̄(2)(X(1)))‖ → min (5.110)

where ϕ(2)(X̄(2)(X(1))) is the closest point to ϕ(1)(X(1)). The projection is characterized
by the convective coordinates

ϕ̄(2) := ϕ(2)(ξ̄), ξ̄ = [ξ̄1, ξ̄2] (5.111)

where ξ̄α are calculated from (5.110). We further introduce tangent vectors

aα := ϕ(2)
,α (ξ̄) (5.112)

where (•),α denotes the derivative with respect to ξα. Note that the vectors aα are directed
tangentially along the coordinate curves ξα at ϕ̄(2). Associated dual vectors are defined
by

aα = mαβaβ (5.113)
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where mαβ = (mαβ)−1 is the inverse of the metric mαβ = aα · aβ. The definition of the gap
function as well as the corresponding Karush-Kuhn-Tucker conditions in normal direction
remains, such that we can decompose the contact traction in (5.4) into the normal and the
tangential part

th = tN n + tT (5.114)
and require that tT · n = 0 and tT = tTαaα. The corresponding frictional constitutive law
to define the tractions tTα will be dealt with in the appendix.

Summarizing, the contact contribution to the virtual work can now be written in the
form

Gc(ϕ, δϕ) = 〈
[
δϕ(1) − δϕ̄(2)] , [tN n + tTαaα]〉∂Bh,(1),c (5.115)

The last statement depends crucially on the variation of the convective coordinates ξ̄ on
which we will focus next. In particular, we outline the most common approach, referred
to as the direct approach in the following (see [47]) and present subsequently a new aug-
mentation technique for the description of the frictional kinematics.

Direct approach The convective coordinates ξ̄ = [ξ̄1, ξ̄2] can be obtained from the solu-
tion of the minimum distance problem (5.110). Correspondingly, the orthogonality condi-
tion (

ϕ(1) − ϕ̄(2)) · aα = 0, ∀α ∈ {1, 2} (5.116)
has to be valid. Computing the time derivative of the last equation yields

(ϕ̇(1) − ˙̄ϕ(2) − aβ
˙̄ξβ) · aα +

(
ϕ(1) − ϕ̄(2)) ·

(
ȧα + aαβ

˙̄ξβ
)

= 0 (5.117)

Using the unit length of the normal vector, i.e. n · n = 1 together with (ϕ(1) − ϕ̄(2)) = gn,
we can rearrange the terms in (5.117) and obtain the rate of change of the convective
coordinates

˙̄ξβ = Aαβ
[(

ϕ̇(1) − ˙̄ϕ(2)) · aα + g n · ˙̄ϕ(2)
,α

]
(5.118)

where Aαβ denotes the inverse of Aαβ := mαβ − g hαβ and hαβ = aαβ · n is the curvature
of the surface. Replacing the velocity by the variation yields

δξ̄β = Aαβ
[(

δϕ(1) − δϕ̄(2)) · aα + g n · δϕ̄(2)
,α

]
(5.119)

Assuming that g = 0 is valid at the contact interface, the variation of ξ̄α boils down to

δξ̄α =
(
δϕ(1) − δϕ̄(2)) · aα (5.120)

Accordingly, the virtual work expression (5.115) can be recast in the form

Gc(ϕ, δϕ) =
∫

∂Bh,(1),c

(
tNδg + tTαδξ̄α

)
dA (5.121)

The majority of previous works dealing with large deformation frictional contact problems
rely on (5.121) (see Wriggers [77]). Note that statement (5.121) holds true if (5.119) is used
instead of (5.120), since the additional terms to be considered only redefine the tractions
tTα in tangential direction.
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Coordinate augmentation technique Following the arguments in Hesch & Betsch [37]
we extend a specific coordinate augmentation technique to frictional contact problems.
This technique relies on the introduction of additional coordinates f = [f 1, f 2] ∈ R2 which
represent the convective coordinates [ξ1, ξ2]. To link the new coordinates to the original
ones, we introduce two constraint functions

Φaug(ϕ, f) =
[(

ϕ(1) − ϕ(2)(f)
)

· a1(f)(
ϕ(1) − ϕ(2)(f)

)
· a2(f)

]
(5.122)

and require that Φaug = 0. Similar to definition (5.112) for the tangent vectors, in (5.122),
aα(f) = ϕ

(2)
,α (f) for α = 1, 2. Analogous to the definition of the gap function in the previous

Section we introduce
g̃(ϕ, f) =

(
ϕ(1) − ϕ(2)(f)

)
· ñ(f) (5.123)

The contact contribution to the virtual work can now be determined along the lines of the
direct approach. Accordingly, similar to (5.121), we obtain

Gc(ϕ, f, δϕ, δf) =
∫

Γ(1)
c

(tN δg̃ + tTαδfα)) dA (5.124)

where δg̃ = (δϕ(1) − δϕ(2)(f)) · ñ(f). It is important to realize that the augmented co-
ordinates f are to be viewed as primary variables on an equal footing with the original
variables ϕ. Consequently, the newly proposed augmentation technique strongly affects
the discretization in space and time. Indeed, it will be shown in the sequel that the
newly proposed augmentation technique simplifies the implementation significantly when
compared to the direct approach.

Spatial discretization Analogous to the approximations of the solution and the test space
in 2.1 we define the following approximations at the contact boundaries

ϕ(i),h
c =

∑
I∈ω̄

N̂ Iq
(i)
I , δϕ(i),h

c =
∑
J∈ω̄

N̂J δq
(i)
J (5.125)

where N̂I denote bilinear shape functions at the corresponding node I ∈ ω̄, representing
the set of all nodes on the contact interface. Using the direct approach, we have to compute
the convected coordinates ξ̄1, ξ̄2 internally within each NTS element A by solving⎡⎣(q(1)

s − q
(2)
s (ξ̄1, ξ̄2)

)
· a1(ξ̄1, ξ̄2)(

q
(1)
s − q

(2)
s (ξ̄1, ξ̄2)

)
· a2(ξ̄1, ξ̄2)

⎤⎦ = 0 (5.126)

for the convective coordinates using a Newton-Raphson iteration. The discrete nodal gap
function gh

s reads
gh

s (qA) =
(
q(1)

s − q(2)
s (ξ̄1, ξ̄2)

)
· n(ξ̄1, ξ̄2) (5.127)
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using the set of nodes ηNT S := {qA} = {q
(1)
s , q

(2)
1 , q

(2)
2 , q

(2)
3 , q

(2)
4 }. Employing the discrete

nodal gap function we can define the constraint function in normal direction

Φ̄n(qA) =
∫

Γ(1)
c

gh
s dA (5.128)

along with the Lagrange multipliers λ̄n which can be viewed as discrete counterpart of the
normal traction tN . The corresponding tangential tractions are dealt with in Appendix C
for the case of Coulombs law. Similar to the kinematic relationship (5.119), the variation
of the convective coordinates in the discrete setting reads

δξ̄α,h
s = Aαβ

[(
δq(1)

s − δq̄(2)
s

)
· aβ + ghn · δaβ

]
(5.129)

If we assume that the gap is zero, we obtain

δξ̄α,h
s = Aαβ

(
δq(1)

s − δq̄(2)
s

)
· aβ (5.130)

and the corresponding discrete virtual contact work for a single NTS element reads

Gc,h
s =

∫
Γ(1)

c

(
tNδgh

s + tTαδξ̄α,h
s

)
dA (5.131)

Next, we rearrange the frictional contributions using a single vector δq ·f fric. Furthermore,
we collect all normal constraints in a single vector Φn(q) and assemble the associated
Lagrange multipliers in the vector λn. Then, the semi-discrete equations of motion reads

0 = Mq̈ + ∇q V (q) + ∇q (Φn(q) · λn) + f fric(q)
0 = Φn(q)

(5.132)

Coordinate augmentation technique Next we apply the coordinate augmentation tech-
nique described in Section 5.3 to the NTS element. In contrast to the direct approach, we
calculate the convective coordinates on a global level, i.e. we do not solve the algebraic
system of equations in (5.126) internally, but enforce them as additional constraints

Φ̄aug(qA, fA) =
[(

q(1) − q(2)(fA)
)

· a1(fA)(
q(1) − q(2)(fA)

)
· a2(fA)

]
(5.133)

Here, we make use of a vector fA ∈ R2 for each NTS element, representing the convective
coordinates [ξ̄1, ξ̄2]. The associated Lagrange multipliers are given by λ̄

aug. In addition to
that, the constraints in normal direction are given by

Φ̄n(qA, fA) =
(
q(1)

s − q(2)
s (fA)

)
· n(fA) (5.134)

As before, we collect all data in global vectors, i.e. we collect all augmented coordinates in a
single vector f ∈ Rl, where l denotes the number of all convective coordinates. Furthermore,
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the augmented constraints (5.133) are arranged in a single vector Φaug(q, f) ∈ Rl and the
associated Lagrange multipliers in a single vector λaug ∈ Rl. The semi-discrete equations
of motion can now be written as follows

0 = Mq̈ + ∇q V (q) + ∇q (Φ(q, f) · λ)
0 = ∇f (Φ(q, f) · λ) + f aug(q, f)
0 = Φ(q, f)

(5.135)

where Φ(q, f) = [Φaug, Φn]T ∈ Rm and λ = [λaug, λn]T ∈ Rm. Furthermore, faug(q, f) =
[tT1 , . . . , tTn ]T ∈ Rl combines the frictional tractions in a single vector.

To implement the newly proposed method in an efficient way, we eliminate the additional
Lagrange multipliers λaug using the algebraic condition (5.135)2. For a single NTS element,
this condition reads

∇fA (Φ̄aug · λ̄
aug) + ∇fA Φ̄nλ̄n + f̄

aug = 0 (5.136)

where f̄
aug = [tT1 , tT2 ]T ∈ R2 represents the tangential tractions of the corresponding NTS

element. The Lagrange multipliers can now be calculated analytically as follows

λ̄
aug = −

(
∇fA Φ̄aug)−1 ·

(
∇fA Φ̄nλ̄n + f̄

aug
)

(5.137)

Accordingly, on the level of each NTS element, the Lagrange multipliers associated with
the augmented coordinates can be expressed in terms of the extended set of coordinates
qA, fA and the contact traction λ̄n in normal direction. Using (5.137) for each NTS element
the vector λ̄

aug of Lagrange multipliers can be eliminated from the semi-discrete equations
of motion (5.135). Accordingly, we arrive at

0 = Mq̈ + ∇q V (q) + (P∇f Φn(q, f) + ∇q Φn(q, f)) · λn + Pf aug(q, f)
0 = Φ(q, f)

(5.138)

where the block diagonal matrix P = diag(P̄1, . . . , P̄n) consists of the local projection
matrix

P̄ = −∇qA Φ̄aug (∇fA Φ̄aug)−1 (5.139)

for each NTS element. Note that ∇f Φn = 0 is valid at the solution point and we obtain
the simplified system

0 = Mq̈ + ∇q V (q) + ∇q (Φn(q, f) · λn) + Pfaug(q, f)
0 = Φ(q, f)

(5.140)

The last set of equations defines the residual [Rq, Φ]T, which we have to solve with respect
to q ∈ Rn, f ∈ Rl and λn ∈ Rm−l. This first reduction step can be written in matrix
notation using the modified projection matrix

P̃ =
[

In×n P 0n×m

0m×n 0m×l Im×m

]
∈ R(n+m)×(n+l+m) (5.141)
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where n denotes the number of degrees of freedom of the configuration q, m the num-
ber of constraints Φ = [Φaug, Φn] and l the number of augmented coordinates f. Pre-
multiplication of (5.135) by the projection matrix in (5.141) yields (5.140).

In a second step, we eliminate the augmented coordinates within the Newton-Raphson
iteration [

Kqq Kqf ∇q Φn

∇q
T Φ ∇f

T Φ 0

]
·

⎡⎣ Δq
Δf

Δλn

⎤⎦ =
[
Rq

Φ

]
(5.142)

used to solve (5.140). Here, Kqq and Kqf denotes the derivative of Rq with respect to
q and f, respectively. Next, we extract the equations for the augmented constraints of a
single NTS element from (5.142)

∇qA
T Φ̄augΔqA + ∇fA

T Φ̄augΔfA = Φ̄aug (5.143)

and solve this last equation with respect to ΔfA, such that we obtain

ΔfA =
(
∇fA

T Φ̄aug)−1 Φ̄aug −
(
∇fA

T Φ̄aug)−1 ∇qA
T Φ̄augΔqA

=
(
∇fA

T Φ̄aug)−1 Φ̄aug + P̄
T ΔqA

(5.144)

Insertion in (5.142) yields the reduced system[
Kqq + KqfP

T ∇q Φn

∇q
T Φn 0

]
·
[

Δq
Δλn

]
=
[
Rq − Kqf

(
∇f

T Φ̄aug)−1 Φaug

Φn

]
(5.145)

The last reduction step can also be written in matrix notation using

P̄ =
[

In×n P 0n×(m−l)

0(m−l)×n 0(m−l)×l I(m−l)×(m−l)

]
∈ R(n+m−l)×(n+m) (5.146)

It is important to remark, that the whole reduction procedure can be carried out on element
level for each single NTS-element, since P is block diagonal. The convective coordinates
can be recovered using (5.144). The consistent linearization can now be carried out in two
different ways:

1. As shown in (5.142) we have to linearize (5.140)1 with respect to the configuration q
and the augmented coordinates f. The involved constraints (5.133) and (5.134) are
at most quadratic in the configuration and in the augmented coordinates, thus the
only terms of higher order to be derived depend on the used constitutive law faug

(this derivative is always necessary) and the 2 × 2 inverse matrix (∇fA
T Φ̄aug)−1, i.e.

we have to linearize P.
2. In (5.140) we have used the projection matrix P̃ to obtain a new residual, which we

have to linearize to obtain the (n + m) × (n + m) matrix in (5.142). Alternatively
we can pre-multiply the full linearized original system (5.135) by P̃ and obtain[

Ko
qq + PKo

fq Ko
qf + PKo

ff ∇q Φ + P∇f Φ
∇q

T Φ ∇f
T Φ 0

]
·

⎡⎣Δq
Δf
Δλ

⎤⎦ = P̃
⎡⎣Ro

q

Ro
f

Φ

⎤⎦ (5.147)
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where terms labeled by the upper index (•)o represent the contributions arising from
(5.135)1 and (5.135)2. Next, we remove Δλaug and the corresponding columns from
the system, since we solve directly for λaug using (5.137). The second reduction step
follows as before, now avoiding the linearization of P. Note, that we take again
advantage of its blockdiagonal structure, such that all steps can be carried for each
contact element.

The linearization is extremely simplified, compared with traditional methods, where we
need to calculate the linearization of the variation of the convective coordinates (cf.
Laursen [52])

Δ δξ̄α =Aαβ
[
−aβ

(
δξ̄γ Δϕ̄(2)

,γ + δϕ̄(2)
,γ Δξ̄γ

)
− (aβ · aγδ − g n · aβγδ) δξ̄γ Δξ̄δ +

g
(
δϕ̄,βγ Δξ̄γ + Δϕ̄,βγ δξ̄γ

)
n −
(

δϕ̄
(2)
,β + aβγ δξ̄γ

)
· aδ Δξ̄δ−(

Δϕ̄
(2)
,β + aβγ Δξ̄γ

)
· aδ δξ̄δ +

(
δϕ(1) − δϕ̄(2)) (Δϕ̄

(2)
,β + aβγ Δξ̄γ

)
+(

Δϕ(1) − Δϕ̄(2)) (δϕ̄
(2)
,β + aβγ δξ̄γ

)] (5.148)

where Δξ̄ has the same structure as δξ̄, given in (5.119).

Conservation properties The conservation properties of the underlying mechanical sys-
tem are well known, so we concentrate on the contact contributions. Reconsider the virtual
work contributions of a single contact element

Gc,h(q, δq) =
∫

Γ(1)
c

tNn · (δq(1)
s − δq(2)

s )+

tTαAαβ
[
(δq(1)

s − δq)(1)
s · aβ + ghn · δaβ

]
dA = 0

(5.149)

where we make use of (5.131) along with (5.127) and (5.129). The conservation of linear
momentum may be verified by substituting δqI = ζ into the global virtual work of the
constraint forces

Gc,h(q, [ζ]) =
∫

Γ(1)
c

tN n · (ζ − ζ)+

tTαAαβ

[
(ζ − ζ) · aβ + ghn ·

∑
I

N̂ I
,βζ

]
dA = 0

(5.150)
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using the direct approach in (5.129). To verify conservation of angular momentum, we
substitute δqI = ζ × qI and obtain

Gc,h(q, [ζ × qI ]) = −ζ ·
∫

Γ(1)
c

tNn × (q(1)
s − q̄(2)

s )+

tTαAαβ
[
aβ × (q(1)

s − q̄(2)
s ) + ghn × aβ

]
dA

= −ζ ·
∫

Γ(1)
c

tNn × ghn+

tTαAαβ
[
ghaβ × n + ghn × aβ

]
dA = 0

(5.151)

Note that the simplified variation (5.130) conserves angular momentum only if the normal
gap is equal zero.

Finally, we verify the conservation properties of the augmented system in (5.135). The
corresponding contact virtual work reads

Gc,h(q, δq, f) = δq · ∇q (Φ(q, f) · λ) (5.152)

where we have taken (5.135)1 into account. Insertion of δqI = ζ into the augmented system
yields

Gc,h(q, [ζ], f) = ζ ·
∑

I

∇qI (Φ(q, f) · λ) (5.153)

whereas insertion of δqI = ζ × qI yields

Gc,h(q, [ζ × qI ], f) = ζ ·
∑

I

qI × ∇qI (Φ(q, f) · λ) (5.154)

Again, we assume that the constraints are frame indifferent with respect to rigid body
motions of the form

q̄
I = c + Qq̄I (5.155)

We can show that for each NTS element the relation

Φ̄(q̄, f̄) = Φ̄(q̄, f̄) (5.156)

is valid. Substituting c = εζ, ζ ∈ R3, Q = I and subsequent derivation with respect to ε
yields

0 = d
dε

∣∣∣∣
ε=0

Φ̄(q̄, f̄) = ζ ·
∑

I

∇qI Φ̄(q̄, f̄) (5.157)

Thus, (5.153) holds for arbitrary ζ and linear momentum is conserved. Substituting c = 0
and Q = exp(εζ̂), we end up with

0 =
d
dε

∣∣∣∣
ε=0

Φ̄(q̄, f̄) = ζ ·
∑

I

qI × ∇qI Φ̄(q̄, f̄) (5.158)

Thus, (5.154) holds for arbitrary ζ and angular momentum is conserved for the semi-
discrete system. The same statements are true for the reduced system, since the algebraic
reformulation does not change the general characteristics of the system.
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Temporal discretization Now, for a typical time step tn → tn+1 the full discrete version
of (5.132) reads

qn+1 − qn =Δtvn+1/2

M(vn+1 − vn) = − Δt∇q V (qn, qn+1) − ∇q Φn(qn+1/2) · λ − f fric(qn, qn+1)
0 =Φn(qn+1)

(5.159)

Here, ∇V (qn, qn+1) denotes the discrete gradient of the strain energy function (see Betsch
& Steinmann [14]).
The discrete version of the frictional kinematics used in f fric(qn, qn+1) = tTαδξ̄α,h

s,n+1/2 is
related to the definition of the convective coordinates

δξ̄α,h
s,n+1/2 = Aαβ

n+1/2
[(

δq(1)
s − δq̄(2)

s

)
· aβ,n+1/2 + gh

n+1/2nn+1/2 · δaβ

]
(5.160)

Note that we deal with the adjoint discrete traction tTα using a local evolution scheme in
Appendix C. The time-discrete version of the augmented system in (5.135) reads

qn+1 − qn =Δtvn+1/2

M (vn+1 − vn) = − Δt∇q V (qn, qn+1) − Δt∇q Φn+1/2 · λ

0 =∇f Φn+1/2 · λ + faug
n+1/2

0 =Φn+1

(5.161)

where ∇q Φn+1/2 = ∇q Φ(qn+1/2, fn+1/2), ∇f Φn+1/2 = ∇f Φ(qn+1/2, fn+1/2) and Φn+1 =
Φ(qn+1, fn+1). As already mentioned, faug consists of the tractions tTα, see (5.135). Ac-
cordingly, faug

n+1/2 has to be evaluated as shown to Appendix C. Following the arguments
outlined in the previous section, we create a local projection matrix as follows

P̄n+1/2 = −∇qA Φ̄aug
n+1/2

(
∇fA Φ̄aug

n+1/2
)−1 (5.162)

and obtain for the reduced system

qn+1 − qn =Δtvn+1/2

M(vn+1 − vn) = − Δt∇q V (qn, qn+1) − Δt∇q Φn
n+1/2 · λn − ΔtPn+1/2f

aug
n+1/2

0 =Φn+1

(5.163)

The second reduction step follows immediately from (5.145) using the discretized projection
matrix in (5.162) evaluated at time n + 1

P̄n+1 = −∇qA Φ̄aug
n+1
(
∇fA Φ̄aug

n+1
)−1 (5.164)

The full discrete system to be solved in each Newton-Raphson iteration now reads[
Kqq + KqfP

T
n+1 Δt∇q Φn

n+1/2
∇q

T Φn
n+1 0

]
·
[

Δq
Δλn

]
=
[
Rq,n+1/2 − Kqf

(
∇f

T Φ̄aug
n+1
)−1 Φaug

n+1
Φn

n+1

]
(5.165)
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where Rq,n+1/2 consists of the residual contributions in (5.163)2 and Kqq, Kqf denotes the
consistent linearization of Rq,n+1/2 with respect to q and f, respectively. In a final step,
we recover the augmented coordinates by solving

ΔfA =
(
∇fA

T Φ̄aug
n+1
)−1 Φ̄aug

n+1 + P̄
T

n+1ΔqA (5.166)

for each NTS element.

It is obvious that the linearization is extremely simplified compared with traditional
schemes. Furthermore, the proposed scheme is more consistent, since it ensures the exact
fulfillment of the orthogonality conditions (5.161)4 at each time node within the chosen
mid-point type scheme.

Conservation properties. As before we focus on the contact contribution and begin with
the verification of the conservation of linear momentum. To this end, we substitute δqI = ζ
into the weak form of the contact contributions

Gc,h(qn+1/2, [ζ]) =
∫

Γ(1)
c

tNnn+1/2 · (ζ − ζ)+

tTαAαβ
n+1/2

[
(ζ − ζ) · aβ,n+1/2 + gh

n+1/2nn+1/2 ·
∑

I

N̂ I
,βζ

]
dA

=0

(5.167)

which confirms that the constraints do not affect linear momentum conservation. Following
the arguments in (4.30), we substitute δqI = ζ × qI,n+1/2 and obtain

Gc,h(qn+1/2, [ζ × qI,n+1/2]) = − ζ ·
∫

Γ(1)
c

tNnn+1/2 × gh
n+1/2nn+1/2+

tTαAαβgh
n+1/2

[
aβ,n+1/2 × nn+1/2 + nn+1/2 × aβ,n+1/2

]
dA

=0

(5.168)

which confirms that the constraints do not affect angular momentum conservation as
well.

At last we verify the conservation properties of the full discrete system in (5.161) and
substitute δqI = ζ

Gc,h(qn+1/2, ζ, fn+1/2) = ζ ·
∑

I

∇qI Φ(qn+1/2, fn+1/2) · λ (5.169)

whereas we obtain

Gc,h(qn+1/2, [ζ × qI,n+1/2], fn+1/2) = ζ ·
∑

I

qI,n+1/2 × ∇qI Φ(qn+1/2, fn+1/2) · λ (5.170)
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if we substitute δq = ζ×qI,n+1/2. Once again, frame-indifference of the vector of constraints
Φ(q, f) against rigid body motions is crucial for the fulfillment of the conservation laws.
Proceeding along the lines of Section 5.3, we can easily verify that

Φ̄(q̄
n+1/2, f̄n+1/2) = Φ̄(q̄n+1/2, f̄n+1/2) (5.171)

where q̄
I,n+1/2 = c + Qq̄I,n+1/2. Substituting c = εζ, Q = I yields

0 =
d
dε

∣∣∣∣
ε=0

Φ̄(q̄
n+1/2, f̄n+1/2) = ζ ·

∑
I

∇qI Φ̄(q̄n+1/2, f̄n+1/2) (5.172)

Analogues to the semi-discrete system, linear momentum is algorithmically conserved.
Substituting c = 0 and Q = exp(εζ̂) yields

0 = d
dε

∣∣∣∣
ε=0

Φ̄(q̄
n+1/2, f̄n+1/2) = ζ ·

∑
I

qI,n+1/2 × ∇qI Φ̄(q̄n+1/2, f̄n+1/2) (5.173)

Thus, angular momentum is algorithmically conserved for the full-discrete system. Note
that the last statement is also true for the reduced system, since the algebraic reformulation
of the system does not change any properties of the underlying formulation.

5.4 Examples

Figure 5.4: Configurations at time t = 2 and t = 5.
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Figure 5.5: Segmentation at time t = 2 and t = 5.

Two tori impact problem As a first example we consider an impact simulation of two
tori using a mortar based approach. Both tori are discretized using 8024 eight-node brick
elements with overall 72216 degrees of freedom. The inner and outer radii are 52 and
100 respectively, the wall thickness of each hollow torus is 4.5. A standard Neo-Hookean
hyperelastic material with E = 2250 and ν = 0.3 is used. The initial density ρ = 0.1 and
the homogeneous, initial velocity of the left torus is given by v = [30, 0, 23]. A time-step
size of Δt = 0.0025 has been used for the first approach, whereas a time-step size of both
simplified approaches has been set to Δt = 0.01.

Excluding the augmented coordinates f from the calculations as shown in (3.14), a reduc-
tion of the average calculation time of a Newton step of about 12% could be achieved in
this specific example. Furthermore, we were able to use 4-10 times larger time-step sizes.
This stability feature is of major importance especially in large sliding situations.

In Figure 5.4 the configuration at t = 2 and t = 5 is shown. The associated segmentations
are displayed in Fig. 5.5. 2318 segments are automatically constructed at time t = 2
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Figure 5.6: Total energy versus time using approach 1.
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for overall 331 mortar constraints. For the first approach where the mortar integrals
remain not constant throughout each time step, an additional 355 constraints for ΦAug1,
240 constraints for ΦAug2 and 703 constraints for ΦAug3 are necessary. Furthermore, 6954
constraints for the augmentation of the normal vector have to be considered. At t = 5, 5896
segments with overall 755 mortar constraints are determined. Correspondingly, we need
923 constraints for ΦAug1 , 529 constraints for ΦAug2 , 1866 constraints for ΦAug3 and 20862
constraints for the augmentation of the normal vector. Clearly, this is not acceptable.
In contrast, if we apply approach 3, we only have to add 755 mortar constraints to the
global system. We then need the same amount of constraints as for the NTS method,
since each mortar constraint refers to a specific node on the non-mortar side. Although
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Figure 5.7: Total energy versus time using approach 3.

the evaluation of the mortar constraints is more involved, the solver clearly dominates
the overall calculation time and thus, we have no drawback in the calculation time due
to the use of mortar methods. In Figure 5.6 total energy versus time is displayed using
the proposed energy-momentum scheme together with deformable mortar segments. As
shown in Figure 5.7, approach 3 does not conserve energy. The increase in total energy is
acceptable, since we used relatively large time steps. The last diagram shows the values of
change of the first component of angular momentum. Note that the values are below the
stopping criterion of the Newton iteration (10−5).

Torus-cylinder impact example This example deals with a three-dimensional problem
similar to the last example in Yang & Laursen [79] using a NTS based approach. The
material properties and the initial geometry of the torus are the same as before. The inner
diameter of the cylinder is 100, the wall thickness is 7.5 and the initial velocity of the torus
is [0, 0, 20]. In Fig. 5.9 a sequence of configurations at t = 0, 20, 50 is displayed. The
torus consists of 2288 elements, the cylinder of 1900 elements. Furthermore, the time-step
size has been set to Δt = 0.01. Once again, the evolution of the total angular momentum
is depicted in the left diagram of Fig, 5.10, whereas the upper and lower diagrams on the
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Figure 5.8: Values of change of the first component of angular momentum
versus time using approach (5.93).

Figure 5.9: Deformed configuration at t = [0, 20, 50].

right side show the total linear momentum and the total energy, respectively. As expected,
all quantities are conserved exactly.

Two tori impact problem In this last example for contact, we consider a frictional impact
problem of the two tori problem, introduced previously. All material and geometrical data
are identical to the previous ones. A time step size of 0.01 has been used throughout the
whole simulation. The deformation at different time steps is shown in Fig. 5.11.

The evolution of the total energy is shown in Fig. 5.12 together with the three components
of angular momentum. As expected, total energy decreases due to the frictional behavior.
Since we used the proposed mid-point type evaluation of the system, angular momentum
is conserved.

Finally, Fig. 5.13 shows the deformation at t = 5 for different friction coefficients, using
μ = 0.1 and μ = 0.3. The deformation changes significantly, since large sliding effects are
directly correlated with the friction coefficient.
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Figure 5.11: Deformation at time 2.5 and 5.
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Figure 5.13: Comparison at t = 5 for μ = 0.1 (left) and μ = 0.3 (right).
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6 Fluid-structure interaction

Continuum immersed strategies are widely used these days for the computational sim-
ulation of fluid-structure interaction problems (see Peskin [57, 58, 59]). The principal
characteristic of such immersed techniques is the representation of the immersed solid
via a momentum forcing source in the Navier-Stokes equations. This is in contrast to
well-established formulations using coupled Dirichlet-Neumann schemes to transfer the
momentum between the fluid and the solid (see Tezduyar [70]). Recently, mortar based
discretization schemes of the interface has been proposed by Kloeppel et al. [46]. Here,
we will focus on the Immersed Finite Element Method (IFEM) proposed by Zhang & Liu
[83, 74, 73] and on the Immersed Structural Potential Method (ISPM), proposed by Gil et
al. [22, 23]. A comparison of both methods can be found in Hesch et al. [38].

6.1 Immersed formulation

Let us consider a deformable solid, fully immersed within the surrounding incompressible
viscous fluid. For the calculation of the fluid-structure interaction (FSI), an immersed
continuum numerical strategy will be applied, where the deformable solid phase is modelled
as embedded into the background fluid phase (see Liu et al. [55]). The resulting FSI forces
are formulated in terms of a volumetric force field F : Bs × [0, T ] → Rd which emanates
from the interaction of the background fluid system defined on the domain B with the
immersed solid system defined by the domain Bs at time t. In Gil et al. [22, 23], the
authors model the solid as a Helmholtz’s free energy functional whose spatial gradient
defines the FSI force field. This force vector field F can be introduced with no difficulty
within the balance of linear momentum of the background fluid phase in equation (1.35)
as follows∗

ρf v̇ = ∇x · σf + ρf g + F (6.1)

The volumetric force field F of the immersed solid reads

F =
{

0 in B\Bs

(ρf − ρs)(v̇ − g) + ∇ · (σs − σf) in Bs (6.2)

∗Contributions to the solid system are marked with (•)s, whereas contributions to the fluid system are
marked with (•)f .



78 6.1 Immersed formulation

In addition, the conservation of mass equation (1.33) is modified allowing for the immersed
solid to possibly experience non-isochoric deformations within the surrounding incompress-
ible fluid, resulting in

∇x · v = Fp (6.3)

where the scalar field Fp : Bs × [0, T ] → R is defined as

Fp =
{

0 in B\Bs

J̇
J

in Bs (6.4)

Within the context of Green elastic materials [40], we next postulate the existence of a
hyperelastic constitutive law for the calculation of the solid stress field by introducing
a scalar valued stored strain energy functional W (C). In general, additional internal
thermodynamic variables can also be used to further characterise the constitutive law of
the immersed solid (i.e. including plastic or viscoelastic behaviour). Moreover, in the case
of nearly incompressible materials, sophisticated mixed formulations based upon the use
of enhanced modes can also be utilised (see Appendix A for further details). The actual
stress field of the immersed solid can be obtained via a push forward operation of the
purely material derivative of the stored strain energy functional as

σs = 2
J

F
∂W (C)

∂C
F T (6.5)

For numerical convenience, it is customary to employ a Lagrangian mapping for the descrip-
tion of the immersed solid whilst the fluid is modelled by means of an Eulerian mapping.
The kinematic information in terms of velocity and spatial position can easily be mea-
sured in the Eulerian background fluid and must be suitably linked to the solid phase in a
compatible fashion (i.e. non-slip condition). Computations within the solid phase require
then the definition of an Euler-Lagrange mapping IBs for any given function ψ of the solid
system such that ψ(x, t) : Bs × [0, T ] is mapped to IBs(ψ(X, t)) : Bs

0 × [0, T ]. In the
continuum this transfer mapping is simply defined by the identity

IBs(ψ(X, t)) = ψ(x (X, t) , t) = ψ(x, t) (6.6)

However, the use of different spatial interpolation strategies for the fluid and solid phases
will require an appropriate transfer operator that will be described below. Specifically, for
the velocity field

v(x, t) = IBs(v(X, t)) (6.7)

In order to complete the strong form for the solid phase, appropriate Dirichlet boundary
conditions can be defined as follows

x(X, t) = x0, on ∂Bs
D (6.8)

Since the immersed solid is surrounded by the fluid, additional Neumann boundary condi-
tions are not treated explicitly as the interaction is already accounted for in the FSI force
term F .
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The variational formulation of the balance of linear momentum follows the same arguments
outlined in Section 1.3 and reads

〈ρf (v̇ − g) − F , δv〉B + 〈σf , ∇x (δv)〉B − 〈h, δv〉∂Bσ = 0 (6.9)

and for the conservation of mass

〈∇x · v − Fp, δp〉B = 0 (6.10)

Equations (6.9-6.10) summarise the weak form for the overall problem (i.e. fluid-solid).
It is convenient to split the above formulae into fluid and solid phases. Introducing the
Jacobian of the deformation in the solid phase Js = det(F s), taking into account the Euler-
Lagrange mapping IBs defined above the weak form expression (6.9) can be rewritten as

〈ρf(v̇ − g), δv〉B + 〈σf , ∇x (δv)〉B − 〈h, δv〉∂Bσ

−〈(ρf − ρs)
(

∂

∂t
IBs(v(X, t)) − g

)
, IBs(δv)Js〉Bs

0

〈σs − σf , ∇x IBs(δv)Js〉Bs
0

= 0

(6.11)

Similarly, the weak form expression (6.10) can be reformulated as

〈∇x · v, δp〉 − 〈J̇s, IBs(δp)〉Bs
0

= 0 (6.12)

The internal virtual work within the solid phase defined in terms of the conjugate pair
{σs, ∇x IBs(δv)} can be reformulated by means of the Piola transformation in terms of an
alternative conjugate pair {Σs, (F s)T ∇X IBs(δv)} as

〈σs, ∇x IBs(δv)Js〉Bs
0

= 〈Σs, (F s)T ∇X IBs(δv)〉Bs
0

(6.13)

where Σs = 2∂W (Cs)
∂Cs denotes once again the second Piola-Kirchhoff stress tensor and

Cs = (F s)T F s is the right Cauchy-Green tensor particularised for the solid phase. The
evaluation of the fluid stress σf within the solid phase follows immediately from the defi-
nition (1.34) in conjunction with the incompressibility constraint as†

σf = −IBs(p)I + μ
(
∇X IBs(v) + (∇X IBs(v))T

)
(F s)−1 (6.14)

It is worthwhile emphasising that the evaluation of the spatial gradients ∇x IBs(v) and
∇x IBs(δv), and the subsequent construction of the deformation gradient F s is one of the
most challenging processes in any computational immersed methodology. From the spatial
discretization point of view, various approaches have been developed, using either local
elementwise shape functions such as in the Immersed Finite Element Method (IFEM) and
its variants [83, 74, 55, 73] or kernel shape functions with larger compact support such as
in the Immersed Structural Potential Method (ISPM) [22, 23]. This important aspect will
be discussed in length in the following sections.

†Notice that the stress contribution in Bs
t due the fluid σf is several orders of magnitude smaller than

the stress contribution due to the immersed solid σs, hence it is usually neglected [83, 55].
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6.2 Discrete Euler-Lagrange mapping

IFEM, Lagrangian mesh. A common approach is to numerically model the immersed
solid following a finite element approach. Additional shape functions are introduced to
describe the immersed solid (cf. Liu et al. [55]) as follows

IBs(vh) =
nnode∑
C=1

N̄C v̄C ; IBs(ph) =
nnode∑
C=1

N̄C p̄C (6.15)

Here, N̄C(X) : Bh,s
0 → R are the corresponding shape functions and v̄C and p̄C denote the

nodal values at the current position of the solid, calculated from the background Eulerian
fluid grid as follows

v̄C =
∑
A∈ω

NA(x(XC , t))vA; p̄C =
∑
B∈ω̄

NB(x(XC , t))pB (6.16)

Combining formulae (6.15) and (6.16) results in the definition of the spatial interpolation
operator for the transfer of information between the Eulerian and the Lagrangian meshes
as follows

IBs(NA(X, t)) =
nnode∑
C=1

NA(x(XC , t))N̄C(X) (6.17)

which renders a linear operator. The Euler-Lagrange mapping is shown in Figure 6.1 for a
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IBs (x(X(ξ)))IBs (x(X1)) IBs (x(X2))
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0
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Bf

ξ

Figure 6.1: One dimensional Euler-Lagrange mapping.

one dimensional system and linear shape functions. The mapping for the single immersed
element reads

IBs(NA(X(ξ), t)) = NA(x(X1, t))N̄1(X(ξ)) + NA(x(X2, t))N̄2(X(ξ)) (6.18)
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It is crucial to realise that the finite element mesh generation of the immersed solid can-
not be independent of the finite element mesh generation of the surrounding fluid phase.
Indeed, a coarse solid mesh, as displayed for instance in Figure 6.2, will not yield optimal

0 1 2 3 4 5

N1 N2 N3 N4 N5 N6

IBs (x(X1)) IBs (x(X2))

N̄1 N̄2

Bf

Figure 6.2: Effects of a coarse solid mesh.

results, since the background fluid shape function N3 is not affected by the presence of
the immersed solid. In other words, the numerical integration of the FSI force field F
will not be accurately computed. From the physical point of view, this would mean that
the presence of the immersed solid is not properly accounted for by the surrounding fluid,
leading to unphysical breaking of the solid phase. On the other hand, an unnecessarily fine
solid mesh would result in an exceedingly high condition number of the resulting tangent
stiffness matrix of the system (after linearisation) leading to numerical difficulties.

IFEM, NURBS mesh. The Euler-Lagrange mapping can be redefined for the applica-
tion of a NURBS based finite element fluid description in a straightforward manner. As
presented previously, the Lagrangian shape functions are replaced with NURBS shape
functions to calculate the nodal values

v̄C =
∑
A∈ω

RA(x(XC , t))vA; p̄C =
∑
B∈ω̄

RB(x(XC , t))pB (6.19)

leading to the interpolation-spreading operator

IBs(RA(X, t)) =
nnode∑
C=1

RA(x(XC , t))N̄C(X) (6.20)

which is also a linear operator.

ISPM. The last approach described in this section is the Immersed Structural Potential
Method introduced in Gil et al. [22]. The solid is represented as a Helmholtz’s free
energy density functional immersed within the surrounding fluid phase. Moreover, the
solid domain is modelled in a Lagrangian manner as a collection of integration points ap

immersed within the fluid, moving from an initial position Xap to the spatial position xap

through the deformation defined by the motion of the surrounding continuum (i.e. non-slip
condition).
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Notice that the integration points’ parameters (i.e. spatial location xap and associated
tributary weight Wap) can be directly obtained on the solid domain, without the need for
an initial tessellation (in the sense of a Finite Element approach). Alternatively, Xap and
Wap can be obtained directly from the use of optimal high order Gaussian quadrature rules.
As shown in [23], the latter approach can ensure accuracy of quadrature of the immersed
potential and improve the speed of computation.

Within this approach, global shape functions ϕ(x) are established on the Eulerian fluid
grid to first interpolate the kinematic information directly to the solid integration points
ap and second, spread the calculated forces back to the balance of linear momentum of the
fluid. The construction of the continuous functions ϕ(x) starts with the approximation of
the Dirac delta distribution through a tensorised discrete approximation

ϕ(x) =
d∏

i=1

δΔxi
(xi), d ∈ [2, 3] (6.21)

where Δxi
is related to the size of the background fluid mesh and

δΔxi
= 1

Δxi

ϕ

(
xi

Δxi

)
(6.22)

is defined in terms of a smoothed representation ϕ of the one dimensional Dirac delta
distribution, to obtain

vap =
∑

A

ϕA(xap)vA, ϕA(xap) = ϕ(xap − xA) (6.23)

for the interpolation of the velocity field. For details on the construction of sophisticated
kernel functions, see Gil et al. [23]. More generally, we can write for the Euler-Lagrange
mapping

IBs(ϕA(X, t)) = ϕA(x(X, t)) (6.24)
which coincides with the continuum map. A key aspect of this methodology is the direct
integration of the deformable solid stresses from solid integration points to fluid nodes,
similar to the Material Point Method (MPM) [82], reducing the number of interpolation
operations (compare formula (6.24) with formulae (6.17) and (6.20)).

6.3 Calculation of the deformation tensor

The evaluation of the deformation gradient tensor in the IFEM methodology at the cor-
responding Gauss points requires the time integration of the velocity field at each node C
of the immersed solid grid to recover the actual position of the node as

x̄C ≡ x̄C(v̄C) =
t∫

t0

v̄(τ) dτ (6.25)
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Taking equation (6.15) into account, we can express the deformation gradient tensor in a
classical Finite Element sense as

F =
nnode∑
C=1

x̄C ⊗ ∇X N̄C (6.26)

For the ISPM methodology, it is necessary to integrate in time the deformation gradient
tensor at any integration point ap directly using the spatial velocity gradient tensor l
defined as

l =
∑

A

vA ⊗ ∇x ϕA(x) (6.27)

and the kinematic relation
Ḟ = lF (6.28)

For further details on an explicit representation of useful time integration schemes, refer
to Gil et al. [22]. In contrast to the IFEM approach (see equation 6.26), the evaluation of
the deformation gradient tensor F in the ISPM manner (equations (6.27)-(6.28)) prevents
the occurrence of locking effects in the incompressibility limit. This will be shown at a
later stage in this paper by means of a numerical example. Alternatively, an enhanced
mode can be added into formula (6.26) in a Hu-Washizu multifield variational sense [6],
to overcome the inherent difficulties of the IFEM approach (see Appendix A for further
details).

In addition, within a full variational formulation, it is also possible to introduce the weak
form of the mapping (6.7) as

〈
(

∂xh(X, t)
∂t

− IBs(vh(X, t))
)

, δxh〉Bh,s
0

= 0 (6.29)

if the solution and test functional spaces

xh =
nnode∑
C=1

N̄CxC , δxh =
nnode∑
C=1

N̄CδxC (6.30)

of the immersed solid are explicitly defined (cf. Liu et al. [55]). In contrast to the
approaches described above where the number of unknowns in the system coincides with
those of the fluid phase, the final system of equations is now enlarged by the number of
unknowns of the immersed solid.

6.4 Temporal discretization

Immersed solid. The additional immersed solid contributions defined in (6.11) and (6.12)
for the solid domain need also to be discretized in time. The contribution to the linear
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momentum balance equation gives

Fh(vn,vn+1, pn+1) =

〈(ρf
0 − ρs

0)
(IBs(vh

n+1) − IBs(vh
n)

Δt
− gh

n+1/2

)
, IBs(δṽh)〉Bs

0

− 〈Σ̃s
, (F s(IBs(vh

n+1/2)))T ∇X IBs(δṽh)〉Bs
0

+ 〈σ̄f(IBs(vh
n+1/2), IBs(ph

n+1)), ∇x IBs(δṽh)Js(IBs(vh
n+1/2))〉Bs

0

(6.31)

and the additional contribution to the kinematic constraint becomes

Fp,h(vn, vn+1) = 〈
(

Js(IBs(vh
n+1)) − Js(IBs(vh

n))
Δt

)
, IBs(δp̃h)〉Bs

0
(6.32)

The evaluation of the second Piola-Kirchhoff stress tensor Σ̃s in (6.31) is inspired by the
development of energy-momentum schemes for solid mechanics

Σ̃s = 2DW (Cn+1/2)+

2
W (Cn+1) − W (Cn) − Σs(Cn+1/2) : ΔC

ΔC : ΔC
ΔC

(6.33)

which provide enhanced stability for large time steps (see Betsch & Steinmann [13]).
Specifically, for a St. Venant-Kirchhoff material the discrete gradient in (6.33) is equal
to the evaluation of the strain energy function at the mid-point of the strains, i.e. Σ̃s =
2DW (Cn+1/2). Furthermore, this approach also shows enhanced stability for Neo-Hookean
materials as presented in [35]. These two constitutive models will be employed in the nu-
merical examples presented at a later stage in this paper.

Euler-Lagrange mapping. The Euler-Lagrange mapping requires an algorithmic search
process to identify the local coordinates for the evaluation of the shape functions (i.e.
NA(x(XC , t)). A similar process is also needed in contact mechanics on the actual contact
surface and hence, can be applied with very few modifications to the problem at hand. In
particular, a local Newton-Raphson iteration process is used to calculate the local values
of NA for each node xC . We cannot incorporate this iterative scheme within the mid-
point type discretization without cumbersome modifications. An approach proposed in
Hesch & Betsch [36] for contact problems would increase unnecessarily the total number
of unknowns, limiting the efficiency of the overall algorithm. Thus, we resort to evaluating
the mapping (6.17) itself at time n as follows

IBs(NA(X, t)) =
nnode∑
C=1

NA(x(XC , tn))N̄C(X) (6.34)

This approach has also been proposed in Hesch & Betsch [36] where it has been shown to
be very suitable for contact problems. A similar approach is followed in the case of the
IFEM-NURBS mapping (6.20) or the ISPM mapping (6.24).
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Figure 6.3: Geometry and boundary conditions for an idealised bi-leaflet
valve.

6.5 Examples

Idealised bi-leaflet valve. This example is extracted from [22] and is explored in order
to study the suitability of an immersed continuum methodology to the analysis of FSI
haemodynamical problems. An idealised two-dimensional channel is considered filled with
an incompressible Newtonian viscous fluid with viscosity μ = 1 and density ρ = 1 · 105

mimicking the behaviour of the blood. Two leaflets are inserted into the channel, as
seen in Figure 6.3, representing the behaviour of an idealised two-leaflet valve. The top
and bottom boundaries of the channel are fixed (i.e. homogeneous Dirichlet boundary
conditions), a pulsatile non-reversible inflow is applied at the left hand boundary using the
time-varying amplitude function A(t) = 5 · (sin(2πt) + 1.1) and homogeneous Neumann
boundary conditions are imposed at the right hand boundary. The leaflets are modelled
as Neo-Hookean immersed solids using the Lamé parameters λs = 8 · 106 and μs = 2 · 106

corresponding to a Young’s modulus of E = 5.6 · 106 and a Poisson ratio of ν = 0.4. The
leaflets are deliberately shortened to leave a gap between them, in order to simulate the
behaviour of a regurgitating mitral valve due to stiffened (stenotic) leaflets (cf. Gil et
al. [22]). For the numerical results presented in this section, the IFEM approach will be
selected and compared against the results obtained in [22] by using the ISPM approach.

The series of diagrams in Figure 6.4 show the time evolution for the pulsatile flow and
deformation of the membranes using a 256x64 Q1Q1 fluid mesh discretisation and 40x4
linear solid elements. The obtained deformation patterns are as expected and in corre-
lation with those reported in [22] with the alternative ISPM methodology. The results
demonstrate that the IFEM immersed continuum approach is able to successfully model
the inclusion of highly deformable structures into the fluid without the need for expen-
sive moving/remeshing algorithms. The methodology allows for very simple and robust
treatment of the structure.
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Figure 6.4: Time evolution of the leaflets and streamlines of the fluid.

This example has been analysed for a series of fluid discretisations in order to study the
convergence pattern of the algorithm. The movement of the tip of the upper leaflet in the ox
and oy directions are shown in Figures 6.5 and 6.6, respectively, for different discretisations.
The results based on the Q1Q1 fluid finite element discretisation converge to the results
of the Q2Q1 fluid finite element discretisation for a sufficiently fine mesh. Once again,
converged results are in perfect agreement with those obtained with the ISPM shown in
Gil et al. [22].

Idealised bi-leaflet valve – Locking effects In this subsection, the example described
in the previous subsection is analysed again for different solid material parameters. The
objective is to investigate possible locking effects in the case of a nearly incompressible
behaviour, using a Young’s modulus of E = 5.6 · 107 and a Poisson ratio of ν = 0.4990 for
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Figure 6.5: X-Position of the upper leaflet.
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Figure 6.6: Y-Position of the upper leaflet.

both leaflets. The simulation is carried out by using the IFEM approach and the fluid is
discretised using 128x32 Q2Q1 Taylor-Hood elements.

Figure 6.7: Idealised bi-leaflet valve. Locking effects.

The lower membrane is modelled with a standard displacement-based isoparametric quadri-
lateral linear finite element. It is expected that for this discretisation, the membrane should
experience locking effects, classical in displacement-based formulations (see equation 6.26).
On the other hand, the upper membrane is modelled by means of an enhanced finite el-
ement model, whose detailed formulation is presented in Appendix A). In this case, it is
expected that the enhanced model should overcome any locking difficulties.

Figure 6.7 displays the streamlines after t = 0.3 and the resulting deformation of the
leaflets. Despite the fact that the streamlines should show a symmetrical pattern with
respect to the ox axis for this Reynolds number regime, a clear locking effect can be
observed in the lower leaflet. On the other hand, the upper leaflet deforms as expected,
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demonstrating the need to implement enhanced solid finite elements in the range of nearly
incompressible scenarios for the IFEM approach. When using the ISPM approach, these
locking effects are not observed [22, 23]. This stems from the fact that the deformation
gradient tensor F is obtained after time integration of the spatial velocity gradient tensor
l, which is evaluated from the Euler-Lagrange mapping (see equations 6.27 and 6.28).
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7 Phase separation

Similar to immersed techniques, we consider a continuum approach for the different phases
by introducing a bipotential operator in the Cahn-Hilliard phase-field model, cf. Cahn &
Hilliard [15, 16]. A direct discretization if the interfaces between the various phase is also
possible but require the solution of moving boundaries. The numerical treatment of the
Cahn-Hilliard equation has been analysed in Anders et al. [2].

7.1 Aging of a Sn-Pb alloy

We assume that for a certain configuration the material tends to the phase with the lowest
free energy which is favorable in the sense of thermodynamics. In this way it is possible
to construct a single double-well free energy curve. To facilitate the numerical analysis, a
smooth function Ψcon is introduced as follows

Ψcon = g1c + g2 (1 − c) + g3c ln (c) + g4 (1 − c) ln (1 − c) + g5c (1 − c) . (7.1)

The values of the parameters are listed in table 7.1. Here, we simulate the aging of a

Table 7.1: Coefficients for the free energy function Ψcon at 150◦C in GJ/m3

g1
[GJ

m3

]
g2
[GJ

m3

]
g3
[GJ

m3

]
g4
[GJ

m3

]
g5
[GJ

m3

]
−1.3527 −1.5145 0.3575 0.1585 0.8599

Sn-Pb alloy using the data in table 7.1. To facilitate the use of dimensionless coordinates,
we assume a characteristic length scale T = 67.4h for the time period and a characteristic
length scale of L = 2 μm for the area of interest. The latter has been chosen to reduce
computational cost, thus there are no fundamental reasons to argue against larger systems.
The dimensionless system parameters are given as follows

M = 6.25, κ = 3.125 · 10−5. (7.2)
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We applied an initial random distribution of inhomogeneities of ±1% to the initial homo-
geneous composition of 63% Sn and 37% Pb. For the 2D simulation shown in Figs. 7.1 and
7.2 a grid of 128 × 128 nodes composing overall 15876 elements is used. The initial time
step size is set to 2 · 10−5 and doubled each 500 steps∗.

shortly after solidification 30 minutes of aging 2 hours of aging

Figure 7.1: Simulation results for Sn-Pb after 0.05, 0.5 and 2 hours of aging.

10 hours of aging 50 hours of aging 460 days of aging

Figure 7.2: Simulation results for Sn-Pb after 10, 50 and 11040 hours of
aging.

∗For the problem at hand the used time integration scheme is stable enough. For larger and more complex
systems an adaptive time step control as proposed in Gomez et al. [25] should be considered.
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Figure 7.3: figure
Mesh and control nodes of a single bump.

7.2 Aging of a Sn-Pb solder ball

To demonstrate the operational capabilities of the B-spline based approach, we simulate
a single bump, consisting of 10648 nodes and 8000 elements (cf. Fig. 7.3 for the mesh and
the corresponding B-Spline control nodes†). The considered solder bump geometry results
from a one-sidedly flattened sphere with rounded-off edges.

Analogously to the two-dimensional case, we reduce the physical size of the bump to 1μm,
using the dimensionless system parameters

M = 25, κ = 1.25 · 10−4. (7.3)

Note that especially in the three-dimensional setting the computational cost grows drasti-
cally using finer meshes. For this reason, our considerations focus on reproducing the entire
process of phase separation and early stages of Ostwald ripening. The initial time step size
is set to 1 · 10−5 and doubled each 500 steps. The evolution of the system is depicted for
several time steps in Fig. 7.4. Within the upper row we present isosurfaces of several con-
centration values ci ∈ {0.296, 0.37, 0.44} inside the interfacial regions, whereas in the lower
row corresponding slices through the body are illustrated. The obtained three-dimensional
simulation results nicely corroborate our observations from the two-dimensional studies
for the Sn-Pb alloy. After the Sn-Pb solder ball is deposited on the chip pad, the alloy
is quenched into the unstable two-phase regime. Due to the thermodynamic instability
of the investigated Sn-Pb system a decomposition of phases is induced. After 0.13 hours
the solder bump is fully separated into α- and β-phase. Especially three-dimensional com-
putational studies indicate that during phase separation the evolving interfacial regions
gradually contract until phases are finally decomposed. This can be seen in the temporally
decreasing spacing between the illustrated isosurfaces.

†To avoid negative determinants of the Jacobian the eight corner nodes are slightly lifted.
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Figure 7.4: figure
Simulation results for a Sn-Pb solder ball after 0.06, 0.13 and 0.2 hours of aging.

Subsequently, Ostwald ripening dominates the further microstructural evolution. Our
computational studies show a rearrangement of the evolved particles by the formation
of first agglomerates after 0.2 hours of aging. Since we have shown that our model is
capable of reproducing phase separating events in a solder ball geometry, we now would
like to demonstrate the quality of our approach in terms of consistent scaling behavior and
mesh independence. In order to transfer results from computational studies to real-life
structures, the employed mathematical analogous model has to be scalable both in time
and space. In the context of Cahn-Hilliard phase-field model this means that the numerical
results scale with the characteristic length scales L and T which are implicitly contained
within the dimensionless system parameters M and κ. To illuminate the scalability of
our three-dimensional model we present results for three solder balls of different size still
involving the material parameters for eutectic Sn-Pb. Here we regard solder balls in the
following scale settings:

1. L = 1 μm, M = 25, κ = 1.25 · 10−4.

2. L = 0.5 μm, M = 100, κ = 5 · 10−4.

3. L = 0.25 μm, M = 400, κ = 2 · 10−3.

The time scale L is left unchanged for all configurations. Fig. 7.5 depicts the spatial scaling
behavior of our numerical model on phase separation events within the abovementioned
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L = 0.25 μm L = 0.5 μm L = 1 μm

Figure 7.5: figure
Comparison of phase separation events in different Sn-Pb solder balls after 0.175 hours of

aging.

scale settings. Again the upper row illustrates isosurfaces of interfacial concentration
values and in the lower row corresponding slices through the body are presented. Our
results correctly indicate that the evolving microstructure scales with the characteristic
length of the representative domain. After the same time of thermal aging the 0.25 μm-
bump expectedly exhibits the coarsest microstructure with the biggest agglomerates. It is
apparent that the microstructure in the 0.25 μm- and 0.5 μm-bump can be regarded as a
suitable zoom-in part of the morphological arrangement within the 1 μm solder ball. This
essential property underlines the correct scaling behavior of our model.

We conclude this section with a concise consideration of the mesh independence of our
computational approach. To this end we study three solder balls with an equal character-
istic length of 1 μm, which are spatially discretized by different mesh resolutions. Here we
aim to demonstrate that within the range of a sufficient spatial resolution of the interfacial
regions our model is mesh invariant. Fig. 7.6 presents results from our computational ag-
ing experiments starting with a rather coarse discretization by means of 4096 elements in
the first column, we provide simulation results on much finer meshes discretized by 8000
elements in the second column and 21953 elements in the third column, respectively. The
initial configurations for all simulations have been generated randomly. The simulations
evince a deep qualitative agreement between the calculated microstructures on the differ-
ent meshes. Invariant of the respective spatial resolution, Fig. 7.6 illustrates very similar
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Figure 7.6: Comparison of phase separation events in differently discretized
Sn-Pb solder balls after 0.17 hours of aging.

stages of phase separation and incipient Ostwald ripening. Consequently, we can state the
mesh invariance of our spatial discretization scheme.
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8 Summary and outlook

Within a continuum mechanical framework the most common field problems have been
examined. In particular, solid mechanical problems, their extension to thermomechanical
problems and fluid mechanical problems have been described in detail in strong and weak
form. All three problems involve the solution of the balance of linear momentum, extended
by an appropriate energy field equation for the thermal part and extended by a constraint
field related to the pressure of an incompressible fluid. In contrast to all of them, the
fourth system introduced deals with unsteady convective transport problems, where we
have to solve a scalar valued diffusion equation.

For the numerical solution of the given problems, a common finite element framework has
been introduced based on Lagrangian as well as NURBS based shape functions. Especially
the latter one provides interesting features, which can be used in a wide range of problems
and is subject to various research projects. The application to solid and fluid mechanical
problems is straight forward, whereas the application to specific transport problems like
the Cahn-Hilliard equation rests on the adjustable continuity of NURBS based shape
functions.

For the temporal discretization we have applied a common framework to the problems at
hand. For the solid and for the thermomechanical problems structure preserving integrators
have been adapted to obtain enhanced stability. Although unusual for fluid mechanical
system, which do not preserve certain values like total energy due to the specific formulation
of the convective term, we have adapted the implicit integrator to the incompressible fluid
as well and observed again enhanced stability using time step sizes which are up to a factor
of thousand larger then used for explicit schemes. For the transport system, we can show
that the application of the implicit integrator conserves algorithmically the total mass.
Once again we receive a remarkable stable numerical solution for large time steps.

The main purpose of this work is to derive suitable interface descriptions for the various
types of problems. Mortar based discretization schemes in the context of non-conform
domain decomposition problems have been introduced for solid mechanical and thermo-
mechanical problems using Lagrangian as well as NURBS based shape functions. The
constraints have been rewritten in terms of appropriate invariants, such that we could
adopt the constraint forces to the previously introduced structure preserving time inte-
gration scheme. Furthermore, inequality constraints in the form of contact problems have
been addressed as well, using NTS and Mortar methods for the spatial discretization of
the contact interface. For this class of problems we could also demonstrate the enhanced
numerical stability provided by structure preserving time integration schemes.
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The last two problems addressed in this work are also related to interface problems. The
first one addressed here deals with fluid-structure interaction. Instead of a direct dis-
cretization of the boundary to transfer the momentum between the different fields, we
employ continuum immersed strategies. Therefore, the immersed solid is represented by
a force source field within the fluid using a suitable Euler-Lagrange mapping. This ap-
proach allows large deformations of the solid without remeshing the fluid. As before, we
could demonstrate that the implicit time integration provides enhanced numerical stabil-
ity allowing large time steps for the fluid-structure interaction as well. The last problem
addressed in this work deals with the solution of the Cahn-Hilliard equations using higher
order NURBS based shape functions to resolve the interface between the different phase
fields. As before, we avoid a direct discretization of the interface using a single continuum
formulation of the whole domain.

Many issues are not addressed here and should be considered in future work:

• The adaptation of NURBS based shape functions to beams and shells. The effects
of higher order elements providing higher continuity between the elements should be
investigated in the context of geometrically exact beams and shells.

• The existing thermomechanical framework should be applied to contact problems to
provide an energy consistent integrator for frictional contact. Therefore, both, NTS
as well as Mortar methods, should be considered for the spatial discretization of the
interface.

• For fluid-structure interaction problems the framework of Mortar based discretiza-
tion schemes should be adapted to the interface between the fields. In conjunction
with the developed augmentation techniques as well as the structure preserving time
integration schemes we assume that the numerical solution should be remarkable
stable, reducing the computational costs tremendously for this class of problems.

• The extension of immersed techniques to structural elements should also be investi-
gated.

• It is well known that Galerkin based discretization schemes in space introduce spuri-
ous artificial oscillations in the solution of transport problems. Various remedies have
been proposed using SUPG and SGS methods. Those methods should be adapted
to the Cahn-Hilliard equation within the given framework.
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Appendix A

Enhanced assumed strain method

Standard displacement-based elements are subject to volumetric locking effects in the
incompressible limit. To enhance the performance of the tri-linear displacement elements
we incorporate the enhanced assumed strain method developed by Simo et al. [64, 65] into
the present framework.

Based on the developments in Simo et al. [65] the following operator is introduced

G̃radX(•) = j0

j(ξ)
J−T

0 Gradξ(•) (A.1)

with
J(ξ) =

∂Xh

∂ξ
, J0 = J(ξ)

∣∣∣∣
ξ=0

, j(ξ) = det[J(ξ)], j0 = j(0) (A.2)

The enhanced deformation gradient can now be written as

F h =
nnode∑
A=1

qA ⊗ ĜradX(NA) +
nenh∑
A=1

αA ⊗ G̃radX(MA) (A.3)

where

Ĝrad(NA) = Grad0(NA) +
4∑

J=1

γA
J G̃radX(HJ) (A.4)

Here, γJ are gamma-stabilization vectors and HJ hourglass functions, defined in Be-
lytschko et al. [6]. Additionally we introduce Wilson’s incompatible shape functions (see
Wilson et al. [75]) for tri-linear brick elements

M1 = 1
2

[ξ2
1 − 1], M2 = 1

2
[ξ2

2 − 1], M3 = 1
2

[ξ2
3 − 1] (A.5)

Now the discrete enhanced version of (1.7) reads

〈δϕh, π̇h〉Bh
0

+ 〈F hΣh, Ĝrad(δϕh)〉Bh
0

= 〈δϕh, T̄ 〉∂Bh,σ
0

+ 〈δϕh, B̄〉Bh
0

〈F hΣh, G̃rad(δαh)〉Bh
0

= 0
(A.6)
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where αh =
nenh∑
A=1

MAαA. Concerning the discretization in time the additional α-modes are

evaluated in the mid-point
αh

n+ 1
2

= 1
2

(αh
n + αh

n+1) (A.7)

The enhanced form of the fully discrete system (3.14) can now be written in the form

δqA ·

⎡⎣MAB(vB,n+1 − vB,n) + Δt

∫
B0

Ĝrad(NB) · Σh
n,n+1F

h
n+ 1

2
dV

⎤⎦ = ΔtδqA ·
[
F A,ext

n+ 1
2

]

δα ·

⎡⎣∫
B0

G̃radX(MA) · Σh
n,n+1F

h
n+ 1

2
dV

⎤⎦ = 0

δΘA

⎡⎣ΓAB
n,n+1ΘB,n+ 1

2
− Δt

∫
B0

KAB
n,n+1 dV ΘB,n+ 1

2

⎤⎦ = ΔtδΘAQh,A
n,n+1

(A.8)
Note that the additional equations (A.8)2 can be eliminated using standard condensation
procedures. We further remark that the enhancement of the space discretization outlined
above does not affect the conservation and consistency properties of the present energy-
momentum integrator.
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Appendix B

Variational formulation of
thermomechanics

In Section 1.2 we have used the fundamental lemma of calculus of variations to transform
the strong form of the balance equations into the weak form. For details on variational
calculations of multifield problems see Kovetz [49, Chapter 15]. In this appendix we inves-
tigate the connection between the balance equations and an extended Hamilton principle
postulated as follows

δ

t1∫
t0

L dt = 0 ⇔ δ

t1∫
t0

H −π · ϕ̇ dt = 0 ⇔ δ

t1∫
t0

〈[1
2

ρ−1
0 π2 +e−π · ϕ̇]〉B0 +Πext dt = 0 (B.1)

Here, Πext = Πext
mech(ϕ)+Πext

therm(η) denotes all external contributions to the initial boundary
value problem. The last equation can be derived using Livin’s theorem (cf. Pars [56,
Chapter 10]), which is equivalent to the Legendre transformation of the Lagrangian. To
resolve the system in terms of the free Helmholtz energy, we have to incorporate a second
Legendre transformation. Thus, we receive

t1∫
t0

δ〈[1
2

ρ−1
0 π2 + Ψ + θη − π · ϕ̇]〉B0 + δΠext dt = 0 (B.2)

Note, that we can only include the variation in the time integral if we postulate the absence
of non-holonomic constraints. Next, we implement a Hu-Washizu type functional into the
equation

t1∫
t0

δ〈[1
2

ρ−1
0 π2 + Ψ(C, θ) +

1
2

Σ : [(Dϕ)T Dϕ − C] + θη − π · ϕ̇]〉B0 + δΠext dt = 0 (B.3)

where we introduce C and Σ as additional variables to the system. Note, that Σ are
Lagrange multipliers. After short calculations we obtain the canonical formulation of
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Hamiltons principle after short calculations

t1∫
t0

〈
{

[ρ−1π − ϕ̇] · δπ +
[

∂Ψ
∂C

− 1
2

Σ
]

: δC + DϕΣ : Dδϕ + π̇ · δϕ+

1
2

δΣ : [(Dϕ)T Dϕ − C]+ [∂Ψ
∂θ

+ η]δθ

}
〉B0 + ∂Πext

mech
∂ϕ

· δϕ dt = 0

(B.4)

where we have made use of a partial integration and postulate, that the variation δϕ equals
zero at t0 and t1. Note, that the variation with respect to the entropy equals the variation
of the external contributions as follows

t1∫
t0

〈θδη〉B0 + ∂Πext
therm
∂η

δη dt = 0 (B.5)

The first term in (B.4) reflects the first Legendre transformation, since π = ∂L
∂ϕ̇

. Moreover,
the sixth term reflects the second Legendre transformation. For the rest of the variations
we end up with a system of differential algebraic equations

〈[π̇ · δϕ + DϕΣ : Dδϕ]〉B0 +
∂Πext

mech
∂ϕ

· δϕ = 0

1
2

〈[(Dϕ)T Dϕ − C] : δΣ〉B0 = 0

〈
[

∂Ψ
∂C

− 1
2

Σ
]

: δC〉B0 = 0

(B.6)
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Appendix C

Constitutive evolution equations

Many researchers have investigated various constitutive laws used to describe the tangential
tractions. We omit a further investigation and focus on a standard dry friction Coulomb
law to complete the set of equations used for the numerical examples. Based on this specific
formulation, we state that

‖tT ‖ ≤ μ tN and ϕ := ‖tT ‖ − μ tN ≤ 0 (C.1)

The tangential displacement in the case of slip follows from uT = η tT where η denotes the
consistency parameter, which depends on (C.1) and we can write

η

{
= 0, if ϕ < 0
≥ 0, elseif ‖tT ‖ = μ tN

(C.2)

In analogy to plasticity, we rewrite the last statement as follows

ϕ ≤ 0, η ≥ 0, ηϕ = 0

vT = η

(
∂

∂tT
ϕ

)
= η

tT

‖tT ‖
(C.3)

and regularize the equation for the tangential velocity vT (C.3)2 using a penalty method

vT = η
tT

‖tT ‖ +
1
εT

ṫT (C.4)

Note that the components in tangential direction read

ṫTα

εT

= mαβ ξ̇β − η
tTα

‖tT ‖ (C.5)

where we have made use of vT = mαβ ξ̇β aα.
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Local time stepping scheme for the frictional evolution equations Here, we apply a
one-step integration scheme of the local evolution equations (C.5) following the arguments
in Armero & Petöcz [4]. Consequently, the approximation of the tractions can be written
as follows

tTα,n+ϑ
− tTα,n = εT mαβn+ϑ

(
ξβ

n+ϑ − ξβ
n

)
− εT η

tTα,n+ϑ

‖tTn+ϑ
‖ (C.6)

where ϑ ∈ [0, 1] controls the corresponding time stepping scheme and should be chosen
consistent with the global time stepping scheme. Taking the inequality conditions (C.3)
into account, we obtain

ϕn+ϑ = ‖tTn+ϑ
‖ − μ tN ≤ 0, η ≥ 0, η ϕn+ϑ = 0

tTα,n+ϑ
= tTα,n + εT

(
mαβn+ϑ

(
ξβ

n+ϑ − ξβ
n

)
− η ϑ

tTα,n+ϑ

‖tTn+ϑ
‖

)
(C.7)

Note that tN is represented by a Lagrange multiplier, constant within the time step. To
implement (C.7) we apply a return mapping scheme and start by considering the stick
case, i.e. η = 0

ttr
Tα,n+ϑ

= tTα,n + εT mαβn+ϑ

(
ξβ

n+ϑ − ξβ
n

)
ϕtr

n+ϑ = ‖ttr
Tn+ϑ

‖ − μ tN ≤ 0
(C.8)

which defines our trial state. Depending on the condition (C.8)2, slip occurs and we
obtain

ttr
Tα,n+ϑ

= εT ϑ η
tTα,n+ϑ

‖tTn+ϑ
‖ + tTα,n+ϑ

(C.9)

by comparing (C.7)2 and (C.8)1. After short calculations using the relation ttr
Tn+ϑ

/‖ttr
Tn+ϑ

‖ =
tTn+ϑ

/‖tTn+ϑ
‖ the consistency parameter in the case of slip is determined by

η =
ϕtr

n+ϑ

ϑ εT

> 0 (C.10)

Thus, the final contribution in the case of slip reads

tTα,n+ϑ
= μ tNn+ϑ

tTα,n+ϑ

‖ttr
Tn+ϑ

‖ (C.11)

To summarize, the return mapping scheme can be written as follows

tTα,n+ϑ
=

⎧⎨⎩ttr
Tα,n+ϑ

, if ϕtr
n+ϑ ≤ 0

μ tNn+ϑ

ttr
Tα,n+ϑ

‖ttr
Tn+ϑ

‖ , elseif ϕtr
n+ϑ > 0

(C.12)

which completes the used definition for the tractions.
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Appendix D

Null space method

The direct discretization of the DAEs governing the motion of constrained mechanical
systems necessitates the solution of saddle point systems of the form[

N G̃T

G 0

][
Δq

Δλ̃

]
= −
[

Rq

Rλ

]
(D.1)

where

N = D1Rq(qn+1, λn+1), G = DΦ(qn+1), G̃ = D2Rq(qn+1, λn+1)T

Rλ = Φ(qn+1), Δλ̃ = ΔtΔλ

Although the above saddle point system could be directly solved, we advocate a reformu-
lation of (D.1) which fits into the framework of the discrete null space method. In this
context, the discrete null space method has been developed by Betsch [10] to achieve a
size-reduction along with an improved conditioning of the system to be solved. Our ap-
proach can be linked to null space methods often used in optimization, cf. Benzi et al. [8,
Section 6.].

Let n be the number of redundant coordinates and m be the number of constraints. We
start with the introduction of a change of coordinates

Δq = UΔu (D.2)

with Δu ∈ Rn and a nonsingular transformation matrix U ∈ Rn×n. Next, split Δu into
independent coordinates ΔuI ∈ Rn−m and dependent coordinates ΔuD ∈ Rm, such that

Δu =
[

ΔuI

ΔuD

]
(D.3)

and, correspondingly, U = [U I , UD]. In this connection, we require that the m×m matrix
G̃UD is invertible. Making use of the above coordinate partitioning, (D.2) can be recast
in the form

Δq = U IΔuI + UDΔuD (D.4)
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Premultiplying the first row in (D.1) by U T yields

UT
I N Δq + UT

I G̃T
Δλ̃ = −UT

I Rq (D.5)

UT
DN Δq + UT

DG̃T
Δλ̃ = −UT

DRq (D.6)

The second of the above equations gives rise to

Δλ̃ = −(G̃UD)−T UT
D [Rq + N Δq] (D.7)

Substituting the last equation into (D.5) leads to

P̃
T N Δq = −P̃

T
Rq (D.8)

where the n × (n − m) matrix

P̃ :=
(

In − UD(G̃UD)−1G̃
)

U I (D.9)

can be identified as a discrete null space matrix (cf. Betsch [10], Section 3.2.1). Note that,
by design, P̃ spans the null space of the discrete constraint Jacobian G̃. Consequently,
G̃P̃ = 0. Now the generalized saddle point system (D.1) can be solved by applying two
successive steps. First solve [

P̃
T N
G

]
Δq = −

[
P̃

T
Rq

Rλ

]
(D.10)

for Δq ∈ Rn. Then (D.7) can be used to determine Δλ ∈ Rm. Table D.1 contains
a summary of the solution procedure which is embedded into the active set strategy as
outlined in Section 5.1.

Alternative solution of the reduced system We next outline a further reformulation
of the system to be solved that retains the symmetry in case the underlying saddle point
system (D.1) is symmetric, e.g. for equilibrium problems. The size-reduced system (D.10)
may be solved alternatively by making use of the generalized coordinate partitioning (D.4)
again. To this end, the second row in (D.10) may be written as

GU IΔuI + GUDΔuD = −Rλ (D.11)

so that
ΔuD = −(GUD)−1 [Rλ + GU IΔuI ] (D.12)

Now the first row in (D.10), in conjunction with (D.4) and (D.12), can be recast in the
form

P̃
T N P ΔuI = −P̃

T
[Rq − N UD(GUD)−1Rλ] (D.13)

where
P :=

(
In − UD(GUD)−1G)U I (D.14)
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Table D.1: Solution procedure for one representative time step
1. Subdivide the set of all possible contact constraints ω̄(1) into the set of active constraints Ak and the set of inactive

constraints Ik, such that ω̄(1) = Ak ∪ Ik and Ak ∩ Ik = ∅, and set k = 1 for initialization.
2. Find qn+1 ∈ Rn and λA,n+1 = [λA,n+1] for A ∈ Ak (λA,n+1 = 0 for A ∈ Ik), set the iteration index l = 1.

a) Given q
(l)
n+1 and λ

(l)
n+1, calculate the residual vector

R(l) =

[
Rq(q(l)

n+1, λ
(l)
n+1)

Rλ(q(l)
n+1)

]

and check for convergence, i.e. check whether ‖R(l)‖ < ε, where ε is a prescribed tolerance.
b) If convergence has not been attained, calculate the discrete null space matrix

P̃
(l) =

(
In − U

(l)
D

(G̃(l)
U

(l)
D

)−1G̃(l))
U

(l)
I

and solve the algebraic system of linear equations

[
P̃

(l)T

N (l)

G(l)

]
Δq = −

[
P̃

(l)T

R
(l)
q

R
(l)
λ

]

Now, determine Δλ via

Δλ = − 1
Δt

(
G̃(l)

U
(l)
D

)−T
U

(l)T

D

[
R

(l)
q + N (l)Δq

]
c) Update the unknowns according to

q
(l+1)
n+1 = q

(l)
n+1 + Δq

λ
(l+1)
n+1 = λ

(l)
n+1 + Δλ

and repeat the procedure with new iteration counter l + 1 until convergence.
3. Update the sets Ak and Ik according to

Ak+1 = {A ∈ ω̄(1) : λA,n+1 + cΦA(qn+1) > 0}
Ik+1 = {A ∈ ω̄(1) : λA,n+1 + cΦA(qn+1) ≤ 0}

(for some c > 0), and repeat the procedure with new iteration counter k + 1 until the sets remain unchanged.

The solution of (D.10) is given by

Δq = U IΔuI + UDΔuD (D.15)

where ΔuI ∈ Rn−m can be obtained from (D.13) and ΔuD ∈ Rm from (D.12). In essence,
the implementation of this approach is contained in [10, Table 3]. It is worth noting
that the staggered solution for ΔuI and ΔuD corresponds to the application of forward
substitution to the block lower triangular system[

P̃
T N P 0
GU I GUD

] [
ΔuI

ΔuD

]
= −
[

P̃
T
Rq

Rλ

]
(D.16)

Premultiplying equation (D.16) by [
In−m (GU I)T

0 (GUD)T

]
(D.17)
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yields {[
P̃

T N P 0
0 0

]
+ (G̃U)T GU

}[
ΔuI

ΔuD

]
= −
[

P̃
T
Rq

0

]
− (G̃U)T Rλ (D.18)

It can be easily verified by a straightforward calculation, that (D.18) can be written in the
alternative form{

Π̃
T
UT N UΠ + (G̃U)T GU

}[ΔuI

ΔuD

]
= −Π̃

T
UT Rq − (G̃U)T Rλ (D.19)

with
Π̃ := In − W̃ G̃U , W̃ =

[
0(n−m)×m

(G̃UD)−1

]
(D.20)

and
Π := In − W GU , W =

[
0(n−m)×m

(GUD)−1

]
(D.21)

We finally remark that the described procedure for solving the underlying saddle point
system (D.1) is closely related to previous works by Krause & Wohlmuth [50, Section 3.]
and Ainsworth [1] dealing with the solution of symmetric saddle point systems.

Application to the 2D NTS contact element. The application of the discrete null space
method to contact problems rests on the design of a viable discrete null space matrix (D.9).
To this end, the matrices U I and UD resulting from a suitable coordinate partitioning of
the form (D.3) have to be devised.

We first illustrate our approach with the NTS method dealt with in Betsch & Hesch [11,
Section 3.5]. Accordingly, consider a NTS contact element with the vector of relevant
nodal coordinates

q =

⎡⎣xS

y1
y2

⎤⎦ (D.22)

Note that to each slave node xS, there is associated one constraint of impenetrability. We
now perform the decomposition

ΔxS = τ ΔuS,I + νΔuS,D (D.23)

where, on the master side, the unit tangent and normal vectors are defined by

τ = (y2 − y1)/‖y2 − y1‖
ν = −Λτ

(D.24)

and Λ is given as

Λ =
[

0 1
−1 0

]
(D.25)
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According to (D.23), the displacement of the slave node uS,D in normal direction has
been chosen as dependent coordinate. Now, for the NTS element under consideration, the
partitioning (D.4) can be written as

Δq = U IΔuI + UDΔuD (D.26)

where

ΔuI =

⎡⎣ΔuS,I

Δy1
Δy2

⎤⎦ , ΔuD = ΔuS,D (D.27)

and

U I =

⎡⎣τ 0 0
0 I2 0
0 0 I2

⎤⎦ , UD =

⎡⎣ν
0
0

⎤⎦ (D.28)

Since the constraint Jacobian pertaining to the NTS element is given by (cf. equation (71)
in Betsch & Hesch [11])

G =
[
νT −N1νT −N2νT

]
(D.29)

we obtain
G UD = ν · ν = 1 (D.30)

Accordingly, in the static case, equation (D.9) for the null space matrix (which is identical
to (D.14) in the case of equilibrium problems) can be evaluated in a straightforward way,
taking into account that, due to property (D.30), GUD coincides with the m × m identity
matrix. Thus (D.9) gives the null space matrix

P = (In − UDG) U I (D.31)

where the n × m matrix UD follows from the assembly of the matrices UD pertaining to
the respective slave node. The n× (n−m) matrix U I can be viewed as modification of the
identity matrix resulting from the contributions U I of the slave nodes, given by (D.28).
It is worth remarking that recently Muñoz [45] proposed an alternative way to set up a
null space matrix for the NTS method based on a global parametrization of the master
surface in terms of cubic B-splines. Yet another related approach can be found in Chow
et al. [17].

For transient problems, in (D.9), G̃ contains the contributions of the discrete constraint
gradient associated with each slave node, ∇q ΦS(qn, qn+1) (cf. equation (75) in Betsch &
Hesch [11]). In this case we choose

U I =

⎡⎣τ 0 0
0 I2 0
0 0 I2

⎤⎦ , UD =

⎡⎣ν
0
0

⎤⎦ (D.32)

where
ν = ς/‖ς‖ , τ = Λν , ς = ∇xS ΦS(qn, qn+1) (D.33)
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Similar to the static case, property (D.30) holds again. Consequently, analogous to (D.31),
the discrete null space matrix assumes the form

P̃ =
(

In − UDG̃
)

U I (D.34)

where, as before, U I and UD are associated with the slave node contributions (D.32).

Mortar contact description Guided by our previous developments in the context of the
NTS method, we choose the nodes on the non-mortar side to perform a decomposition
similar to (D.23). Accordingly, consider the position vector q

(1)
A on the non-mortar side

(i.e. A ∈ ω̄(1)) and perform the split

Δq
(1)
A = τ

(1)
A Δu

(1)
A,I + ν

(1)
A Δu

(1)
A,D (D.35)

where
νA = ςA/‖ςA‖ , τ A = ΛνA , ςA = ∇

q
(1)
A

ΦA(qn, qn+1) (D.36)

Taking into account the structure of the system configuration vector (2.2), the above
decomposition gives rise to⎡⎢⎢⎢⎢⎢⎢⎣

Δq
(1)
1

...
Δq

(1)
A

...
Δq(2)

⎤⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣
I2

. . .
τ

(1)
A

. . .
I2n

(2)
node

⎤⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

UI,A

⎡⎢⎢⎢⎢⎢⎢⎣
Δq

(1)
1

...
Δu

(1)
A,I
...

Δq(2)

⎤⎥⎥⎥⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎢⎢⎣
0
...

ν
(1)
A
...
0

⎤⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

UD,A

Δu
(1)
A,D (D.37)

The assembly of the column matrices UD,A yields the n × m matrix UD. Note that, by
design, the diagonal elements of the m × m matrix G̃U D are equal to one. However,
in contrast to the NTS method treated above, G̃UD does not coincide with the identity
matrix anymore. Due to the structure of the mortar contact constraints, G̃UD has at most
three non-zero elements per row. With regard to (D.9), the discrete null space matrix is
given by

P̃ =
(

In − UD(G̃UD)−1G̃
)

U I (D.38)

where U I is a n× (n−m) matrix which results from the n×n identity matrix by replacing
the 2 × 2 block identity matrices on the diagonal with column vectors τ

(1)
A (cf. equation

(D.37)).
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