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Abstract

Motivated by the historically proven depletion of communication resources, and respec-

tively, by the lack of inherent redundancy necessary for robust and accurate signal processing

and identification under orthogonal wireless communications systems, we use in this work over-

complete redundant representations, i.e., Frame Theory. To this point, such non-orthogonal

signal decompositions provide alternative, yet robust representations, and respectively, aid sig-

nal processing of modern and future wireless communications systems beyond the limitations

of their traditional orthogonal counterparts.

For instance, the millimeter wave (mmWave) initial access (IA) sparse channel estimation

and training beamforming optimization problems are reduced to the generic frame design of the

measurement matrix for compressed sensing (CS). Similarly, for non-orthogonal multiple access

(NOMA) systems, the code-domain NOMA (CD-NOMA) transmission is abstracted as a generic

linear model based on the synthesis linear operator of a frame. Under this abstraction, valu-

able information-theoretic insights regarding the optimum design of CD-NOMA multiplexing

schemes are extracted.

Albeit different, both problems lead interestingly to common frame design principles based

on incoherence, representational tightness and unit-normality frame-theoretic attributes. We

highlight on the one hand that these properties are necessary in capturing the salient information

present in sparse signals, by linking redundant representations to sufficient sparse recovery

guarantees. It is shown therefore that these structures are generally performing very well in

reconstructing sparse signals under the modern framework of CS signal processing. On the other

hand, in NOMA fashion, it is shown that the same properties generate minimally interfering

compressions of large amounts of user information spread across all available communication

resources, where inherently the latter are considered to be less than the amount of served users.

The CD-NOMA scheme thus designed is baptized as massively concurrent NOMA (MC-NOMA),

given its dense and high system overloading potential. We prove moreover, that the MC-NOMA

scheme is not only helping the receivers by minimizing interference, but also achieves optimum

ergodic system sum-rates in terms of link capacity, outperforming the state of the art.

To provide a full system description, we complement these designs with newly proposed

modern signal processing for the sparse recovery of the mmWave channel, or respectively, for the

joint multi-user detection (MUD) on the receiving side of a MC-NOMA transceiver. Numerical

experiments and software simulations confirm the general theoretic results and highlight, once

more, the superiority of the proposed frame-theoretic designs against the existent art.
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Chapter 1

Introduction

A retrospective look into the last three decades of communications outlines by far a clear,

steady and increasingly strong interest in wireless technologies as enablers of mobile telephony,

private/public networks, data exchange, and respectively, their derivative applications. The

evolution of wireless communications systems during the course of this timespan has been

undoubtedly astonishing by any means. To swiftly point out the latter, consider the bulky

mobile phones of the mid-late 1980’s accessible only to the executives, managers and high-end

traders in comparison to the compact, multi-functional smartphones of today available to the

“average Joe”, which are capable of packing more computing capacity than convenience desktop

computers of early and mid 2000’s.

Hence, on the one hand, the evolution of wireless communications was greatly influenced by

the advances in computing capacity and hardware developments alike. On the other hand, the

nowadays widespread use of both wireless and wired communications has also been motivated

by the socio-economic ever-increasing requirements of access and communications rates. These

latter collective needs of better, faster, cheaper connectivity came in fact as a by-product of

the Internet and its almost limitless over-the-top applications. To consider a few, think about

some of the already mundane ones such as emailing, messaging or documents sharing used

daily throughout the world at a large scale. Nonetheless, albeit these are used frequently, they

cumulate in today’s world only a very tiny fraction of the traffic passed through wireless systems.

The late developments of e-commerce, social networks, streaming services and the proliferation

of Internet of Things (IoT) smart devices have taken over by a large margin the quota of data

delivered by communication networks in the daily life of individuals. To top this up, these

applications have their industrial counterparts operating under private corporate networks in

factories and remote environments.

Given the above, the evolution pattern of wireless technologies and their subsequent applica-

tions may be portrayed in simple terms as follows. The wireless communications technological

developments are enablers of countless new applications – some of which were priorly envi-

sioned by the design of the wireless access and protocols, and some of which were not. The
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1.1. A Condensed History of Wireless Cellular Systems

Figure 1.1: Evolutionary pattern applicable to wireless communications.

latter ones, the disruptive applications, are the ones that in turn catalyze and drive the evolution

of next-generation wireless technologies. These events cycle periodically feeding the incremental

evolution of wireless communications technologies from one iteration to the next. The above

evolutionary pattern is outlined graphically by Figure 1.1.

The current dissertation aims therefore to provide humble design insights and concrete

technology advances beyond the state of the art for the next iteration of wireless networks and

communication systems.

1.1 A Condensed History of Wireless Cellular Systems

To better understand the requirements and technical features at the core of the previous

and current iterations of wireless communications, let us take a short look over the evolution

of mobile wireless systems. To this end, the first iteration of mobile telephony, coined as first

generation (1G) [1,2], was in fact an analog cellular extension to cordless phones enabling voice

services at low data rates. As a result, it was relying on orthogonal frequency division multiple

access (FDMA) with circuit-switched control and resource allocation to provide service to its

users. It was made obsolete by the increasing demand of access which depleted fast the resource

capabilities of the 1G systems.

As a result, given the digital circuitry and miniaturization advances of the late 1980’s, the

second generation (2G) cellular based wireless networks were introduced as a replacement super-

seeding the previous 1G counterparts. As fully digital cellular wireless systems, the 2G protocols

expanded the FDMA resource allocation of its legacy and used as well resource elements over

the time domain as orthogonal time division multiple access (TDMA) slots [3]. These changes

enabled the 2G wireless systems to make a more efficient use of the wireless media by firstly

optimizing the spectrum usage given the appropriate sampling of voice channels, and secondly,

by optimizing the available time and frequency domain usage. Nonetheless, once again the pop-

ular widespread and rapid growth of mobile telephony services pushed the limits of 2G systems

which started exploring an additional dimension, namely the code domain via code division
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multiple access (CDMA) [1]. However, the latter was never fully leveraged by 2G networks

which in the end coped and became tuned to properly address the voice service problem that

the 1G systems failed to solve at large scale.

Motivated by the dawn of the Internet at scale, i.e. accessible to everyone, the third gener-

ation (3G) networks were designed to cope with both telephony and data services. Albeit the

latter were possible over the 2G counterparts, they remained fixed to the level of short text

messaging rather than upcoming electronic mail at the time. As a result, 3G networks were

the first cellular wireless systems with layered services and resource allocation based on service

policies tailored for both telephony and data. To this end, they incrementally incorporated and

extended the CDMA, TDMA and FDMA orthogonal resource usage of legacy systems in offering

communication rates capable of achieving up to several Mbps towards their latest releases.

The developments of wide-area networks focused around cellular communications systems

were horizontally scaled by the wireless local area networks (LANs) based on the IEEE 802.11

family standard, and respectively, short-range counterparts, such as BluetoothTM for instance

[4]. These combined advances enabled not only the migration of desktop Internet applications

to the mobile phone ecosystem, but also heralded the emergence of pervasive mobile over-the-

top applications, e.g the App Store. Once more, the access and capacity limits of 3G systems

were thus stretched, in this case, by the arrival of increasingly computationally capable mobile

devices and proliferation of smartphones.

In the face of the latter disruptive emerging applications, the wireless communications in-

dustry and research community brought to life the fourth generation (4G) wireless networks

as the first properly and purposefully built Internet based wireless systems capable of deliv-

ering a fully connected experience close to a desktop environment. From this perspective, 4G

honed and bested the areas where 3G failed. In doing so, it used yet another orthogonal ac-

cess scheme, i.e orthogonal frequency division multiple access (OFDMA) [4–6], alongside and

complementary to the legacy ones previously used. Furthermore improvements to 4G networks

were integrated over the last years in the form of long-term evolution (LTE) addenda meant to

boost the performance and scalability of original 4G systems. To this end, the latter succeeded

in providing massive gains in capacity and end-to-end peak data rates bounded by 1 Gbps,

capable of satisfying the needs of daily human users.

However, the 4G and its enhanced LTE equivalent were not designed in order to address

hard requirements and traffic volumes that may surface given things – e.g. sensors, machines,

cars, robots, drones – as network users. The latter, under the presumption of autonomy, may

have in practice more stringent and hard Quality of Service (QoS) constraints that exceed the

capacity of 4G in terms of bandwidth, connection density or end-to-end latency. In the light of

the latter, and as a response to the disruptive unstoppable spread of such IoT cyber physical

systems, the fifth generation (5G) wireless networks were proposed and researched over the

course of the last 5 years. On such grounds, 5G categorized its connections into three different

branches, namely: enhanced mobile broadband (eMBB), massive machine-type communications

(mMTC) and ultra reliable low-latency communications (URLLC). The three categories from

above seek therefore to enforce the 5G IMT-2020 vision, [7], over the latest benchmark, i.e. the
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Figure 1.2: From 1G to 5G and beyond – a historical snapshot.

IMT-Advanced (4G-LTE) [8], across the planes of massive data rate, massive connectivity and

reduced latency.

Given the latter categorization of serviced links and the network softwarization trends, 5G

is expected therefore to provide the basis of a highly modular and scalable wireless communica-

tions platform capable of serving various applications needs. Albeit the high objectives, the 5G

physical layer (PHY) technology is expected so far to rely heavily on established 4G orthogonal

access and waveforms radiated over improved multiple-input multiple-output (MIMO) radio

frequency (RF) links. As complements, networking virtualization, flexible PHY numerology of

resource elements and the upcoming millimeter wave (mmWave) technologies are expected to

aid 5G networks reach their ambitious goals according to the latest recently released standard-

ization, Release-15 [9], and respectively, to its currently drafted successor, Release-16 [10], to

be released in 2020 as a second phase to the realization of the IMT-2020 vision [7].

Following the past developments, it is important to remark the fact that each even iteration

of a wireless communications system was in fact capable of acceptably solving its predecessor’s

main objectives as depicted in Figure 1.2. For instance, 2G solved the voice telephony that

1G aimed to provide a solution to by the disruptive means of digitalization. Similarly, 4G and

LTE solved the data transmission conundrum that motivated 3G by using orthogonal frequency

division multiplexing (OFDM) multicarrier waveforms, MIMO systems and better optimized,

partly decentralized service policies via emergent network virtualization. Despite 5G’s ambitious

goals and capable tools to achieve them, it is to be expected that trully enabling a virtually

configurable and scalable radio architecture would be superseeded in the next 10-30 years by

the rapid advances of machine learning and their digital beneficiaries, the intelligent agents

of tomorrow, i.e. the artificial intelligence (AI) [11]. Under the premises of massively spread
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digital intelligent entities, the 5G core network architecture may be capped by the sheer scale

and heterogeneity of access, traffic and latency requirements.

Therefore, at the dawn of commercial 5G deployment it comes naturally to ask ourselves

“what are the next disruptive technologies that will enable 5G and beyond systems to reach the

design goals of a globally scalable and optimized network for seamless Internet access to both

humans and machines ?”.

1.2 Future Directions of Wireless Communications

The “seamless Internet access” problem coined above refers to the features of high scalability

and self-configuration that upcoming wireless communications systems need to fulfill in order

to optimally satisfy the users’ needs. To this extent, the heterogeneity of users in the network

will be a difficult problem to address on a global scale, requiring solutions not only on the upper

network layers, but also at the physical layer, and respectively, at the application layer via inter-

node cooperation. Concretely the “seamless Internet access” will become a distributed problem

in future generations of wireless networks aiming to solve application-focused QoS requirements.

On one hand, for the human users such needs may be summarized as “intuitive access” focusing

on providing least amount of steps to get what one needs based on human like intractions,

e.g. natural language processing, gesture recognition, facial expressions identification. On the

other hand, for the AI users these needs would be reduced to distributed digital mitigation and

agreement towards local and global optimizations satisfying the hard instantaneous requirements

of the network nodes’ applications.

In essence, based on the above, the design of context-aware cross-layer access and resource

allocation schemes would be crucial to satisfy such future scenarios. In the light of our PHY-

focused research interests, two key technologies are identified as enablers of such future access

schemes: mmWave and non-orthogonal multiple access (NOMA).

The mmWave systems are considered under the 5G umbrella as practical alternatives to

evade the spectral clog in the sub-6 GHz spectra [12–14]. Given their high operating frequen-

cies, mmWave candidate technologies operate in the frequency range of 24 − 300 GHz and

are inherently broadband communication systems with high bandwidths. However these gains

come at the cost of additional signal processing needed to radiate the waveforms over the highly

attenuated mmWave operating frequencies. The solution to this problem has been the com-

plementary utilization of MIMO architectures taking advantage of the short wavelenghts of

mmWave allowing for packing more antenna elements together at the level of the MIMO RF

antenna arrays [14,15].

Nonetheless, the high operating frequencies challenge the RF designs cost-effectiveness and

efficiency of practical realizations of mmWave radios. To this extent, multiple feasible ap-

proaches to the RF design of mmWave systems were proposed ranging from fully digital to

hybrid solutions. Recognizing the fact that hardware improvements over the next years may

deem the RF design dilemma obsolete and enable fully digital designs, we identify the core

problem of mmWave as being the beamforming optimization and management. To this end,
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this is studied by this dissertation in the least advantageous context of no prior knowledge of

channel state information (CSI) at the transmitter (CSIT) given the initial access (IA) scenarios

of mmWave links.

The waveforms and PHY access has been insofar mainly based on orthogonal designs. In

plain words, the maximum number of media resources used by the communication has always

been bounded by the minimum number of physical resource element (RE) in the system, be

it time, frequency, code or spatial dimensions. Historically as seen before, such systems where

eventually capped by the ever-increasing demand for wireless access which led to the research

and implementation of new access technologies, e.g TDMA, CDMA, OFDMA [1, 2, 4]. Cur-

rently, 5G relies on the same orthogonal access and waveforms enhanced by configurable PHY

numerology over the multicarrier signals transmitted [9]. At least with regards to 5G, this

paradigm does not seem to change very soon even with the enhanced draft of the protocols,

i.e., Release 16. Despite the network virtualization and flexible waveform numerology, the 5G

proposed access remains insofar based on the orthogonality concept.

It so follows that the expectation of 5G to be challenged to its limits by the increasing

demand of traffic and access especially with the prevalence of AI is historically once more

not far-fetched. Under these premises, we regard non-orthogonality and NOMA [16–18] as

promising paradigms to enhance and truly scale the capabilities of 5G and beyond (5G+), and

respectively, of future wireless communications systems, referred hereafter to as sixth generation

(6G) networks. As a consequence, a second part of this thesis is dedicated to the study of feasible

mathematically sound non-orthogonal transceiver and receiver designs under the context of

NOMA as a scalable enabler of future wireless systems.

The mathematical framework under which the two main problems described above are stud-

ied is called Frame Theory [19–23]. Its focus is the study of non-orthogonal representations.

Over the course of this dissertation, the connection between Frame Theory and the latter wire-

less communications topics is discussed and leveraged to propose two centralized frameworks,

one for each problem, together with subsequent signal processing solutions.

1.3 Thesis Outline

The dissertation is structured as follows:

• Chapter 2 discusses the fundamentals of conventional orthogonal access schemes in wireless

communications. At a PHY-layer, the OFDM modulation is discussed in more depth to

illustrate the orthogonality paradigm of current wireless systems waveforms. In addition,

a practical study case is introduced and analyzed on the basis of Dedicated Short Range

Communication (DSRC) [24] via the IEEE 802.11p protocol [25], currently in effect for the

upcoming vehicle-to-everything (V2X) communications. The latter is used to illustrate

some limitations of orthogonal designs related to access, achievable rate, and latency.

• Chapter 3 provides a mathematical hiatus meant to provide a self-sustained reference to

finite Frame Theory and related concepts of redundant representations. The core ideas
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of non-orthogonality are introduced together with the formal definitions of Frame Theory

and frames alike. In addition, the dual linear transforms of analysis and synthesis are

discussed together with their effects of expansion, and respectively, compression of the

equivalent signals. Frame properties, operators and special types of frames are covered as

well. Lastly, a succinct perspective of immediate applications to wireless communications

topics is provided at a high-level.

• Chapter 4 treats the problem of mmWave IA channel acquisition and subsequent beam-

forming optimization and management. Firstly, the system model and main practical

assumptions of the mmWave media and mmWave radios are discussed. Then the channel

estimation problem associated with the first channel acquisition of a mmWave link is for-

mulated according to the state-of-the-art as a sparse recovery problem. The joint problem

of beamforming under no CSIT is next projected as a frame-theoretic optimization and

design. This is firstly solved under theoretic assumptions and later discussed under its

practical Kronecker-decomposable realization. Lastly, the circle is closed by the sparse

recovery of the mmWave channel given sparsely-enhanced algorithms.

• Chapter 5 researches the NOMA problem. At first, the core ideas of NOMA and a clas-

sification of existent solutions together with an overview of implementation limitations

are presented. In the sequel, the linear system NOMA model is abstracted to a frame-

theoretic representation for both uplink (UL) and downlink (DL). Under the abstract

model, the design criteria of an optimal NOMA system via frames are discussed. The

massively concurrent NOMA (MC-NOMA) transmitter (Tx) design solution to this prob-

lem is next presented together with its information-theoretic optimality and performance

over the state of the art. The optimum receiver (Rx) design is then discussed and a

low-complexity solution capable of maximum likelihood (ML) performance is proposed.

Lastly, an alternative highly scalable and low-complexity joint detection scheme for mas-

sive MC-NOMA systems is proposed based on sparsely-structured detection.

• Chapter 6 presents an exploratory perspective on the future trends of problems to be

addressed by 6G networks. Candidate technologies based on the proposed schemes of this

thesis are discussed together with expected outcomes of their prospective deployments.

• Chapter 7 concludes the thesis and offers queues on future work points as interesting and

worthwhile extensions of the research presented throughout the manuscript.

1.4 Thesis Contributions

The work performed during the course of this research has led to the following contributions

listed in the sequel:

Topic: mmWave systems

• decomposed the compressed sensing (CS) mmWave CSI estimation problem, IA and sub-

sequent beamforming to a frame-theoretic formulation;
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• proposed a frame-based approach to optimization and management of training beamform-

ers/combiners for optimum sensing of the sparse mmWave channel during the first stage

of channel acquisition;

• studied the practical realization of optimum beamformers given their Kronecker factor-

ization to realizable and achievable Tx/Rx counterparts;

• developed a new fractional programming (FPG) approximated `0-norm sparse recovery

algorithm as an alternative to state-of-the-art methods;

• performed synthetic evaluation of the proposed mmWave CSI estimation schemes and

algorithms via PHY-link layer computer simulations.

Topic: NOMA systems

• proposed a generalized abstract framework for the treatment of UL/DL code-domain

NOMA resource allocation and access schemes based on Frame Theory;

• formulated the code-domain linear precoding NOMA operation as a generalized frame

design problem;

• introduced a new NOMA dense access scheme, i.e. MC-NOMA, based on an optimally

designed frame capable of minimizing the associated system-inherent inter-user interfer-

ence;

• proved the information-theoretic optimality of the scheme under practical conditions and

outlined the gains over established state-of-the-art methods in both UL and DL scenarios;

• developed a low-complexity ML-capable tree search joint detector optimized by an alge-

braic search space reduction coupled with a hard probabilistic thresholding rule;

• developed a new formulation of MC-NOMA joint detection as an alternative probabilistic

sparsely-structured `0-norm problem widely-applicable to other MIMO systems alike;

• proposed a fast iterative sparsely-structured solver based on an `0-approximated, FPG-

relaxed formulation implemented via alternating direction method of multipliers (ADMM);

• performed extensive simulations to evaluate and outline the performance of the proposed

transmission scheme and detection algorithms both from an information-theoretic per-

spective, but also from a joint detection perspective.

Topic: 6G and future wireless networks

• proposed an original vision towards the next generation of wireless networks as enablers

of intelligent agents and their collaborative operation.

Moreover, large parts of the above contributions have been scientifically disseminated through

publications, submissions for publication or presentations in specialized, peer-reviewed inter-

national IEEE journals, conferences and workshops on the three topics identified above. A

complete list of the publications generated over the course of this PhD is given in Appendix B.
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Chapter 2

Intrinsic Orthogonality of

Wireless Systems

As detailed in the previous chapter, legacy and current wireless communications systems rely

almost exclusively on orthogonal waveforms and access schemes. The core idea motivating such

usages is quite simple and in fact practical for typical deployments prior to the IoT revolution.

Concretely, it relies on the fact that orthogonally modulated information streams or access

patterns are easily recoverable at the Rx side, to the extent that for linear systems, such as

the wireless communications links, a matched filter could be applied to recover the radiated

information. So, in plain words, the path of orthogonality for modulation and access over

the wireless media has been conveniently chosen for an efficient and an economic information

retrieval on the receiving end of the information.

To provide therefore a motivation and open the appetite to the non-orthogonal treaty of

diverse PHY problems of future wireless networks across the planes of CSI estimation, Tx

design, and respectively, Rx design, a brief discussion of conventional orthogonal concepts is

firstly offered in this chapter.

The emphasis is placed furthermore on the OFDM waveforms and modulation which is

largely employed nowadays across the communication architectures of 4G, LTE [5] and 5G [9],

respectively. In the end of the chapter a specific case study of an orthogonal communication

system is addressed based upon the IEEE 802.11p protocol [25]. This OFDM-based PHY

communication stack is used for DSRC, or equivalently, wireless access in vehicular environments

(WAVE) [24], by V2X communications across Europe [26–28] and North America [24,29] alike.

This case study is thence used to showcase some of the practical challenges to be expected

by upcoming networks across different harsh mobile environments and strict timing constraints,

Excerpts of this chapter are adapted and enhanced based on the selected article:
R.-A. Stoica, S. Severi and G. T. Freitas de Abreu, “A Self-Organizing Frequency Approach to 802.11p Channel
Estimation,” in IEEE Transactions on Intelligent Transportation Systems, vol. 18, no. 7, pp. 1930-1942, July
2017. ©2017 IEEE.
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and simultaneously, to outline some of the deficient performance characteristics that orthogonal

communications systems may encounter. Last but no least, these remarks should therefore

constitute a motivational step towards a non-orthogonal characterization of future wireless

communication systems to follow in the next chapters.

2.1 Orthogonal Access

A simplified taxonomy of orthogonal media access in wireless systems may be easily formu-

lated under the following four domains: time, frequency, code, and respectively, space. Con-

cretely, each of these dimensions are orthogonalized via some sort of splitting or subspace

separation allowing multiple users to access the media resources along a respective axis in an

orthogonal manner ensuring therefore minimal interference relative to each other.

For instance the time domain orthogonal access, TDMA [4], is based on the very simple

idea of channel splitting across the temporal dimension. This results in slotted time frames of

exclusive access ensuring, upon distributed coordination policies, that each user is capable of

using the wireless channel orthogonally to the other users with whom the media is being shared.

The TDMA strategy dates back to the origins of 1G and 2G cellular systems [30] and relies

on packetized access and contention resolution strategies [31] meant to solve potential packet

collisions sourced by different users during the same time slots. As a consequence, the TDMA

schemes rely heavily on Queuing Theory mechanisms and concepts [31,32] in order to mitigate

channel contentions and assure temporal orthogonality. An example in this sense, is portrayed

in Figure 2.1.

It is therefore clear that under excessive loads of the system, the queuing of users to be

Figure 2.1: TDMA orthogonal wireless channel access example for 3 users. A simple carrier
sensing and collision avoidance strategy is exemplified to outline the exclusive access to the
wireless channel over a time slot.
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Figure 2.2: FDMA orthogonal wireless channel access example for 3 users given 3 available
frequency resources over multiple transmissions instances.

served by a potential base station (BS) may increase catastrophically as the average packet

serving time is lower than the average channel access rate of the user cohort. This leads to a

complete bottleneck and total failure of the system in satisfying QoS requirements of incoming

users which are postponed indefinitely once the capacity of the communication system has been

reached.

The frequency based orthogonal access can be further split into single-carrier and multi-

carrier strategies respectively. An old approach still widely used today to orthogonally split

the frequency space of single-carrier wireless systems is represented by FDMA channel selection

where users access the media over the total available bandwidth under different non-interfering

subchannels. Under the classic Nyquist Sampling Theorem [33] it thus follows that these sub-

channels require a frequency separation of 2W for any signal of bandwidth W resulting in a

maximum bandwidth efficiency of

ηFDMA ,
W

2W
=

1

2
, (2.1)

where the latter result holds by the same logic also for the case of the TDMA discussed above.

To this extent, an illustration of the single-carrier orthogonal splitting of the wireless channel

and its subsequent access is displayed in Figure 2.2.

Based on the illustration from Figure 2.2 the depletion of resources under FDMA becomes

apparent. To this end, consider the case where an additional user would like/need to use the

wireless channel in the next transmission window, but none of the three previous users is freeing

any of the available three frequency resources. This congestion leads to postponing or denying

the service of the incoming user.

Of course that the simple deployment of individual orthogonal access schemes as singletons

is naive and in practice the methods discussed in this section are in fact combined in order to
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2.1. Orthogonal Access

boost the user capacity of wireless systems. However, their individual treaty serve an illustrative

purpose.

The code domain approach to multiple access over the wireless media, CDMA, relies on

the core idea of orthogonally spreading multiple users information across the commonly used

spectrum, hence it is also often named spread-spectrum access [4,34]. This concept is resumed to

antipodal, i.e binary, orthogonal M -sequences multiplying each user’s information at a higher

rate than the symbol rate. Mathematically this concept resumes on the receiver end to a

multi-user detection problem given by the received signal

rk,1 =
M∑
m=1

bk,1 · Ec,1cm,1 + bk,2 · Ec,2cm,2 + nm,1, (2.2)

where for simplicity of the exposition a 2-user scenario was considered and the notation used

marks by rk,1 the received signal over the additive white Gaussian noise (AWGN) channel at

user 1, by cm,` the m-th chip of the spreading code of user `, by Ec,` the chip energy of the

spreading code for user `, by bk,` the k-binary information codeword of user `, and respectively,

by nm,1 the AWGN of receiver 1 over the m-th chip interval.

Under the assumption of orthogonality of the sequences of different users, the optimal de-

spreading strategy would resume to the application of matched filtering [34] at the receiver to

obtain

yk,1 =
M∑
m=1

cm,1 · (bk,1 · Ec,1cm,1 + bk,2 · Ec,2cm,2 + nm,1) (2.3a)

= bk,1Ec,1 ·
M∑
m=1

cm,1cm,1︸ ︷︷ ︸
user 1 signal – desired

+
M∑
m=1

cm,1nm,1︸ ︷︷ ︸
filtered AWGN

+ bk,2Ec,2 ·
M∑
m=1

cm,1cm,2︸ ︷︷ ︸
interference of 2 onto 1

(2.3b)

= bk,1Ec,1M + ñk,1 + bk,2Ec,2 ·
M∑
m=1

cm,1cm,2, (2.3c)

where in the last step the filtered noise has been implicitly denoted as ñk,1.

Upon vectorization of the operations in Equation (2.3c), one may observe that the interfer-

ence term is governed by the inner product between the spreading sequence of user 1, and the

spreading sequence of user 2. It is thus clear that for orthogonal spreading such as conventional

CDMA then this would cancel out as c1 ⊥ c2 and |〈c1, c2〉| = 0 respectively – where c1, c2

denote implicitly the stacked-up versions of the spreading codes of the 2 users considered.

In practice however, the generation of binary sequences with such attributes as envisioned by

CDMA is constrained by their discreteness and dimensionality requirements of the applicable

systems which increasingly challenges the design problem. As a result, a relaxed strategy is

applied by the usage of pseudo-noise (PN) sequences [35] – artificially generated direct-sequence

(DS) pseudo-random sequences with properties similar to white noise, high auto-correlation, and

respectively, almost flat cross-correlations [34]. Consequently, it follows that |〈c1, c2〉| 6= 0, but

small, and as a result, the interference term actually is complementing the receive noise of the
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Figure 2.3: DS-CDMA orthogonal wireless channel access example for 2 users.

system, see for instance Figure 2.3. As an effect, practical CDMA systems suffer from the

near-far problem since the matched filter receiver requires that the signal energies associated

with each individual user component are actually closely the same. Power control is to this

extent therefore a practical necessity of CDMA systems. To summarize in simple words, there

are no free gains, and this can be seen for CDMA systems that provide a strong potential for

high user capacity, but at the same time require strict power control to be able to achieve their

theoretical gains [35].

An alternative application of CDMA robust against the near-far problem is represented by

the application of the same spreading idea to the frequency domain subcarriers leading to or-

thogonal frequency hopping schemes [4,34]. Concretely, similar DS integer spreading is applied

to the different users in order to coordinate and spread orthogonally their individual temporal in-

formation over disjoint subcarriers leading to an orthogonal frequency hopping spread-spectrum

(OFHSS) access [34]. However, the cost incurred by reinforcing robustness of CDMA by means

of OFHSS is paid in terms of poor spectral efficiency. Intuitively, at any instance in time an

orthogonally frequency-hopped channel allocation scheme over different users is equivalent in

fact to any orthogonal static channel utilization by individual users over preassigned frequen-

cies. As a result, this leads to the same bandwidth efficiency as for conventional single-carrier

FDMA, i.e. following identity (2.1), ηOFHSS , 0.5.

2.2 Orthogonal Frequency Division Multiplexing

OFDM is a multi-carrier frequency division multiplexing modulation and access scheme
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which relies on compacting information streams over orthogonal frequency subcarriers for en-

hanced spectral efficiency and throughput. In fact OFDM is inherently simple in terms of its

core, in the sense that it relies on the orthogonality property between two sinusoids properly

displaced in frequency domain. Concretely, consider two distinct symbols sk, s` ∈ C to be

transmitted in parallel over the same temporal duration Ts with the corresponding passband

forms

xk(t) = sk · ej2πfkt (2.4)

x`(t) = s` · ej2πf`t, (2.5)

for t ∈ [0, Ts].

The two radiated signals may be compactly squeezed together under a multi-carrier trans-

mission as long as the passband forms are interference-free in the frequency domain. As a result,

it follows that the orthogonality condition

〈xk(t), x`(t)〉 ,
1

Ts

∫ Ts

0
xk(t)x

∗
` (t)dt = 0 (2.6)

must be met for t ∈ [0, Ts] and k 6= ` [5].

Let us denote for later convenience fk , f0 + k∆f and similarly f` , f0 + `∆f . It follows

by expanding the identity condition in (2.6) that

0 =
sks
∗
`

Ts

∫ Ts

0
ej2πf0tej2πk∆ft · e−j2πf0te−j2π`∆ftdt (2.7a)

=
sks
∗
`

Ts

∫ Ts

0
ej2π(k−`)∆ftdt (2.7b)

for t ∈ [0, Ts] and k 6= ` iff

∆f =
1

Ts
, (2.8)

or equivalently, in temporal domain Ts is long enough such that the identity in (2.8) is satisfied.

Remark furthermore that the inner product 〈xk(t), xk(t)〉 = ‖sk‖22 such that under normal-

ized source symbols assumption the magnitude of each radiated symbol is unitary, leading to

the fact that [5, 6]

〈xk(t), x`(t)〉 =

{
1, k = `

0, k 6= `
. (2.9)

Having outlined the basic principles of OFDM for the simple case of two parallel subcarrier

streams, the generalized version of an OFDM modulated symbol follows naturally under the

form [5]

x(t) =

N−1∑
k=0

sk · ej2πfkt, ∀t ∈ [0, Ts] (2.10)

where fk is defined as before, i.e. fk = f0 +k∆f , and ∆fTs = 1 in the light of the orthogonality

condition (2.9).
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The demodulation procedure is moreover intuitive as well following the derivation so far. It

is clear that by applying a matched correlation on the receiver side one can identify any symbol

sk multiplexed in x(t). In other words, matched filtering with a filter bank corresponding to all

subcarrier atoms ej2πfkt shall demodulate the originally transmitted signals sk. Mathematically,

this resumes to the operations

〈x(t), ej2πfkt〉 =
1

Ts

∫ Ts

0

(
N−1∑
`=0

s` · ej2πf`t
)
e−j2πfktdt (2.11a)

=

N−1∑
`=0

s` ·
1

Ts

∫ Ts

0
ej2π`∆fte−j2πk∆ftdt (2.11b)

=
N−1∑
`=0

s` · 〈ej2π`∆ft, ej2πk∆ft〉 (2.11c)

= sk (2.11d)

for all k = {0, 1, . . . , N − 1} symbols packed as an OFDM symbol of duration Ts.

It is straightforward to notice given the above analysis that the transforms associated with

the OFDM continuous (passband) signal modulation and demodulation are in fact the inverse

Fourier Transform (FT) (IFT) for the modulation, and respectively, the FT for the demod-

ulation. Applying therefore appropriate sampling and downmixing, the equivalent discrete

baseband formulations for the modulation and demodulation procedures involved in OFDM

surface as [5]

modulation: x[n] = x(n∆T ) =
1√
N

N−1∑
k=0

X[k] · ej2πfkn∆T (2.12a)

=
1√
N

N−1∑
k=0

X[k] · ej2π
nk
N , n ∈ {0, 1, . . . , N − 1} (2.12b)

demodulation: X[k] =
1√
N

N−1∑
n=0

x[n] · e−j2πfkn∆T (2.13a)

=
1√
N

N−1∑
n=0

x[n] · e−j2π
nk
N , k ∈ {0, 1, . . . , N − 1} (2.13b)

where for the sake of future convenience X[k] , sk, and without loss of generality the sampling

time ∆T = Ts
N , and respectively, the base frequency f0 = 0, such that the subcarrier harmonics

become integer multipliers of ∆k.

The baseband OFDM modulation and demodulation are therefore according to (2.12b) and

(2.13b) nothing but the linear inverse Discrete Fourier Transform (DFT) (IDFT) (modulation),

and respectively, DFT (demodulation) transforms. Additionally, these have been represented

under their unitary normalized representation scaled by 1√
N

for uniform and balanced transform

energy dissipation between the OFDM Tx and Rx respectively. The latter transforms can be

very efficiently implemented by their corresponding inverse fast-fourier transform (FFT) (IFFT)

and FFT fast implementations following the optimization framework of the Cooley-Tuckey
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radix-2 algorithm [36], reducing complexity from O(N2) to O(N log2N).

Furthermore, OFDM is much more resilient to multipath propagation effects which are quite

applicable in practice and affect especially single-carrier transmission methods. To increase

robustness against multipath channels degradation and Intersymbol Interference (ISI) on the

Rx side OFDM relies on the concept of cyclic prefix (CP) as a guard signal. The latter appends

a short copy of the OFDM symbol itself to its beginning as a prefix, or to the end as a suffix,

in order to combat the delay spread of the wireless multipath channels that may introduce ISI

amongst the X[k] symbols. This has been shown to be very effective in practice as long as the

guard signal duration, i.e Tg, is larger than the delay spread of the multipath channels, i.e.

Tg > τs [5]. Since the CP is prefixed to the OFDM symbol it therefore increases the symbol

duration such that the overall symbol duration is Ts + Tg, where Tg � Ts, which hardens the

OFDM waveforms against multipath effects.

Another major advantage that OFDM in comparison to the previously discussed methods

is in fact its spectral efficiency, and in particular, its bandwidth utilization efficiency [5,6]. This

is clearly a byproduct of the tight packing of orthogonal harmonics as parallel subcarriers of

information. Concretely, OFDM transmits information at a rate of N
Ts+Tg

utilizing a bandwidth

of (N + 2)∆f , where the additional ∆f spectra is in practice utilized as spectral separation at

the side of the OFDM signal spectrum. It follows therefore that the bandwidth efficiency ratio

for OFDM is given by

ηOFDM =

N
Ts+Tg
N+2
Ts

(2.14a)

=
N

N + 2

Ts
Ts + Tg

(2.14b)

=
1

1 + 2
N

1

1 +
Tg
Ts

N→∞, Tg�Ts−−−−−−−−−→ 1, (2.14c)

which implies that asymptotically OFDM reaches perfect spectral utilization, whereas in prac-

tice since N � 2 and Tg � Ts the achievable bandwidth efficiency is also close to the limit. An

illustrative example of the time-domain achievable OFDM subcarriers packing together with

the optimum sampling points is shown in Figure 2.4.

In the light of all the features briefly presented above, and respectively, of all the advantages

that OFDM subsumes over its predecessors, i.e.

• high spectral efficiency as bandwidth is saved by orthogonal tight packing of information

in frequency domain under an optimized narrowband intercarrier interference (ICI),

• optimized implementation of modulation and demodulation based on simple linear trans-

forms achieved by IFFT and FFT computationally efficient algorithms,

• robust against harsh wireless multipath phenomena without need for advanced time do-

main equalization,

• reduced sensitivity to timing synchronization errors at the Rx side – demodulation reduced
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Figure 2.4: OFDM signal and subcarriers time representation and ideal sampling example.

to block retrieval of frequency encoded information via FFT.

OFDM became the principal high throughput and spectral efficient physical transport waveform

and multiple access method of modern wireless communications from LAN to 4G and nowadays

5G/5G+.

Despite the favorable attributes OFDM presents as detailed above, there are a couple of areas

where it suffers. These are as well inherited given the OFDM core concepts and represented

respectively by:

• high peek-to-average-power-ratio (PAPR) upper bound linear in the number of used sub-

carriers N [5] requiring additional post-processing and dedicated RF circuitry to avoid

inter-modulation interference.

• increased sensitivity to Doppler shifts and frequency offsets which may interfere with the

OFDM orthogonality and cause ICI, and thus performance degradation.

Under symbol energy normalized assumptions, the first item is intuitively clear following

(2.4) for instance. In other words, despite the fact that on average the symbol energy is unitary,

i.e. E[‖s‖22] = 1, there may be symbols which deviate significantly from this value. Given

the OFDM modulation technique where the information is carried over subcarriers directly, it

follows that the dynamic range between peaks of the OFDM symbols may be large and in fact

outside of the linear range of the RF amplification circuitry leading to clipping and non-linear
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distortions [5]. This is a known problem of OFDM systems and multiple solutions have been

researched and proposed to solve it, see for instance [37] and references therein.

The second item mentioned as a potential weakness of OFDM systems is caused by mobile

environments in which either the Tx and /or Rx are mobile relative to each other or the scatterers

are respectively. This mobility leads to Doppler effects which impose slight frequency shifts on

the OFDM subcarriers potentially affecting their orthogonality and thus introducing ICI. This

is the case in particular for complex geometric based wireless mobile channels, like most of

the practical ones, that have complex Doppler spectra thus affecting non-linearly the OFDM

subcarriers [5, 38–42]. ICI can however be avoided in typical systems by waveform numerology

parameters and carrier frequency selection that exceed greatly the maximum Doppler spread,

but the Doppler spectra effects are still affecting the subcarriers requiring to some extent a more

involved symbol retrieval on the Rx side.

Having discussed the general concepts, advantages and potential weaknesses of OFDM let

us next focus on the generic transmission system model. Consider next a data source which

emits bits mapped through an aleatory modulation coding scheme (MCS) to a set of con-

stellation symbols M ∈ C. It so follows that any OFDM symbol is formed by multiplexing

N subcarriers modulated X[k], k ∈ {0, 1, . . . , N − 1} information symbols [5]. Let additionally

x , [x[0], x[1], x[2], . . . , x[N−1]]T , X , [X[0], X[1], X[2], . . . , X[N−1]] ∈ CN , and respectively,

denote by DN ∈ CN×N the unitary N -DFT matrix. Thus, in matrix form (2.12b) becomes

x = DH
NX. (2.15)

The linear baseband system model associated with an OFDM received symbol radiated over

the channel h ∈ CN is resumed to the time domain equation

y = h~ x + w, (2.16)

where ~ denotes the circular convolution associated with the sampled and discretized linear

convolution operator and w represents the AWGN receive complex noise distributed according

to CN
(
0, σ2

w

)
.

The circular convolution in (2.16) is rewritten as matrix multiplication by means of the

circulant Toeplitz matrix circulant

Ch =



h[0] h[N − 1] . . . h[2] h[1]

h[1] h[0] h[N − 1] h[2]
... h[1] h[0]

. . .
...

h[N − 2]
. . .

. . . h[N − 1]

h[N − 1] h[N − 2] . . . h[1] h[0]


, (2.17)

such that the received time domain OFDM symbol is

y = Chx + w. (2.18)
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Since circulant matrices are diagonalized by DFT unitary matrices [43], it results that the

frequency domain OFDM symbol can in turn be written based upon the original frequency

domain modulated symbols, i.e. X, as

DNy = DN

DH
N

CFR︷ ︸︸ ︷
diag (H) DN


︸ ︷︷ ︸
upon diagonalization of Ch

x + DNw︸ ︷︷ ︸
noise spectrum

(2.19a)

Y = IN diag (H) (DNx) + W (2.19b)

= diag (H)X + W . (2.19c)

The above derivation is valid under the implicit assumption of no-ICI. Under this condition

the circulant matrix in (2.17) is diagonalizable by the DFT transform vectors, and respectively,

its diagonal entries are the channel frequency response (CFR) of the channel temporal sampled

acquisition, i.e. H = DNh. In addition, since DN is an unitary transform the distribution

and power of the AWGN noise is also preserved under Parseval’s Theorem [2,6], and hence, the

demodulation to baseband frequency domain does not affect the signal-to-noise ratio (SNR).

In the light of all of the above, OFDM is therefore a highly efficient multiplexing scheme

allowing for parallel processing of information streams as a tightly packed spectral representation

enabled by the orthogonal DFT transform and its inverse.

2.3 A Simple Case Study: IEEE 802.11p

Let us now provide a compacted case study of an OFDM-based communication system, i.e.,

IEEE 802.11p [25], in order to highlight that even one of the most efficient orthogonal waveform

and access scheme is still challenged by practical applications to be expected in the future.

As a central technological part of Intelligent Transportation System (ITS), the ITS-G5

standard, namely 802.11p or DSRC, has been firstly proposed in [29] and later amended in [25],

branching from the legacy indoor wireless LAN standard 802.11a [44]. The IEEE 802.11p is

intended to act as the de facto technology for ITS, and hence, it is of high interest from the

vehicular communication and access perspective [45].

The mobile outdoor channels associated with V2X communications are doubly-selective in

time and frequency [41, 42, 45–50]. In fact, the V2X time-varying channels exhibit large delay

spreads and high Doppler shifts given their interfering dynamic multipath components dis-

torting the Tx radiated signals over the transmission paths to the Rx. Furthermore, from a

stochastic perspective these effects generate in fact dynamic non-wide-sense stationary uncorre-

lated scattering (WSSUS) V2X channels dominated by fast fading effects and varying Doppler

spread [49–52].

A common mathematical modeling of the IEEE 802.11p channels is thus resumed to their

representation as tapped-delay line (TDL) filters with stochastically determined parameters

describing the attenuation, the Doppler spread, and respectively, the time propagation delay
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Figure 2.5: Channel impulse response sketch of a V2X time-varying mobile channel.

corresponding to each individual path [41, 42, 46, 48]. This model corresponds to the channel

impulse response

h(t, τ) =
P∑
p=1

hp(t)e
j2πνptδ(τ − τp(t)), (2.20)

where for each p-th path the complex time-varying attenuation factor is denoted by hp(t), the

Doppler shift projected on to the direction Rx is given by νp, and respectively, the time-varying

propagation delay is marked as τp.

Furthermore, it is important to remark that the Doppler shift is in fact a consequence of

the embedded system mobility, i.e., the relative velocity between Tx and Rx along a given

propagation path p such that

νp ,
v⊥
c
fc (2.21)

with v⊥ being the projected relative velocity between Tx and Rx on the Rx motion direction.

An illustrative sketch of such a discrete representation of a channel impulse response is given

in Figure 2.5.

The PHY layer of IEEE 802.11p is based on the conventional OFDM waveforms [29] as

described generically in the preceding Subsection. Usual to practical systems [53], the IEEE

802.11p PHY protocol provides additional mechanisms meant to provide robustness against

channel induced errors. A complete functional diagram of an IEEE 802.11p [25] Tx-Rx link is

thus presented in Figure 2.6.

Following the signal processing flowgraph of Figure 2.6, the inputs to the Tx are gener-

ated by a data source providing randomly bits to be coded, modulated and then transmitted

as OFDM symbols. These bits are firstly scrambled using a linear shift feedback register to
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Figure 2.6: IEEE 802.11p Tx-Rx system diagram following specifications in [54]. ©2017 IEEE

ensure an uniform spreading of bits over an OFDM symbol regardless of the distribution of the

data source, and therefore, maximize source information entropy. The output bitstream of the

scrambler is then encoded using a convolutional code of constraint length K = 7 defined by the

octal polynomials [171, 133]. This operation yields a rate of R = 1/2, but higher coding rates are

attainable, i.e. 2/3, 3/4, via puncturing [25]. The convolutional encoding is next followed by a

block two-step permutation interleaver. The first permutation ensures that adjacent coded bits

are mapped onto nonadjacent subcarriers, while the second one ensures that adjacent coded bits

are mapped alternately onto less and more significant bits of the constellation, and so, potential

burst errors on any of the OFDM subcarriers are mitigated [29]. The interleaving is followed

by constellation mapping according to the desired data rate given the unitary powered constel-

lations: BPSK, QPSK, 16QAM, and respectively, 64QAM. The 6 Mbps MCS corresponding to

1/2-coded QPSK is the protocol’s default and the maximum data rate is of 27 Mbps [25]. The

constellation mapping is followed by the OFDM modulation performed efficiently by the IFFT

algorithm, whose outputs are later multiplexed and finally appended with a CP. Lastly, the

obtained signals are upconverted to the passband frequency in the band of 5.9 GHz and sent

over the available V2X channels [26,27,29].

On the other hand, the IEEE 802.11p Rx side is reciprocal to its Tx counterpart. Hence,

upon preamble-based detection and synchronization the captured signal is downconverted to

baseband and digitized. Then the CP is discarded and the OFDM information are sequentially

retrieved via channel equalization and demodulation of each symbol.
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Table 2.1: IEEE 802.11a/p Communication Parameters. ©2017 IEEE

Parameter IEEE 802.11a [44] value IEEE 802.11p [29] value

Carrier Frequency Band: fc 5.2 GHz 5.9 GHz

Bandwidth: B 20 MHz 10 MHz

Constellation Modulations: M BPSK, QPSK, 16/64-QAM

Code rates: R 1/2, 2/3, 3/4

Data subcarriers: Ndsc 48

Pilot subcarriers: Npsc 4

Total subcarriers: N 64

Carrier spacing: ∆f 0.3125 MHz 0.15625 MHz

Baseband Sampling Time: Ts 0.05µs 0.1µs

OFDM Symbol Duration: TN 3.2µs 6.4µs

Cyclic Prefix Duration: TG 0.8µs 1.6µs

Total Symbol Duration: TOFDM 4.0µs 8.0µs

Error Correction Coding: FEC K = 7, [171 133] Conv. Encoder

The standard training symbols initialize the channel estimation block by providing an esti-

mate of the CFR. This coherent initial estimate is further used in the equalization of upcom-

ing OFDM symbols. After the equalization has been performed, the estimated symbols are

demapped to bits which are further reciprocally deinterleaved in comparison to the similar Tx

operation. The forward error correction code (FEC) decoding is implemented via the Viterbi

decoder which returns the ML bit sequence for each OFDM symbol in the payload. Lastly,

the output bitstream of the Viterbi decoder is descrambled using the same linear shift feedback

register as in the Tx in order to retrieve the original source input bitstream. A summary of

the system and waveform parameters that define the performance of IEEE 802.11p for DSRC

in ITS applications over V2X channels is given in Table 2.1.

Empirical performance tests and field trials [45–47,55] proved that the IEEE 802.11p system

parameters, see for a summary Table 2.1, are sufficient to ensure that the OFDM modulation

is not affected in practice neither by ISI nor by ICI. In the light of Equation (2.19c) it follows

that the CFR matrix of h is diagonal, and as a result, simple least squares (LS) methods can

be used to perform channel equalization and retrieve the transmitted OFDM symbols. In fact

considering packetized bursty transmissions over the IEEE 802.11p PHY as described insofar,

each subsequent i-th receive OFDM symbol and each of its subcarriers k ∈ {0, 1, . . . , N} are

obtained given (2.19c) as individually separated

Yi[k] = Hi[k]Xi[k] +Wi[k], (2.22)

where the subscript 0 ≤ i ≤ F − 1 has been used to denote the temporal ordering of the

individual OFDM symbols within a transmitted frame/packet of length F .
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Hence, given Equation (2.22), a direct LS solution for the receive symbol leads to both

channel estimation

Ĥi[k] =
Yi[k]

Xi[k]
(2.23a)

= Hi[k] +
Wi[k]

Xi[k]
(2.23b)

when Xi[k] are considered known as either OFDM training pilots or estimated values, and

respectively, to equalization

X̂i[k] =
Yi[k]

Hi[k] + ∆Hi[k]
(2.24a)

=
Xi[k]

1 + ∆Hi[k]
Hi[k]

+
Wi[k]

Hi[k] + ∆Hi[k]

|∆Hi[k]|�|Hi[k]|−−−−−−−−−−→ Xi[k] +
Wi[k]

Hi[k]
(2.24b)

when Ĥi[k] = Hi[k] + ∆Hi[k] is perfectly known a priori, i.e., ∆Hi[k] = 0, or practically

estimated by the receiver.

As previously mentioned in (2.19), Hi[k] represents the discretized CFR of h, i.e., Hi[k] =

H(iTs, k∆f), where by FT

H(t, f) ,
∫ ∞
−∞

h(t, τ)e−j2πfτdτ (2.25a)

=

∫ ∞
−∞

 P∑
p=1

hp(t)e
j2πνptδ(τ − τp(t))

 e−j2πfτdτ (2.25b)

=
P∑
p=1

hp(t)e
j2πνpt

∫ ∞
−∞

δ(τ − τp(t))e−j2πfτdτ (2.25c)

=

P∑
p=1

hp(t)e
j2πνpte−j2πfτp(t). (2.25d)

However, as remarked earlier despite the fact that ISI and ICI are essentially mitigated

by the IEEE 802.11p PHY numerology, the inherent Doppler and multipath fine distortions

of the channel are still present and affect the received symbols, as exemplified by Equations

(2.22) and (2.25d) above. Since in addition the time-varying V2X wireless channels are non-

WSSUS [49–52], as mentioned above, the tracking of the CFR is further required over the

duration of a packet in order to avoid the temporal deprecation of the initial coherent channel

estimates, and hence, inaccurate equalization. To resolve the latter challenges, the focus is

placed in the sequel on a low-latency solution to jointly estimate and track Hi[k] ∀i, k, in the

form of a IEEE 802.11p-compliant receiver structure.

2.3.1 Channel Estimation via Self-Organizing Frequencies

A key observation derived in [40] and detailed in [39] regarding the non-WSSUS channels is
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Figure 2.7: Block diagram of the proposed SOF joint channel estimator and receiver structure.
©2017 IEEE

that the channel adjacent subcarriers are in fact correlated both in time and frequency domain.

In other words, there is a high level of similarity among adjacent subcarriers within the IEEE

802.11p receiver estimated channel for a limited time span over some sequential OFDM symbols.

The researched receiver and detailed hereafter is thus trying to leverage this critical insight.

To this extent, individual estimated subbands of the channel frequency response are allowed

to organize themselves based on local temporal and spectral correlations. This mechanism is

then used to jointly track and estimate the wireless channel at the receiver over the course of a

received packet. The receiver presented henceforth is coined as the self-organizing frequencies

(SOF) receiver being firstly introduced in [56] and later substantially improved in [57].

The SOF is a sequential joint LS channel estimation and equalization algorithm with deci-

sion feedback. It contains also an embedded channel tracking structure based on linear time

averaging controlled by CFR spectral and temporal correlations. For an enhanced decoding

performance, the SOF equalization is checked and error corrected by one pass through a zero-

padded Viterbi decoder before the estimated re-encoded symbols are used to reestimate the

channel. The block diagram structure of the SOF receiver is summarized in Figure 2.7.

The first three blocks on the input side in Figure 2.7 represent graphically the forward-

backward two-fold process over all subcarriers k of equalization of the i-th OFDM transmitted

symbol, Xi[k], and respectively, estimation of the i-th corresponding CFR, Hi[k] . The latter

step is performed by feedback given the decoded, corrected and re-encoded OFDM symbol ini-

tially estimated. The FEC decoder/encoder chain is thus used in the receiver – similar to the
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Turbo receiver concept [58] – to correct the possibly erroneous estimates of the transmitted

symbols. The main causes of such errors are in practice poor previous channel estimates or high

variations between current and previous real CSI realizations that failed to be properly tempo-

rally tracked. However, opposed to Turbo decoding, the SOF passes through its own decoder

only once and relies on tracking the CFR estimates by temporal and spectral correlations in

order to improve the accuracy of its channel estimates and inherently of the equalization. In

the sequel, the last two blocks of the SOF are discussed in more details.

The moving average (MA) filter is used to further refine the channel estimates by adjacent

bands denoising. This is possible as the noise samples in different subbands are statistically

independent whilst the adjacent subcarrier complex values are highly correlated [45, 52]. The

core filtering operation with length l is defined as

H̃i[k] ,

b l
2
c∑

j=−b l
2
c

ωjĤi[k + j], (2.26)

where b·c denotes the floor operation and ωj represents the unit sum normalized tap values

obtained from any filtering kernel.

The selected filtering kernel KernMA is the discretized and truncated Gaussian function.

This kernel has been chosen on the one hand since the Gaussian distribution is in fact the

highest entropic distribution with a known mean and variance [2]. On the other hand, it

preserves mainly its central component, i.e., the middle tap, while the other components decay

to the side lobes of the filter. The sampling of the kernel is done following a truncation which

symmetrically limits the side lobes of the core Gaussian continuous function and yields the taps

KernMA(k0; `, σ, tr) =

[
exp

(
−(k0 − `)2

σ2

)]
tr

, (2.27)

centered at frequency k0 with spread σ.

The value of the truncation level is fixed by thresholding with tr � 1 such that the bell

shape of the Gaussian function is preserved. To this end, tr = 0.01 has been found to be a good

cutoff point for the Gaussian side lobes. Complementary to truncation, a maximum length is

set as lmax = 11 in order to limit the filtering length, and so, the spectral leakage in adjacent

subbands of the center frequency of interest k0.

Given all the above, the parameter σ yields therefore the spread of the filter taps across

the subcarriers neighboring the central k0. The MA filter spread and implicitly, as previously

detailed, the filter length l are controlled by σ which is modeled as a function of the SNR,

hereby denoted as ρ. The connection between σ and the SNR is natural, as in low SNRs the

noise is stronger and thus a longer filter is needed to denoise the subcarriers, whereas in high

SNRs the noise is weak and spectral filtering may be reduced or drastically bypassed. Using the

initial coherent piloting scheme the SNR can be easily estimated [59] as ρ̂ for an entire packet.

Under these assumptions, the following linear step-wise functional relation between the filter
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length and the SNR estimates is proposed

σ(ρ̂)=



√
−w2

up

ln tr , ρ̂ ≤ 0(√
−w2

low
ln tr −

√
−w2

up

ln tr

)
ρ̂
ρσ

+

√
−w2

up

ln tr , ρ̂ ∈ (0, ρσ]√
−1

ln tr , ρ̂ > ρσ

, (2.28)

with the lower and upper cutoff values ωlow, ωup respectively defined as

wlow , argmax
`∈L

Ri,ĤĤ [`] > 0.9, (2.29)

wup , argmax
`∈L

Ri,ĤĤ [`] > 0.7, (2.30)

in terms of the normalized CFR spectral correlation

Ri,ĤĤ [`] ,
|
∑26−`

k=−26 Ĥi[k]Ĥ∗i [k + `]|∑26
k=−26 Ĥi[k]Ĥ∗i [k]

, (2.31)

where integers ` ∈ L , {0, 1, . . . , b lmax2 c}.
The spectral discrete auto-correlation defined in Equation (2.31) is therefore a normalized

measure of frequency selectivity relative to the possible MA filter lengths. It follows thus clearly

based also on Equations (2.26) - (2.28) that if the SNR is high approaching the threshold

ρσ, then the filtering is adaptively reduced more and more being finally disabled when the

threshold ρσ is attained by the estimated SNR. The later SNR limit to disable the threshold

has been experimentally set to 30 dB. Hence, these deterministic rules ensure that regardless

of the shape and frequency selectivity of the real CSI the channel estimates are denoised while

preserving the inter-carrier local correlations and geometrical representation without spectral

leakage distortions.

Figures 2.8 - 2.10 show the adaptive MA filtering that each subcarrier undergoes under

different SNRs. To outline the adaptation effects, the plots present the theoretical SNR param-

eterized filtering windows for the real channel model of V2VEWO , i.e., vehicle-to-vehicle (V2V)

express-way oncoming at 104 km/h, based upon [41,42], for low, medium and high SNRs.

The last block of the SOF receiver from Figure 2.7, the update rule, enables the channel

tracking based on the exponential filtering

ĤSOF,i[k] = ĤSOF,i−1[k] + γ(ρ̂)
(
H̃i[k]− ĤSOF,i−1[k]

)
. (2.32)

with an adaptation rate of

γ(ρ̂) , c(ρ̂) ·
|
∑26

k=−26 ĤSOF,i−1[k]H̃∗i [k]|∑26
k=−26 |ĤSOF,i−1[k]|2 + |H̃i[k]|2

, (2.33)
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Figure 2.8: MA filtering examples — V2V channel (Express-Way Oncoming 104 km/h), [41]:
V2VEWO @ 3 dB
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Figure 2.9: MA filtering examples — V2V channel (Express-Way Oncoming 104 km/h), [41]:
V2VEWO @ 18 dB
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Figure 2.10: MA filtering examples — V2V channel (Express-Way Oncoming 104 km/h), [41]:
V2VEWO @ 30 dB

and a confidence coefficient in tracking the new estimates H̃i[k] defined as

c(ρ̂) =


1 ρ̂ ≤ 0

1 + ρ̂
ρc

ρ̂ ∈ (0, ρc]

2 ρ̂ > ρc

. (2.34)

The SOF update rule principles for each subcarrier are graphically displayed in Figure 2.11.

The initialization of the channel tracking, i.e., the values of HSOF,0[k], ∀k, are obtained

based on the initial two repeated block training symbols, namely X0,T1 [k] = X0,T2 [k] , X0,T [k],

∀k, in the preamble of the IEEE 802.11p packets, such that

HSOF,0[k] = MA

(
Y0,T1 [k] + Y0,T2 [k]

2X0,T [k]

)
. (2.35)

In addition, these two block training symbols from the preamble are used to obtain accurate

levels of the average noise power at the receiver and thus also approximate the SNR [59] for the

entire received packet in order to enable the adaptive filtering described previously.

Once more, a threshold ρc is used to mark the piece-wise continuous adaptive filtering and

tracking of the new channel estimates. These are so considered to become more and more

reliable with the increase of the estimated SNR. The latter measure is used as a result to decide

whether it is best to track the channel by jumping directly to the current MA-filtered estimate
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Figure 2.11: The IEEE 802.11p associated subcarrier channel feather and the corresponding
SOF update rule (2.32) for any fixed subcarrier k∗ over the i-th OFDM symbol. ©2017 IEEE

instead of linearly combining it with the previous estimate. Moreover, the temporal correlation

of consecutive channel estimates is included by the adaptation rate γ(ρ̂) via the second non-

negative term of the product in Equation (2.33). The normalized correlation reaches in fact

its maximum value of 0.5 for the limit case where HSOF,i[k] and H̃i[k] are identical and is thus

scaled by the confidence coefficient to maximum value of 1 for high SNR cases. In low SNR

scenarios the adaptation rate is lowered implying a more intensive temporal averaging of the

channel estimates meant to reduce the estimation noise. To this end the value of ρc has been

set to be ρc = 30 dB.

Nonetheless, given all of the above, Equations (2.32) - (2.34) are effective just for small

variations between consecutive CSI estimates, and thus still cannot avoid error propagation due

to high temporal variations over the CFR that may appear. Hence, corrections of the CFR

estimates may still be necessary along the entire length of a packet. This procedure is based

therefore on the error-corrected symbols fed back to the estimator block of the SOF for each

OFDM symbol and is enforced given that the SNR is reliable enough to fully trust the decoded

bits. To summarize, the final estimate ĤSOF,i[k] for error-corrected data on the subcarrier k

becomes

ĤSOF,i[k] =

{
H̃i[k] , ρ̂ ≥ ˆρM

ĤSOF,i−1[k] + γ(ρ̂)
(
H̃i[k]− ĤSOF,i−1[k]

)
, ρ̂ < ˆρM

∀k subcarrier error-corrected data. (2.36)
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Algorithm 1 Self-Organizing Frequencies Receiver.

Inputs: frequency domain received OFDM signals Yi[k] ∀i ∈ {0, 1, . . . , F − 1}, MCS M,
training symbols X0,T [k], over all k OFDM subcarriers.

Outputs: equalized OFDM symbol estimates Xi[k] ∀i ∈ {1, 2, . . . , F − 1}, CFR as CSI
estimates HSOF,i[k] ∀i ∈ {0, 1, . . . , F} over all OFDM subcarriers k.

1: Estimate SNR, e.g. by method in [59]: ρ̂

2: Compute correction threshold (2.37): ρM

3: Compute confidence level (2.34): c(ρ̂)

4: Compute initial CFR estimate from training symbols X0,T [k] by (2.35): ĤSOF,0[k]

5: for OFDM symbol i = 1 to F do

6: Get OFDM symbol estimate: X̂i[k] = Yi[k]

ĤSOF,i−1[k]

7: Deinterleave, correct, encode & interleave OFDM symbol estimate: X̂i[k] 7−→ X̂Tx,i[k]

8: Get intermediate channel estimate: Ĥi[k] = Yi[k]

X̂Tx,i[k]

9: Compute frequency correlation by (2.31): Ri,ĤĤ [`]

10: Compute filtering window shape by (2.28): σ(ρ̂)

11: Filter intermediate estimate by (2.26): H̃i[k] = MA(Ĥi[k])

12: Compute time correlation and adaptation rate, (2.33): γ(ρ̂)

13: Update SOF channel estimate: ĤSOF,i[k] = ĤSOF,i−1[k] + γ(ρ̂)(H̃i[k]− ĤSOF,i−1[k])

14: if ρ̂ > ρM then

15: ĤSOF,i[k] = H̃i[k], ∀k subcarriers with error detected & corrected symbols X̂Tx,i[k]

16: end if

17: end for

Table 2.2: Update Rule Correction Threshold for IEEE 802.11p Constellations.
©2017 IEEE

Constellation Scheme M ρM dB

BPSK 13.98

QPSK 16.99

16QAM 23.98

64QAM 30.21

The values of the confidence SNR interval ρM are computed additionally based on the

used modulation schemes. They represent therefore safety loci around the constellation points

spreading up to 5 times the constellation halved minimum distance under the assumption of

receive complex AWGN, i.e.

ρM = 10 log10

(
52

(
dmin,M

2

)2
)
. (2.37)

Assuming the valid IEEE 802.11p system modulation constellations, the values of ρM ac-
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cording to (2.37) are listed in Table 2.2. Finally, to summarize, the SOF procedure is presented

explicitly as Algorithm 1.

2.3.2 Performance and Access Limitations

The SOF receiver proposed previously has been evaluated over a complete PHY synthetic

link compliant with the IEEE 802.11p standard as outlined in Figure 2.6. The simulations

entailed multiple packets transmitted over stochastic channel realizations simulating real envi-

ronment channels. To this extent, channels were implemented based on the stochastic specular

models introduced in [41] following the measuring campaign over the 5 Ghz band detailed in [42].

The selected results discussed in the sequel rely on three of the six models from [41], namely:

• a V2V 300-400m express-way oncoming link for vehicles traveling at 104 km/h, [41] – i.e.

V2VEWO ;

• a vehicle-to-infrastructure (V2I) 100m urban canyon channel for a vehicle moving at 32-48

km/h, [41] – i.e. V2IUC ;

• a V2I 100m suburban street link for a vehicle moving at 32-48 and 120 km/h, [41] – i.e.

V2ISS .

In this sense, the achievable bit-error rate (BER) performance of the IEEE 802.11p links in

practical scenarios has been simulated and evaluated both for the SOF proposed method, but

similarly also for existent alternatives. The state-of-the-art receivers considered for comparison

were the conventional LS receiver, the spectral-time averaging (STA) receiver [60], and the

family of Constructed Data Pilot (CDP) receivers, i.e. the CDP and SNR-assisted modified

constructed data pilot (SAMCDP) detectors, from [61,62].

In short, on one hand, the LS receiver outlines the achievable performance without channel

tracking where the OFDM symbols are equalized just based on the initial channel acquisition

given the training symbols, i.e. according to Equation (2.35). On the other hand, the STA

and CDP receivers provide a typical decision feedback loop for channel re-estimation over each

of the OFDM symbols in the received packets. The STA detector uses furthermore spectral

MA in order to denoise the intermediate CFR estimates and then complements this filtering

by temporal channel averaging between adjacent channel CFR acquisitions [60]. However,

these procedures are completely non-adaptive and rely on fixed parameters. Lastly, the CDP

receivers are rooted by the concept of validating the OFDM data as pilots based on the CFR

time correlations [61, 62]. As a result, depending on the confidence in the constructed data

pilots, decisions are made whether to update the CFR estimates or not for each subcarrier.

Additionally the SAMCDP utilizes SNR estimation as a measure to improve the performance

of the scheme for low-SNR cases by a more conservative update policy [62].

Performance evaluations across different channels, modulations and payload lengths are

illustrated in Figures 2.12 - 2.15 for both the proposed SOF receiver, and respectively, the

state-of-the-art methods detailed briefly above. In addition, as an ideal comparison curve, the
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2.3. A Simple Case Study: IEEE 802.11p

Figure 2.14: Comparative FER results of V2VEWO and V2IUC @ 100B, 300B, 800B payloads.
Format: upper row - QPSK-modulated symbols simulated using V2VEWO ; lower row - QPSK-
modulated symbols simulated using V2IUC .

LS estimates based on perfect CSI knowledge for any OFDM symbol in any packet is provided

as well. Based on these considerations and the plots from Figures 2.12 - 2.15, it is visible

that the SOF obtains good systematic performance outperforming the state of the art and

approaching the ideal equalization performance in the practical low to medium SNR regions

across all different types of modulations, payloads and challenging environments considered.

This suggests that the adaptive spectral and temporal filtering associated with the channel

estimation side of the SOF is performing as intended by proper adjustment to V2X channels,

and respectively, to IEEE 802.11p transmissions attributes. This performance is furthermore

attainable at comparable complexity order to any of the other methods since the processing

scales linearly with the packet length for all the considered methods as the dominant estimation

and equalization procedures are reduced to simple LS. Moreover, inspecting the BER curves of

the simple LS without tracking the channel evolution it is clear that relying on the initial channel

estimates alone detection is practically infeasible in the rapid time-varying V2X environments.

From a practical standpoint, the less than 10 % frame error rate (FER) cutoff point usually

aimed for in practice is attained by the SOF receiver within 3 dB of SNR distance relative

to the ideal CSI based detection. Nonetheless, despite the demonstrated channel estimation

and equalization BER performance of the proposed SOF method throughout the simulations

of Figures 2.12 - 2.15, it is also clear that the receiver is still limited relative to the ideal CSI

case. In particular, the proposed scheme exhibits still an error floor for the high SNRs which
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2.3. A Simple Case Study: IEEE 802.11p

Figure 2.15: Comparative FER results of V2VEWO , V2IUC and V2ISS @ slow and fast speeds.
Format: upper row - QPSK-modulated symbols simulated using V2VEWO ; middle row - QPSK-
modulated symbols simulated using V2IUC ; lower row - QPSK-modulated symbols simulated
using V2ISS .

underscores the fact that despite its processing efforts in tracking accurately the wireless channel

the SOF receiver is unable to do so perfectly. In order to investigate the cause of this problem

and to explain the observed asymptotic phenomena exhibited in the Figures 2.12 - 2.15, the

transmission of several packets was closely monitored per OFDM symbol and channel evolution.

These results are displayed in Figure 2.16.

The careful analysis of the errors has shown that systematically most of them are caused

by local minima regions in the CSI magnitude as these are the points most vulnerable to noise,

and hence, have the lowest subcarrier instantaneous SNRs. These valleys in the frequency re-

sponse magnitude are a consequence of the multipath propagation and its subsequent frequency

selectivity typical for V2X channels [41, 45]. Their variation over time comes however as an

effect of the time variation and time-selectivity of the wireless media incurred under the mobile

environments [50]. As a result, at the points where the channel is weak and poorly estimated

the equalization procedure crosses the constellation symbol detection boundaries leading to

erroneous detections.

Even though some of these erroneous symbols are corrected by the error-correction decoding

embedded in the feedback mechanism of the SOF estimator, this may still prove to be insuf-

ficient. As illustrated in Figure 2.16, especially when the channel estimates are not accurate

enough and the residual estimation noise is significant, it is a considerable risk to be unable to
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2.3. A Simple Case Study: IEEE 802.11p

Figure 2.16: Time-frequency analysis of error sources — an example of V2ISS @ 18 dB SNR,
120 km/h. Note: white dots are correctly decoded symbols, black are error corrected symbols
and crosses are erroneous symbols. Format: upper left corner - equalization of last erroneous
OFDM symbol; upper right corner - error mapper in time-frequency domain; lower left corner -
SOF estimated CFR contour plot over the entire packet; lower right corner - ideal CSI contour
plot over the entire packet.

properly equalize the transmitted symbols. Having multiple such valleys raises the chance of

saturating the error-correction capability of the convolutional code used by the IEEE 802.11p

standard. Failing to correct the OFDM data symbols leads in turn to inaccurate CFR estimates

that may affect future symbols unless the subband SNR does not improve. These phenomena

are compactly illustrated in Figure 2.16 for a realization of a 50 OFDM symbols packet radiated

for a duration of 0.4 ms over the V2ISS channel.

The observed BER performance and high SNR behavior suggests therefore that under the

IEEE 802.11p parameters there are not enough levels of resolution to fully resolve the channel

estimation under simple sequential processing of the OFDM symbols. This is a known fact

given the 10 MHz reduced bandwidth of the scheme which is not able to distinguish in time-

domain between individual propagation paths, and thus, this also results in a coarser CFR

representation in comparison to wider bandwidth systems [47,50]. To solve this problem, more

involved schemes may rely on iteratively processing each OFDM symbol and/or packet, as for

instance the Turbo receivers [58, 63] based on iterative decoding or the space-alternating gen-

eralized expectation-maximization (SAGE) receivers [64] based on the iterative space-leveraged
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2.4. Conclusions

expectation-maximization (EM) algorithm. However, the latter introduce processing delay and

their complexity may not be suitable to cheap commodity radios that can be embedded not

only in cars, but also in other processing environments with less computational resources.

In practice, the early and current commercial off-the-shelf (COTS) equipment demonstrated

only up to 6− 12 Mbps communication rates under levels of reliability appropriate for latency-

sensitive V2X in practical environments [65, 66], with the caveat that such rates are actually

achievable in controlled experiments for 1 user exclusive access. Under the orthogonal TDMA

access of the IEEE 802.11p however for multiple vehicles in a crowded traffic scenario the

expected rates are much lower being usually limited to 100 − 500 Kbps [66]. Albeit the fact

that such rates are sufficient for short cooperative awareness messages, they limit severely the

applications that could later rely on the IEEE 802.11p protocol. For instance, under such low

rates, the distribution of high definition local dynamic maps, temporal navigation layers and

metadata in Cooperative Intelligent Transportation Systems (C-ITS) is restricted.

Furthermore, even though the slotted TDMA access of the protocol ensures access to an

upper bound of 100 users served within 1 s, this capacity is severely lowered by practical mobile

scenarios. For instance the US Department of transportation’s Technical Report [66] states that

in fact under very common velocities of about 60 km/h the expected user capacity rate is of

about 32 users served in fact. These combined low-performance figures in terms of achievable

BER, achievable rates, and respectively, achievable user access capacity outline how even some

of the most promising access schemes, i.e. OFDM, can be fundamentally challenged by real

deployments at scale. Additionally, it is clear, based on the above exposition, that such effects

are in fact rooted by the PHY access and waveforms that act as information carriers for the

upper layers.

2.4 Conclusions

In the light of the recent case study from Section 2.3, one may think to solve the conundrum

of V2X communications by improving upon the IEEE 802.11p system. And, in fact, some

research has been devoted to this goal, as the SOF proposed receiver or the previously described

methods throughout Subsection 2.3.1. Addressing this issue from a communications systems

perspective, there will always be varying opinions of what can be done. For instance, the RF

engineer would propose antenna diversity and MIMO processing on top of IEEE 802.11p, the

coding theorist would improve the error-correction to state-of-the-art Turbo codes, whereas

the wireless engineer would focus instead on improving the detection and access problems.

Essentially, all the above solutions are yet limited by the IEEE 802.11p standard numerology

and core OFDM-based constraints.

However, under a wider perspective encompassing also the introduction of this chapter,

one may notice that historically all communication systems and access schemes have been

inherently developed on the premises of orthogonality. Furthermore, all of them have failed

to singularly scale or unboundedly adapt to the capacity and access problems users always

increasingly imposed on them. As a result, a more fundamental worthwhile research question
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2.4. Conclusions

should be what is the limiting factor and how can we fundamentally escape it ?

An intuitive short answer could follow as ...orthogonality. This is based upon the fact

that orthogonal signal processing will always be constrained to preserving this innate principle,

and thus, limited in scaling beyond what the physical signal space limits are. To escape this

constraint, a natural approach should be in fact based on relaxing the orthogonality principle

thus leading to non-orthogonal signal processing.

An immediate example of the latter could be provided in the form of modern CS techniques

[67]. Analogously to the above idea, CS challenged the classical sampling theorem of Nyquist.

Concretely, the idea behind CS being that for a signal that has bandwidth W but holds most

of its information under a small fraction of that bandwidth its sampling can easily be applied

under the Nyquist rate with still high probability of super-accurate reproduction of the original

signal. The same principle is further applied to other fields such as data compression, image

compression, video and signal processing to name a few.

From a mathematical standpoint this core idea of relaxing orthogonality is in other words

equivalent to an extrapolation of orthogonal basis representations. The latter is in fact the field

of study for Frame Theory [19, 20, 22, 23]. As an eclectic mathematical concept, Frame Theory

has roots in the mathematical areas of harmonic and functional analysis, operator theory, linear

algebra and matrix theory [19]. However, to the extent of this research, the focus shall be placed

on Finite Frame Theory and its applications to next-generation wireless non-orthogonal signal

processing in terms of waveform sensing and access paradigms.
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Chapter 3

Non-orthogonality and

Frame Theory

Having concluded Chapter 2 with the main motivations of wireless communications leading

to non-orthogonal signal processing, the core mathematical background is detailed next. This

has been developed during the last 30-40 years as a coherent mathematic formalism under the

name of Frame Theory, [19, 20], following the fundamental work of Daubechies, Grossman and

Mayer in [68].

Nonetheless, quite interestingly, the core concept of non-orthogonality and therefore redun-

dant representations can be traced back to Dennis Gabor’s work related to the mathematical

formulation of wireless communication systems [69–71]. Gabor researched the idea of a nat-

ural time-frequency description of information encoded and radiated over the air. Further-

more, a comprehensive analysis of the biological decoding of speech following the same organic

time-frequency principles was also underlined from the Rx perspective. Gabor proposed in his

work [69–71], unwillingly however at the time, a functional harmonic primitive set as an extrap-

olation of biorthogonal harmonic decompositions. This mathematical construct became later

known under the umbrella of Frame Theory as the Gabor frames [19, 22].

However, as Gabor frames are in fact specific time-frequency representations over infinite

spaces, they actually are distant to the the scope of this dissertation, and therefore will not be

discussed in further mathematical details. As a matter of fact, the focus is hereby placed on

the finite-dimensional decompositions pertaining to finite Frame Theory [19].

3.1 Preliminaries

To bridge the gap between previously discussed orthogonal representations and their non-

orthogonal frame-theoretic extensions, let us first take a short detour through the realm of

biorthogonal projections. Consider next therefore the generic finite M -dimensional Hilbert
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3.1. Preliminaries

space1 HM [72]. For wireless communications systems the Hilbert space HM is often reduced

to its real, i.e., RM , or complex, i.e., CM , equivalents respectively. However, over the course

of this chapter we maintain the generic HM notation for the sake of generality, and consider

similarly ·H to denote the Hermitian adjoint operation [72] over HM , equivalent to transposition

for H = R, and respectively, conjugate transposition for H = C.

The generic goal of a robust signal processing representation is to provide an alternative sig-

nal description transforming any original x to a vector of signal coefficients c storing the same

information, but robustly encoded against distortions. An instance of such a transformation is

in fact the FT detailed previously in the case of OFDM. This provides the link between time and

frequency domains adding for instance a better resistance against AWGN in its frequency rep-

resentation relative to the time counterpart. The essence of Frame Theory is constituted in fact

by the provision of a general description of the relationship between the signal x representation

and its subsequent coefficient c domain.

Assume next that the two reciprocal mappings of information, i.e., signal to coefficients

x 7→ c (the analysis operation), and respectively, coefficients to signal c 7→ x (the synthesis

operation), are linearly performed for x ∈ HM , c ∈ HK . To this extent, consider the analysis as

being fully described by the set of K vectors {fk}, such that fk ∈ HM , and respectively,

ck = 〈x,fk〉 , fH
k x, ∀k. (3.1)

Stacking up the individual coefficients ck in the K-dimensional vector c and vectorizing

Equation (3.1) the identity above may be compactly rewritten as

c = FHx, (3.2)

with

F , [f1 f2 . . . fK ] (3.3)

implicitly defined as the analysis matrix (linear operator).

Given (3.2), for the case that K = M and F is unitary, it results given (3.3) that the

synthesis operation of recovering the original signal vector x from the analysis coefficients c is

nothing else than the reciprocal operation, i.e.

x =
(
FH
)−1

c = FFHx, (3.4)

where
(
FH
)−1

= F is the unique synthesis linear operator under such an orthonormal basis

scenario.

From an abstract dual perspective, the synthesis operation above may be described in terms

of another set of K vectors {f̃k} such that f̃k ∈ HM , ∀k. Relaxing the orthogonality principle

on the vectors {fk} above, equivalent to FH being non-unitary anymore, implies the fact that

1A short review of linear algebra topics sufficient for a self-sustained comprehension of the manuscript is
provided in Appendix A.
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the synthesis operation cannot be achieved simply by means of a matched filtering with the

left-adjoint multiplication as in Equation (3.4). Nevertheless, since {fk} spans the space HM ,

the analysis matrix FH is in fact full-rank and square, recall that the assumption K = M is

nonetheless present, so that it still has a unique matrix inverse
(
FH
)−1

. As a result of this

relaxation, the synthesis operation from before must be rewritten in terms of an additional dual

spanning set {f̃k} such that

x =
(
FH
)−1

FHx︸︷︷︸
c

=
K∑
k=1

〈x,fk〉f̃k. (3.5)

In the light of Equation (3.5), {f̃k} is consequently the unique dual set of {fk}, where the

vectors f̃k are the columns of
(
FH
)−1

. Furthermore, upon the linear inverse definition

〈f̃k,f`〉 =

{
1, k = `

0, k 6= `
, (3.6)

which makes the set pair ({f̃k}, {fk}) biorthonormal. As a result, in this case the synthesis is

not a combined result of the orthogonal contributions from the individual projections onto {fk}
itself, but in fact of the linearly combined dual set contributions {f̃k} weighted properly by the

analysis coefficients of x with their dual orthogonal pairs, i.e., {fk} as detailed mathematically

by (3.5). In other words, simply put for K = M :

• orthonormality implies that {f̃k} , {fk}, and moreover, conditions (3.6) hold ∀k;

• biorthonormality resumes to finding the unique inverse and its corresponding column

vectors {f̃k} given any linearly dependent set {fk}.

The biorthonormal relaxation comes however at a price. To better visualize the latter

consider the energy of the projected signal in the coefficients domain. On the one hand, for the

orthonormal case, the identity

‖c‖22 = 〈c, c〉 = cHc = xHFFHx = xHIMx = 〈x,x〉 = ‖x‖22 (3.7)

holds given the fact that FH is unitary and as a result the combined analysis and synthesis

operations are energy preserving.

On the other hand, in the biorthonormal case

‖c‖22 = 〈c, c〉 = cHc = xHFFHx (3.8)

such that FFH 6= IM .

In plain words, Equation (3.8) outlines the fact that the analysis and synthesis operations

over biorthonormal bases are not norm preserving. In fact, the latter comes as a corollary of

Rayleigh-Ritz Theorem [43] summarized below.
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3.2. Frame Theory Basics

Theorem 3.1.1 (Rayleigh-Ritz Theorem). Let A be a M ×M self-adjoint matrix and x a

M -dimensional vector with its real eigenvalues ordered as

λmin ≡ λ1 ≤ λ2 ≤ · · · ≤ λN ≡ λmax. (3.9)

Then for any x ∈ HM

λmin ‖x‖22 ≤ xHAx ≤ λmax ‖x‖22 . (3.10)

Proof : The result is immediate and follows upon the fact that A is diagonalized by unitary

transforms such that A = QΛQH. As a consequence, xHAx is equivalent to xHQΛQHx which

is furthermore identical to

λmin · xHQQHx ≤ xHAx ≤ λmax · xHQQHx. (3.11)

Given the fact that Q is unitary, the conclusion immediately follows under the above inequalities.

�

In the light of the above theorem, it is thus clear that the relaxed biorthonormal represen-

tation leads to a coefficient decomposition c of any x such that

λmin ‖x‖22 ≤ ‖c‖
2
2 = xHFFHx ≤ λmax ‖x‖22 . (3.12)

where λmin and λmax represent respectively the lowest and largest eigenvalues of the matrix

FFH.

Furthermore, since FFH is itself full-rank and bounded, i.e.,
∥∥FFH

∥∥
F
< ∞, it follows that

the eigenvalues themselves are bounded and positive, i.e., 0 < λmin ≤ λmax < ∞. Thus, the

biorthonormal relaxation described above comes at a price of not preserving the energy of all the

signals x between the signal and coefficient domains albeit its direct and reciprocal transforms

are norm-bounded as described in (3.12). This in term incurs the fact that there may exist

x ∈ HM such that the energy of their coefficient representation c is lower relative to their

original signal in comparison to others.

This latter remark suggests the fact that albeit providing more degrees of freedom, biorthonor-

mal bases may lower the signal representational energy which could affect the analysis and syn-

thesis operations in noisy or lossy environments such as the ones of wireless communications

systems. To address this weakness, the additional requirement for increased signal robustness

needs to be complementary fulfilled. And, as a matter of fact, this comes as an extra relaxation

under the form of K > M .

3.2 Frame Theory Basics

As outlined earlier, relaxing the orthogonality to biorthonormal bases may provide some

energy deficiencies which need to be accounted for from a signal processing perspective by

increased redundancy. In practical systems this is often the case that due to noise, to non-
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ideal mathematical models, to physical distortions or to non-recoverable impairments which

are superimposed over the signal space. Therefore, it would be highly desirable if one could

express a signal x in terms of a redundant decomposition such as even if some signal coefficients

in c are corrupted beyond recovery one can still reconstruct the original signal. This is a

common practice for instance in channel and source coding where redundancy is introduced

as a mechanism for coping with forward channel effects during transmissions and at the Rx

end. Nevertheless, a similar strategy can be used at the waveform level on the raw signals in

order to provide the necessary mechanisms and failure domain safeties to redundantly represent

transmission signals for robust and efficient communications in harsh environments (e.g., indoor

offices, indoor industrial hangars, urban canyons, time-varying mobile fading channels like the

ones discussed in the IEEE 802.11p case study from Section 2.3 etc.).

This latter idea is the core motivation of Frame Theory and its applicability to modern com-

munication systems’ problems. To this end, expanding the K-dimensional coefficient space such

that K > M is employed hereafter. This leads to a completely non-orthogonal but redundant

representational framework of the signal space [19,22].

Let us reinspect the synthesis operation since the analysis transform depicted in Equation

(3.2) remains essentially the same. It should be already clear at this point that biorthonormal

bases are in fact a subset of redundant bases, whereas orthogonal bases are a subset of the

biorthonormal ones. As a consequence, it follows that the synthesis operation in case of the re-

dundant bases implied by K > M is in fact mathematically similar to the case of biorthonormal

bases, i.e.

x =

K∑
k=1

〈x,fk〉f̃k =

K∑
k=1

ckf̃k, (3.13)

with the key distinction that the dual set f̃k cannot be obtained anymore uniquely by simple

inversion as FH ∈ HM×K is a non-square, rectangular matrix, and hence, non-invertible.

Under the above considerations, the perfect reconstruction of x is obtained by means of the

Moore-Penrose left pseudoinverse [43] of FH, namely

F† ,
(
FFH

)−1
F (3.14)

iff the columns of F, i.e., {fk} span the space HM .

Nonetheless, the caveat is represented by the non-unique representation. In details, the left

pseudoinverse is not unique [73, Ch. 2, Th. 2] being easily parameterizable, as for instance

FB = F† + B
(
IK − FHF†

)
, (3.15)

for any generic matrix B ∈ HM×K .

The above parameterization of the left pseudoinverse is immediate by right multiplica-

tion with FH. In addition, considering all of the above it is clear that a family of dual sets(
{fk}, {f̃k}

)
may be thus constructed starting from {fk} where {f̃k} are nothing but the

columns of the parameterized left pseudoinverse from Equation (3.15). The canonical left pseu-
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doinverse given by Equation (3.14) generates the canonical dual set {f̃k} such that

f̃k =
(
FFH

)−1
fk, ∀k. (3.16)

Definition 3.2.1. A set of vector elements {fk}, such that fk ∈ HM , k = {1, 2, . . . ,K} is a

frame for the Hilbert space HM , compactly denoted as F , [f1,f2, . . . ,fK ] if

α||x||2 ≤ ‖c‖22 =
K∑
k=1

|〈x,fk〉|2 =
∥∥FHx

∥∥2

2
≤ β||x||2, ∀x ∈ HM , (3.17)

α, β ∈ R, such that 0 < α ≤ β <∞ are valid scalars called generically frame bounds.

The largest lower bound α and the smallest upper bound β represent the (tightest possible)

frame bounds. The set {f̃k} associated with the frame {fk} which leads to the reconstruction of

any x as

x =

K∑
k=1

〈x,fk〉f̃k (3.18)

is the dual frame of {fk} for the Hilbert space HM where K ≥M .

Needless to say that similar to the case of biorthonormal bases, the frame bounds are

actually related to the spectral decomposition of the matrix FFH. To this extent, it follows

that α = λmin, i.e., the smallest eigenvalue of FFH, and respectively, β = λmax, i.e., the largest

eigenvalue of FFH. On the one hand, as for the biorthonormal case earlier discussed, a strictly

positive lower frame bound, i.e., α > 0 ensures that in fact a left pseudoinverse exists for any

coefficient linear transform FH. The same bound assures that additionally the completeness of

a frame set since the only way ‖c‖22 = 0 is for x itself to be x = 0. On the other hand, the finite

upper bound, i.e. β < ∞ for any x ∈ HM implies the fact that the analysis linear operation

described by the frame vectors is bounded2, and consequently, continuous3 [23].

As far as original signal recovery of x is concerned given its signal coefficients c, the recon-

struction procedure as seen above is not unique to frame F, but unique to a fixed dual frame

set pair
(
{fk}, {f̃k}

)
, where the latter dual frame {f̃k} has been constructed based on the core

assumptions described throughout Equations (3.13) - (3.15). However, since the computation

of the pseudoinverse is resource expensive and potentially numerically unstable, a cohort of

iterative approximation based algorithms have been developed as alternatives. For instance,

one simple such algorithm is the Frame Algorithm [19, Prop. 1.18] summarized below.

Proposition 3.2.1 (Frame Algorithm). Let {fk} be frame F of K vectors in the Hilbert space

HM with frame bounds α, β. Then any signal x ∈ HM can be reconstructed from its frame

coefficients’ representation c = FHx given the following iterative steps

x̂(i) = x̂(i−1) +
2

α+ β
· F
(
c− FHx̂(i−1)

)
, (3.19)

2A linear operator A : H→ H′ is bounded if ∃ c <∞ s.t. ∀x ∈ H, ||Ax||2 ≤ c||x||2.
3A linear operator A : H → H′ is continuous for x0 ∈ H if ∀ε > 0 ∃δ > 0 s.t. ∀x ∈ H, ||x − x0|| < δ then

||Ax−Ax0|| < ε. A is continuous over H if A continuous point-wise ∀x0 ∈ H.
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where x̂(i) denotes the estimate at the i-th iteration for all i ≥ 0 and x̂(0) , 0.

The sequence x̂(i) ∈ HM , i ≥ 0 is guaranteed to converge to x ∈ H at the rate of

∥∥∥x− x̂(i)
∥∥∥

2
≤
(
β − α
α+ β

)i
‖x‖2 , i ≥ 0. (3.20)

Proof [19, Prop. 1.18]: For any x ∈ HM ,

〈
IM −

2

α+ β
FFHx,x

〉
= ‖x‖22 −

2

α+ β

K∑
k=1

|〈x,fk〉|2 ≤ ‖x‖22 −
2α

α+ β
‖x‖22 =

β − α
α+ β

‖x‖22 ,

(3.21)

where the inequality is a consequence of the frame definition given (3.17).

Analogously, it holds that

β − α
α+ β

‖x‖22 ≤
〈

IM −
2

α+ β
FFHx,x

〉
(3.22)

and so it follows that ∥∥∥∥IM − 2

α+ β
FFH

∥∥∥∥ ≤ β − α
α+ β

. (3.23)

Considering an equivalent form of the iteration (3.19) as

x̂(i) = x̂(i−1) +
2

α+ β
· FFH

(
x− x̂(i−1)

)
, (3.24)

it results that

x− x̂(i) =

(
I− 2

α+ β
· FFH

)(
x− x̂(i−1)

)
(3.25a)

=

(
I− 2

α+ β
· FFH

)i (
x− x̂(0)

)
(3.25b)

=

(
I− 2

α+ β
· FFH

)i
x (3.25c)

The convergence rate follows as

∥∥∥x− x̂(i)
∥∥∥

2
=

∥∥∥∥∥
(

I− 2

α+ β
· FFH

)i
x

∥∥∥∥∥
2

(3.26a)

≤
∥∥∥∥(I− 2

α+ β
· FFH

)∥∥∥∥i ‖x‖2 (3.26b)

≤
(
β − α
α+ β

)i
‖x‖2 (3.26c)

�

One can further intuitively observe that the reconstruction proposed by the Frame Algo-

rithm is in fact reduced to an iterative weighted matched filter F applied to the reconstruction

residual, i.e. c−FHx̂(i−1), during each iteration i ≥ 1. Given the sensitivity of the convergence
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rate (3.20) to the frame bounds α, β and the ratio β−α
α+β , it is clear that slow convergence may be

exhibited for frames with increasingly higher displacement β − α, which resumes to the spread

of the eigenvalues of FFH. To counteract this problem additional iterative frame reconstruction

algorithms exist amending the core idea of the Frame Algorithm in order to improve the con-

vergence rate. For instance, some of these algorithms amongst others [19] are the Chebyshev

Algorithm [74] and the Conjugate Gradient Method [74].

3.3 Frame Transforms and Operators

Having laid down the foundations and basic concepts of Frame Theory, let us now extend

the analytic perspective by introducing some operators meant to ease the discussion of different

frame attributes and properties. Albeit explicitly formulated yet not formally defined, a first

such linear transform is represented by the frame operator.

Definition 3.3.1 (The Frame Operator). Let there be a frame F containing K frame vectors

{fk} ∈ HM , then the associated frame operator is defined as

S , FFH ∈ HM×M . (3.27)

Rewriting the norm of the coefficients c in terms of the frame operator S, one obtains

K∑
k=1

|〈x,fk〉|2 = xHFFHx = xHSx = 〈Sx,x〉 (3.28)

and as a consequence the inequalities (3.17) of the frame definition can be easily recast as

α ‖x‖22 ≤ 〈Sx,x〉 ≤ β ‖x‖
2
2 , (3.29)

and respectively,

αIM � S � βIM , (3.30)

where the inequalities (3.30) have been obtained from (3.29) by rewriting the left and right

bounds as 〈αIMx,x〉, and respectively, 〈βIMx,x〉.
Based on the above, it follows then immediately that the matrices (S− αIM ) and (βIM − S)

are positive semi-definite, and as seen before by means of the Rayleigh-Ritz Theorem,

λmin(S) ‖x‖22 ≤ 〈Sx,x〉 ≤ λmax(S) ‖x‖22 , (3.31)

where α = λmin(S) is the smallest eigenvalue of S, and β = λmax(S) is the largest eigenvalue of

S, respectively.

Moreover, the frame operator S has a series of special structural attributes [19,20,23] sum-

marized briefly as follows.
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Proposition 3.3.1. The frame operator S satisfies in general the properties4:

1. S is linear and bounded;

2. SH = S, i.e. S is self-adjoint;

3. 〈Sx,x〉 > 0 ∀x ∈ HM ,x 6= 0, i.e. S is positive definite;

4. S = S
1
2 S

1
2 , i.e. S has a unique self-adjoint, positive definite square root S

1
2

Given Proposition 3.2.1 and the definition of the frame operator is now clear that S plays

an important role in the recovery characteristics of the original signal x given its coefficients

c. Let us now reinterpret the reconstruction via the frame operator S. As seen in (3.16), the

canonical dual frame is given based on the inverse of the self-adjoint positive-definite S, i.e.

f̃k = S−1fk. (3.32)

Since {f̃k} is the canonical dual frame of {fk} over HM , the synthesis dual operator is

obtained by (3.32) as

F̃ = S−1F. (3.33)

Considering now, the dual problem of starting with {f̃k} as a frame over HM , it follows that

the associated analysis operator in this case becomes

F̃H = (S−1F)H = FHS−1, (3.34)

where implicitly the fact that S is self-adjoint has been leveraged in the derivation.

The following theorem stems from this point in the light of the canonical dual frame repre-

sentation under S.

Theorem 3.3.2. Let {fk} be a frame F of K vectors over the Hilbert space HM with bounds

α, β and frame operator S. Assume {f̃k} to be the canonical dual frame of {fk} given by (3.32).

Then, the following claims hold.

1. The frame operator S̃ associated to the canonical dual frame F̃ out of {f̃k} is called the

canonical dual frame operator and satisfies

S̃ = S−1. (3.35)

2. The set of K vectors {f̃k} is itself a frame F̃ for the Hilbert space HM with lower bound

α̃ = 1/β and upper bound β̃ = 1/α and analysis operator F̃H obtained via (3.32).

3. All the general properties of frame operators from Proposition 3.3.1 hold for S−1 as well.

4The proofs of the claims are either immediately implied by the definition of the frame operator or trivially
based on the already exposed equations and corrolaries of well-known linear algebra results and theorems. Hence,
they are skipped here, but the interested reader may refer for further details to [23, Th. 3.9]
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Proof : Only the first claim is proven as the second one is in fact a corollary of the first given

the frame and frame operator definitions, whereas the third one it is clear once more under

Proposition 3.3.1 given the fact that S−1 is a frame operator as well.

Thus, expand and rewrite S̃x for any x ∈ HM as

S̃x =
K∑
k=1

〈x, f̃k〉 · f̃k (3.36a)

=
K∑
k=1

〈x,S−1fk〉 · S−1fk (3.36b)

= S−1
K∑
k=1

〈S−1x,fk〉 · fk (3.36c)

= S−1S(S−1x) (3.36d)

= S−1x. (3.36e)

�

To this point, is therefore clear that the canonical duality of frames is in fact a reciprocity

relationship between a set frame {fk} and its canonical dual {f̃k}, as these can be interchanged

freely to obtain appropriate signal expansions

x = F̃FHx =
K∑
k=1

〈x,fk〉f̃k, (3.37)

x = FF̃Hx =
K∑
k=1

〈x, f̃k〉fk (3.38)

at the expense of energy reciprocity relative to the chosen representation as outlined by Theorem

3.3.2.

Albeit the fact that the frame operator is tightly related to the analysis, synthesis and repre-

sentation energy of the associated frame-theoretic transforms, it has however no characterizing

role to describe the spread of the frame elements relative to each other over the available space

HM . In other words, the frame operator cannot describe the relative angular displacement in

a geometric sense between each pair of frame vectors. To fix this lack of representation, the

Gramian operator is used.

Definition 3.3.2 (The Frame Gramian). Let there be a frame F containing K frame vectors

{fk} ∈ HM , then the associated frame Gram operator is defined as

G , FHF ∈ HK×K , (3.39)

where the individual entries of G are given respectively by the inner products of all the frame

pairs as

gk` = 〈fk,f`〉 = fH
` fk. (3.40)
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It is easy therefore to remark that in the case of orthonormal bases the Gram matrix is

actually reduced to the identity matrix, i.e., G = IK . However, in the case of frames, more

precisely for K > M , the Gram matrix itself cannot be reduced to the identity given the inherent

overloading which prevents the frame vectors to be mutually orthogonal. Similarly to the frame

operator S, the Gramian G has some attributes worth listing.

Proposition 3.3.3. The frame Gram operator G satisfies in general the properties:

1. G is linear and bounded;

2. GH = G, i.e. G is self-adjoint;

3. G is rank-deficient and moreover rank (G) = M .

4. 〈Gx,x〉 ≥ 0 ∀x ∈ HM ,x 6= 0, i.e. G is positive semi-definite;

Proof : The first statement is a consequence of the definition of G. To this extent, linearity

and boundedness of G result from the fact that G = FHF, i.e. G is obtained by multiplication

of a linear bounded operator (this is the case given the definition of a frame) and its adjoint.

Secondly, to notice that G is self-adjoint let

GH =
(
FHF

)H
= FHF = G. (3.41)

Thirdly, recall the general product rank inequality and apply it to G

rank (G) ≤ min
(
rank (F) , rank

(
FH
))

= M, (3.42)

where the last equality follows given the frame definition and strictly positive frame lower bound

α.

Furthermore, given that the α > 0 and F spans the space HM , it also follows by means of

Sylvester’s rank inequality [43] that

rank
(
FH
)︸ ︷︷ ︸

M

+ rank (F)︸ ︷︷ ︸
M

−M ≤ rank (G) (3.43)

M ≤ rank (G) (3.44)

leading to the fact that rank (G) = M , which is thus rank-deficient since G ∈ HK×K .

The last property, the semi-definiteness, follows by means of the Rayleigh-Ritz Theorem

since given that G is self-adjoint its eigenvalues are real and moreover

〈Gx,x〉 ≥ λminx = 0, ∀x ∈ HK ,x 6= 0. (3.45)

The last equality above is in fact a consequence of the rank-deficiency exhibited by G and

previously proven.

�
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3.4 Frame Properties and Associated Quantifiers

Provided the specialized linear operators, i.e. the frame operator and the frame Gramian,

able to characterize the attributes of any frame F, three quantifiers of frame properties are

next introduced: the frame redundancy, the frame potential, and respectively, the frame mutual

coherence. These are discussed in detail together with frame categories exploiting some of the

properties described.

Definition 3.4.1 (Frame Redundancy). Given a frame F ∈ HM×K formed of K frame vectors

{fk} ∈ HM , its redundancy is defined as the ratio

ρ ,
K

M
. (3.46)

Upon the above definition it so follows that in fact redundancy is a measure of overcom-

pleteness of any frame F. In other words, the overloading of the original signal space HM by

K frame vectors represents the expected redundancy of the frame analysis representation, and

conversely, the robustness gained under the reciprocal synthesis operation.

Definition 3.4.2 (Frame Potential , [75]). Let F be a frame with K normalized frame vectors,

i.e. ‖fk‖2 = 1,∀fk ∈ HM . The frame potential (FP) associated with the frame F is given by

FP(F) =
K∑
k=1

K∑
`=1

|〈fk,f`〉|2 =
K∑
k=1

K∑
`=1

|gk`|2 = ‖G‖2F . (3.47)

The FP is meant to quantify based on quantum physics and measurements the frame force

field [75] which falls out of the scope of the current work. However, one can intuitively remark

based on the definition that the FP is in fact a measure quantifying how close is a frame to an

analogous orthogonal representation. This is intuitively clear given the fact that the minimizer

of ‖G‖F, and hence of the FP, is attained over diagonal and normalized Gram matrices. Given

the fact that for any K > M , G cannot achieve a purely diagonal structure, and so, FP measures

as an ensemble the representational energy dispersed by a normalized frame F for any vectors

over a unit M -ball.

From a purely mechanical standpoint, the equilibrium of the representational system de-

scribed by F is achieved for minimizers of the Equation (3.47). Similarly, under an energy-only

argument, the idea is to minimize the FP such that same signal space vectors are represented

algebraically under an average optimized energy usage regardless of their position in HM . The

upper intuitive remark is made clear by the main results of [75] summarized below.

Theorem 3.4.1 ([75, Th. 6.2]). Given the frame F ∈ HM×K with normalized frame vectors

and the FP measure described by the functional (3.47), FP(F), then the following results hold:

max

(
K,

K2

M

)
≤ FP(F) ≤ K2. (3.48)

Proof : The right-hand-side inequality of (3.48) is quite loose and thus implied directly by
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means of the Cauchy-Schwarz classic inequality, and respectively, by the fact that ‖fk‖ = 1, ∀k,

such that

FP(F) =

K∑
k=1

K∑
`=1

|〈fk,f`〉|2 ≤
K∑
k=1

K∑
`=1

‖fk‖22 ‖f`‖
2
2 =

K∑
k=1

K∑
`=1

1 = K2. (3.49)

The left-hand-side inequality is however tight. One should first note that

FP(F) = K +

K∑
k=1

∑
`6=k
|〈fk,f`〉|2︸ ︷︷ ︸
≥0

≥ K. (3.50)

As a matter of fact, the second term from above,
∑K

k=1

∑
` 6=k |〈fk,f`〉|2, is lower bounded

by 0 for the case where K = M . This case involves the orthogonality of the frame vectors,

which corroborated with the normalization condition made clear in (3.50) results in F being

any orthonormal bases.

For K > M , as previously seen, the summation
∑K

k=1

∑
`6=k |〈fk,f`〉|2 is strictly positive.

As a result, the lower bound in this case is different from K. To this end, using the identity

trace (AB) = trace (BA), it follows that

‖G‖2F = trace
(
GHG

)
(3.51a)

= trace
(
FHFFHF

)
(3.51b)

= trace
(
FFHFFH

)
(3.51c)

= trace
(
SHS

)
(3.51d)

=
M∑
m=1

λ2
m (3.51e)

Minimizing FP is therefore equivalent to minimizing (3.51e). In addition, following the def-

initions of the frame linear operators, it follows that trace (S) = trace
(
FFH

)
= trace

(
FHF

)
=

trace (G) = K given the normalized frame vectors. As a result, finding the tight lower bound

of FP is reduced to solving the optimization problem

min
λm,m={1,2,...,M}

M∑
m=1

λ2
m (3.52a)

subject to λm > 0, ∀m (3.52b)
M∑
m=1

λm = K. (3.52c)

The latter is in fact the classical problem of finding the point closest to the origin on the

hyperplane HM constrained to a fixed cumulative length of its coordinates. The solution to the

latter is known, [76], and obtained as a unique minimizer by setting all the coordinates equal,

i.e. λm = K
M > 0, ∀m.
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As a consequence, the minimum value of (3.52) is attained for

M∑
m=1

(
K

M

)2

= M · K
2

M2
=
K2

M
, (3.53)

which hence proves the left-hand-side inequality for the case of K > M and concludes the proof

under the same core arguments as of [75].

�

Theorem 3.4.1 has an immediate corollary given the frame definition and frame operator.

Corollary 1. The unit-normalized frames attaining the minimum FP are

i). orthonormal bases under the assumption of K = M , or

ii). redundant bases under the assumption of K > M such that α = β = K
M given the Defini-

tion 3.2.1.

In other words, Corollary 1 states that the minimizers of the FP are any orthonormal bases

or generalizations thereof which tighten the representational energy to the optimal point where

α = β for any given vector x from the signal space HM . This interpretation highlights the fact

that the FP is a quantifiable measure that can be leveraged in determining how close a frame is

to an analogous tight energy representation, achievable in classic terms via orthonormal bases.

Consequently, two important frame properties span of the FP corollary, namely tightness and

equi-normality.

Definition 3.4.3 (Tightness). A frame F of K frame vectors spanning HM is called tight frame

given that it satisfies the frame definition tightly with equality, i.e.

α ‖x‖22 = ‖Fx‖22 = β ‖x‖22 , ∀x ∈ HM , (3.54)

leading to 0 < α = β <∞.

Definition 3.4.4 (Equi-normality). A frame F of K frame vectors spanning HM is called

equi-normal frame given that all its frame vectors fk satisfy the fact that

‖fk‖22 = ζ2 > 0 (3.55)

Using the inequalities (3.30), tightness diagonalizes the frame operator, i.e.

S = αIM . (3.56)

Needless to say at this point, that the normalized frame vectors condition implicit in the

FP definition is nothing but a particular instance of equi-normality, i.e., unit-normality such

that ζ = 1. In conjunction with the tightness condition and its result from Equation (3.56),

this leads to the fact that

α = β =
K

M
, (3.57)

52



3.4. Frame Properties and Associated Quantifiers

and consequently,

S =
K

M
IM (3.58)

for any unit-norm tight frame (UNTF) F.

In the light of the latter results, it makes sense to critically revisit at this point the re-

dundancy Definition 3.4.1. Although correct in capturing qualitatively the typical meaning

of redundancy in communication systems through a classical Coding Theory approach, this

definition is too naive in general as it does not capture the quantitative features of frame

theoretic representations specific to particular signals. In fact, during the last years an al-

ternative view of redundancy which better captures the features of frames has gathered more

interest [19, Ch. 1.4, pp. 41]. To this end, in [77] the redundancy function

ρF(x) ,
K∑
k=1

∣∣∣∣〈 x

‖x‖2
,fk

〉∣∣∣∣2 (3.59)

was introduced in order to better capture both the qualitative and quantitative effects of a

F ∈ HM×K overloaded representations on any signal space vector x ∈ HM .

Based on the frame definition and inequalities chain (3.17), it is easy to remark the fact

that the redundancy function is a measure that computes the norm of the frame projection, i.e.

analysis operation, for all the signal vectors on the surface of the M -sphere in HM . Under this

normalization, it is therefore possible to visualize the different redundancies experienced by all

the signal space vectors x which can be obtained by appropriate scaling of the multidimensional

sphere. By means of (3.17), it follows that the redundancy function is finite, and respectively,

lower and upper bounded by

ρ− = min
x∈HM ,‖x‖=1

ρF(x) = α (3.60)

ρ+ = max
x∈HM ,‖x‖=1

ρF(x) = β, (3.61)

in a similar fashion to the lower and upper frame bounds.

Furthermore, tight frames imply ρ− = ρ+, and such frames are said to exhibit uniform

redundancy [77]. In the case of UNTF, the latter holds true with the added fact that ρ− =

ρ+ = ρ = K
M which is the classical definition of redundancy. Thus it is important to note the

role of tight frames in providing uniform robustness against distortions by means of uniform

redundancy.

Example 3.4.1. Consider for instance a special case of an UNTF, the Mercedes-Benz frame

[19] in R2×3:

FMB =

[
0

√
3

2 −
√

3
2

1 −
√

1
2 −

√
1

2 ,

]
(3.62)

and its slightly perturbed relative

FPMB =

[
cos
(
π
2 − 0.1

) √
3

2 −
√

3
2

sin
(
π
2 − 0.1

)
−
√

1
2 −

√
1

2 ,

]
. (3.63)
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Figure 3.1: Outline of the frame vectors of the UNTF Mercedes-Benz frame (in black), and
respectively, of the frame vectors of the unit-norm frame (UNF) perturbed Mercedes-Benz
frame used in the current frame redundancy and redundancy function example.

Figure 3.2: Redundancy function (3.59) exemplary comparison between an UNTF – the
Mercedes-Benz frame (in black) – and its slightly offset – one-component rotated clockwise
by approx 5.73◦ (in gray) – unit-norm frame variant.

The two frames are drawn together for comparison in Figure 3.1 above. Additionally, the

redundancy function images corresponding to the two frames introduced above are computed over

the surface of an unitary 2-dimensional sphere, i.e. an unitary ring, and plotted side-by-side in

Figure 3.2 as well.
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As expected, given the fact that FMB is an UNTF frame, its redundancy measure is uniform

at the value ρ(x) = K
M = 3

2 , and therefore similar to the redundancy Definition 3.4.1. On the

other hand, the slight misplacement of one of the elements of Mercedes-Benz frame in FPMB

generates a disturbed, non-tight but still unit-norm frame. As a consequence, in this case, as

illustrated in Figure 3.2, the redundancy function varies with x and so the robustness efficiency

of FPMB varies depending on the processed signal as well.

We remark however that this signal-dependent redundancy is not necessarily a weakness,

but a general feature of frames. In fact, this attribute can be exploited for instance to gain

higher robustness to signals that are more susceptible to localized distortions.

The illustrative example in the prequel did not only underscore the fine details of redundancy

and tightness, but also made clear the fact that insofar the analogy of frames to orthogonal

bases has resumed to the representational energy and its subsequent tightness. To this point no

concept has tackled the problem of orthogonality, or better phrased, lack thereof in redundant

representations such as frames. Geometrically, this latter attribute is resumed to the angular

displacements between any two frame vector elements. In orthogonal sense, this angular dis-

placement is globally minimized across any disjoint pair of such vectors such that their inner

product is nulled. However, this has no correspondence in terms of redundant bases, i.e., for

K > M , and to this extent it is relaxed to the concept of coherence and subsequently quantified

by mutual coherence, [20, 78] and [19, Ch. 6].

Definition 3.4.5 (Mutual Coherence). Consider a frame F ∈ HM×K . Its mutual coherence is

given by

µ(F) , max
1≤k<`≤K

|〈fk,f`〉|
‖fk‖2 ‖f`‖2

= max
1≤k<`≤K

|fH
` fk|

‖fk‖2 ‖f`‖2
. (3.64)

The mutual coherence is therefore a quantifier of maximum correlation among all the frame

pairs taken out of the frame vectors. Additionally, the normalization step in the definition of

mutual coherence inflicts a geometric interpretation by means of the angular representation of

the inner product. For instance, both for the real and complex space cases, H = R or H = C,

the normalization ensures that the mutual coherence becomes in fact a quantization of the

maximum angular displacement

µ(F) = max
1≤k<`≤K

|fH
` fk|

‖fk‖2 ‖f`‖2
= max

1≤k<`≤K
|] cos (fk,f`) |. (3.65)

Without any doubt in the case of UNFs, the mutual coherence is further reduced given the

fact that ‖fk‖2 = 1, ∀k to

µ(F) = max
1≤k<`≤K

|fH
` fk| = max

1≤k<`≤K
|gk`|, (3.66)

such that it can be fully described by the entries of the Gram matrix of the frame, i.e. G.

Following this geometric argument, it thus yields that indeed the mutual coherence is nat-

urally upper bounded such that

µ(F) ≤ ] cos(0◦) = 1, (3.67)
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achievable whenever any pair of two distinct frame vectors are collinear.

Theorem 3.4.2. Let F be a frame of K vectors over HM . Then its mutual coherence is lower

bounded by

µ(F) ≥

√
K −M
M(K − 1)

. (3.68)

The inequality above is met tightly with equality iff F is an equiangular tight frames (ETF),

i.e.,

|〈fk,f`〉|
‖fk‖2 ‖f`‖2

=

√
K −M
M(K − 1)

, ∀k 6= `, (3.69)

where additionally, S is also diagonal.

However, the existence of such minimally coherent frames is restricted by the frame redun-

dancy such that the equality in (3.68) can only hold as long as

K ≤ M(M + 1)

2
for H = R (3.70)

K ≤M2 for H = C (3.71)

Proof : A complete proof of the lower bound in (3.68), also know as the Welch bound

(WB) [78], is provided in [79,80]. Furthermore, the dimensionality constraints (3.70), (3.71) are

obtained via [81, Tab. II].

As a consequence, a sketch proof is provided to the equivalence between ETF and satisfying

the mutual coherence bound in (3.68) with equality. To this end, consider without loss of

generality F to be an UNF. Based upon (3.50) and (3.51) it follows that

K∑
k=1

∑
`>k

|gk`|2 ≥
K(K −M)

2M
. (3.72)

Considering the fact that there are K(K−1)
2 unique pairings drawn out of [0, 1] on the left-

hand side of (3.72), it follows that the normalized average squared correlation of any frame

vector pair is bounded as

|gk`|2k 6=` ≥
K −M
M(K − 1)

. (3.73)

Since the mutual coherence is defined as the maximum correlation, see Definition 3.4.5, and

the average correlation is itself lower bounded by the WB as outlined in (3.73), it is therefore

implied that the minimum mutual coherence is attained as the ensemble of correlations meets

uniformly with equality (3.73). As an effect, this is equivalent to

|gk`| =

√
K −M
M(K − 1)

(3.74)

which implies equiangularity and tightness as also (3.72) is met with equality.

�
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An example of an ETF is in fact the Mercedes-Benz frame depicted already graphically

in Figure 3.1 as FMB. However, despite numerically computed optimum incoherent ETFs for

smaller dimensions, see [78] and references therein for more details, the universal existence of

ETFs for any redundancy levels is without proof to date, and hence, a conjecture of Frame

Theory [78]. To this end, a more general concept has been introduced during the last decades

stemming from other areas of Mathematics following the Grassmannian packing problem or

equiangular lines and point sets [78].

Definition 3.4.6 (Grassmannian frames). A frame F composed of K-vectors belonging to HM

is called a Grassmannian frame if it solves the optimization problem

min
F

µ(F) (3.75a)

subject to ‖fk‖2 = 1 ∀k. (3.75b)

Grassmannian frames therefore minimize the maximum correlation among any frame vec-

tors pair across all the UNF with the same redundancy over HM×K . Obviously the unit-

normalization condition is applied given just mere mathematical convenience as any frame

could be normalized relative to its frame vector elements. Additionally, upon Theorem 3.4.2, it

results that Grassmannian frames represent in fact a frame superset enclosing the potentially

existent ETFs that reach the WB in (3.68) with equality. Such frames are in fact named in the

context of Grassmannian frames as nothing but optimal Grassmannian frames [78].

As previously mentioned, an universal constructive solution to the optimization problem

(3.75a) is to this point unknown which makes the construction of Grassmannian frames of par-

ticular interest in the Frame Theory literature, e.g., [19, 78, 82] and references therein. The

problem is in fact relaxed in practice to generically finding frames capable of achieving maxi-

mum correlation levels among all their element pairs approaching the Welch bound. From this

perspective, such frames and their design are coined as frame incoherence or, respectively, the

incoherent frame design problem [19, 82].

3.5 Special Frame Types and Their Designs

As observed in the previous section, the redundancy introduced by overcomplete bases

(frames with K > M) affects both the representation projected energy, but also the correlation

among all the frame element pairs. Two fundamental properties address the latter two, tightness

and coherence. These are quantified and therefore numerically summarized respectively by the

FP and mutual coherence previously discussed. In addition, frames designed on top of such

attributes are named as tight, and respectively, incoherent, where equi-normality, in particular

unitary normalization, has been inherently considered for mathematical convenience and ease

of the discussion.

Nevertheless, despite exposing most of the fundamental properties of redundancy, tightness

and incoherence as core frame characteristics, no explicit construction methods were presented to

build frames encompassing such properties. In other words, insofar no recipe has been provided
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for instance to build UNTFs or low-coherent UNFs vector ensembles. Since such frames are

desirable in practice, their design principles are detailed in the sequel of this section. To this

end, we reduce the generic Hilbert space H treated so far to the real and complex, i.e., R, and

respectively, C, particular to signals in wireless communications.

Most of the UNTF constructions rely on the spectral attributes of the frame operator S

associated with such frames, i.e., upon the fact that S is diagonalized given (3.58). To this

end, spectral based projections are employed in order to force the frame operator of a given

frame to the frame operator of an UNTF. The equivalence between diagonal S and tight frames

is then leveraged upon proper scaling to obtain the desired UNTF. The above projection de-

sign paradigm is in fact motivated by a general result of Frame Theory providing an analytic

approach to generating the Frobenius norm nearest tight frame to any arbitrary starting frame.

Theorem 3.5.1. Let F0 be a M × K matrix denoting a frame with K vectors in a M -

dimensional Hilbert space H = R or H = C with the singular value decomposition (SVD)

given by UΣVH. The closest α-tight frame to F0, such that

argmin
F

‖F0 − F‖F , (3.76a)

subject to FFH = αIM (3.76b)

is given by
√
αUVH or equivalently by

√
α (FF)−

1
2 F.

Note that in the notation above the underlined matrices, e.g., V, mark for convenience

the structures that require particular truncation or trivial expansion (zeroed rows/columns) for

compliant dimensionality under matrix multiplication given the fact that K may be larger than

M .

Proof : In literature the proof above relies on a more general result from linear algebra,

i.e., the Schur-Horn Theorem [83], see for instance [19, 78] or their cross-references. However,

an alternative straight-forward proof may be listed under the remark that in fact the linear

transform above, UVH, is nothing but the unitary part of the polar decomposition [84] of the

matrix F0.

Concretely, given the SVD decomposition of the original frame F0, this can be rewritten in

conjunction with the general polar factorization of matrices as

F0 = UΣVH (3.77a)

= UΣUH︸ ︷︷ ︸
P�0

UVH (3.77b)

= P ·UVH. (3.77c)

Thus, P is a square positive semi-definite matrix containing the power information of F0,

whereas UVH is the polar unitary rotation linear operator. Based on this remark and on the
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fact that rank (F0) = M as a frame, P is uniquely given as [84]

P =
(
F0F

H
0

)1
2 , (3.78)

and as a matter of fact, by means of the frame operator properties in Proposition 3.3.1, also

strictly positive definite, i.e., P � 0, and hence, invertible.

As a consequence, applying the latter to (3.77c) yields the unique

UVH =
(
F0F

H
0

)−1
2 F0. (3.79)

In the light of the above, we can remark that the newly obtained frame F =
√
α
(
F0F

H
0

)−1
2 F0

is in fact an α-tight frame. This is the case as its associated frame operator is given by

S =
√
α
(
F0F

H
0

)−1
2 F0 ·

√
α

((
F0F

H
0

)−1
2 F0

)H

(3.80a)

= α
(
F0F

H
0

)−1
2 F0F

H
0

(
F0F

H
0

)−1
2 (3.80b)

= α
(
F0F

H
0

)−1
2
(
F0F

H
0

)1
2
(
F0F

H
0

)1
2
(
F0F

H
0

)−1
2 (3.80c)

= αIM . (3.80d)

The fact that the above is the global minimizer of the problem (3.76) follows as a direct

corollary of low-rank matrix approximation problems and of the Eckart–Young–Mirsky Theorem

[43,85].

�

Theorem 3.5.1 is a very powerful result which enables the generation of tight frames start-

ing from any generic frame F0. Given the implied approximation of the construction it thus

follows that the initial frame in turn determines partially the structure of the tight byprod-

uct. However, potential desirable properties such as equi-normality or incoherence may be lost

under application of Theorem 3.5.1. To circumvent such a desideratum, an alternative projec-

tions may be necessary in order to force the desired structures onto the frame Gram matrix

G, and respectively, the frame operator S which compact and describe the frame properties as

previously seen.

In fact, the idea of additional projections is a common approach [86, 87] meant to satisfy

different requirements by means of iteratively alternating projections over convex sets or mani-

folds belonging to the spaces corresponding to the desired frame operators and Gram matrices.

The corresponding sets for instance for the case of UNTF incoherent frames are given as follows.

• The unit-normality set SU , i.e., the set of K ×K Gram matrices with unit diagonals is

SU ,
{

G ∈ HK×K
∣∣∣ G = GH, gii = 1 ∀ i ∈ {1, · · · ,K}

}
. (3.81)

If G = FHF is the K ×K Gram of any frame F, the projection of G onto the set SU is
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given as

PU (G) , FH
UFU where FU ,

[
f1

‖f1‖2
, · · · , fK

‖fK‖2

]
. (3.82)

• The incoherence set SI , i.e., the set of K × K symmetric matrices with bounded off-

diagonals is

SI ,
{

G ∈ HK×K
∣∣∣ G = GH, |gij | ≤ γI , ∀ (i 6= j) ∈ {1, · · · ,K}

}
. (3.83)

This projection can be performed simply by replacing the off-diagonal elements gij of G

that are larger than the bound by the bound itself while preserving the sign geometry,

yielding

PI(G) ,

G
∣∣∣ gij =

γI · sgn(gij), if |gij | > γI ,

gij , otherwise.

 (3.84)

The idea behind this operation is to limit highly correlated frame vectors by thresholding,

idea firstly introduced by Elad in [86], and later, refined in [87]. A suitable threshold

allowing for convergence of the alternating sequence of projections has been proposed

based upon the highly decorrelated PN sequences used in DS-CDMA spreading codes [78].

Thus, for frame vectors of length M , the bound
√

1
M was shown to lead to convergence

whilst also lowering the correlation levels of frame vectors [87].

• The frame set SF , i.e., the set of K ×K symmetric matrices with rank M is

SF ,
{

G ∈ HK×K
∣∣∣ G = GH, rank (G) = M

}
. (3.85)

This projection is necessary to satisfy the fact that the underlying frame corresponding

to the projected Gram matrix G is still a frame spanning the space HM . This resumes to

the projection

PF (G) = U
K×M ·Σ M×M ·V

H

K×M , (3.86)

where the SVD G = UΣVH is implied and · K×M denotes a K×M upper-left truncation.

• The tightness set ST , i.e., the set of K
M -tight frames with K × K Gram matrices with

spectrum is

ST ,

G ∈ HK×K
∣∣∣ G = GH, λi(G) =

K
M ∀ i ∈ {1, · · · ,M}

0 ∀ i ∈ {M + 1, · · · ,K}

 . (3.87)

Finally, if G = FHF is the K ×K Gram of a frame F, the projection onto ST is achieved

by means of Theorem 3.5.1 as

PT (G) , FH
TFT where FT ,

√
K
M (FFH)−

1
2 F. (3.88)
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Algorithm 2 Alternating Projections UNTF Design [87].

Inputs: M = dimension of the Hilbert space, K = number of frame vectors

Outputs: F∗ UNTF ∈ HM×K

1: Generate random initial frame F0 ← rand(M ×K)

2: Compute initial K
M -tight Gram matrix G

(0)
T ← PT (FH

0 F0)

3: repeat

4: G
(n)
U ← PU (G

(n)
T ) . Projection over the set SU

5: G
(n)
I ← PD(G

(n)
I ) . Projection over the set SI

6: G
(n)
F ← PR(G

(n)
F ) . Projection over the set SF

7: G
(n)
T ← PT (G

(n)
R ) . Projection over the set ST

8: until convergence or maximum iterations reached

9: F∗ ← F
(n)
T . Variation 1 – alternating projection

or

10: Ḡ← 1
4(G

(n)
U + G

(n)
D + G

(n)
R + G

(n)
T ) = ŪΛ̄ŪH

F∗ ← Λ̄
1
2 Ū . Variation 2 – average alternating projection

In the light of all the projections above, the universal alternating projection approach [87]

to generate approximate UNTFs can be concisely described by the pseudo-code listed under

Algorithm 2.

Needless to say that the alternating projection method introduced above is not unique

in generating UNTFs. There exist also other methods in the literature based on structured

approaches to constructively and algebraically generate sparse UNTFs, the Spectral tetris algo-

rithm [19], based on the similar properties embedded within the corresponding S and G frame

operators. Alternatively, convex optimization methods have been very recently proposed to

iteratively decorrelate arbitrary frames and reach highly incoherent redundant representations

up to any dimensionality [82, 88, 89]. However, once again the latter works rely on the same

inherent Gram matrix mathematical properties displayed and discussed above.

Finally, the dichotomy of different types of frames involving introduced properties of equi-

normality, tightness and incoherence is summarized graphically as Venn diagrams under Figures

3.3 and 3.4. On the one hand, the equi-normality and tightness properties are brought together

under Figure 3.3, and the mathematical relevant properties of frames exhibiting such attributes

are listed under Table 3.1. The classification is based upon [22, Table A.3] and outlines the main

properties of the identified frame classes with respect to the bounds of the inequality (3.17), to

the frame elements and to their respective norms.

On the other hand, the geometric property of incoherence is paired with equi-normality in

Figure 3.4. The latter have a much coarser resolution compared to the first categorization since

the research of frame incoherence is currently a popular and open topic among mathematicians

and engineers alike, and as a result, a deep nomenclature beyond the level presented so far has

not been so far broadly standardized [19,78,82].
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Figure 3.3: Overview of frame types – equi-normality & tightness.

Figure 3.4: Overview of frame types – equi-normality & incoherence.
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Table 3.1: Mathematical Summary of Properties of Equi-normal & Tight Frames.

Frame Constraints Properties

Generic Frame

{fk}k={1,2,...,K}

linearly dependent

spanning set for HM

α||x||22 ≤
∑

k |〈x,fk〉|2 ≤ β||x||22
αIM � S � βIM

trace (S) =
∑M

i=1 λi =
∑

k〈fk,fk〉

Equal-Norm Frame
||fk||2 = ζ,

∀k = {1, 2, . . . ,K}

α||x||22 ≤
∑

k |〈x,fk〉|2 ≤ β||x||22
αIM � S � βIM

trace (S) =
∑M

i=1 λi =
∑

k〈fk,fk〉 = Kζ2

Tight Frame α = β

∑
k |〈x,fk〉|2 = α||x||22

S = αIM

trace (S) = Mα =
∑

k〈fk,fk〉

Parseval Tight Frame α = β = 1

∑
k |〈x,fk〉|2 = ||x||22

S = IM

trace (S) = M =
∑

k∈K〈fk,fk〉

Equal-Norm

Tight Frame

α = β

||fk||2 = ζ,

∀k = {1, 2, . . . ,K}

∑
k |〈x,fk〉|2 = α||x||22

S = αIM

trace (S) = Mα =
∑

k∈K〈fk,fk〉 = Kζ2

α = K
M ζ

2

Unit-Norm

Tight Frame

α = β

||fk||2 = 1,

∀k = {1, 2, . . . ,K}

∑
k |〈x,fk〉|2 = α||x||22

S = αIM

trace (S) = Mα =
∑

k〈fk,fk〉 = K

α = K
M

Equal-Norm

Parseval

Tight Frame

α = β = 1

||fk||2 = ζ,

∀k = {1, 2, . . . ,K}

∑
k |〈x,fk〉|2 = ||x||22

S = IM

trace (S) = M =
∑

k〈fk,fk〉 = Kζ2

ζ =
√

M
K

Unit-Norm

Parseval

Tight Frame

m
Orthonormal Basis

α = β = 1

||fk||2 = 1,

∀k = {1, 2, . . . ,K}
m

〈fk,f`〉 =

{
1, k = `

0, k 6= `

∑
k |〈x,fk〉|2 = ||x||22

S = IN

trace (S) = M =
∑

k〈fk,fk〉 = K

m
M = K

3.6 Frame Applications to Wireless Communications

Naturally, by means of their definition and extrapolation of orthonormal bases to redundant

spaces, frames are a salient and pervasive part of the signal domain processing pertaining

to linear communication systems. As a core representational algebraic construct, frames are

not necessarily cast into the spotlight of wireless signal processing albeit being a fundamental

part of the latter. To name a couple of areas where frames are in fact more visible, it is worth
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mentioning their applicability to Coding Theory, and respectively, Signal Representation Theory

and advances in these fields.

For instance, as the study of redundant linear representations, Frame Theory represents the

mathematical backbone of finite error-correction and forward-error correction codes. In fact,

the incoherent frames discussed in the previous sections, and in particular the Grassmannian

frames, constitute the solution behind spherical code designs and their associated sphere packing

and kissing number problems [19, 22, 78]. To this end, such incoherent frames, particularly the

optimal ETFs, provide the optimum redundancy and recovery guarantees for erasure and noisy

distortions over lossy channels [19,90].

Example 3.6.1. In order to illustrate the efficacy of frames in general, and respectively, of

incoherent frames in particular in adding robustness to signals in noisy or distorted conditions

over the given signal space, consider the present example. Consider the AWGN channel modeled

stochastically by the normal distribution w ∼ N (0, σ2
eIM ) such that any signal x ∈ RM is

distorted as follows

x̃ = x + w, (3.89)

leading to an SNR of the direct signal representation given by

SNR =
E[‖x‖22]

σ2
w

. (3.90)

Consider an alternative, redundant, frame-based representation of the signal x as c = FHx.

The matrix F is thus either a randomly generated frame, or respectively, an incoherent UNTF

following the average alternating projection method [87] listed under Algorithm 2. Over the

same AWGN channel the redundant representation becomes

c̃ = c + ε, (3.91)

where ε is once more modeled by an AWGN stochastic process with noise power σ2
ε such that

SNR =
E[‖x‖22]

σ2
w

=
E[‖c‖22]

σ2
ε

=⇒ σ2
ε = σ2

w

E[‖c‖22]

E[‖x‖22]
. (3.92)

Furthermore, assume for sake of simplicity and without loss of generality that the signal has

unitary average power, i.e. E[‖x‖22] = 1. Moreover, by invoking the frame definition inequality

(3.17) combined with the fact that the lower and upper frame bounds are in fact the lowest,

and respectively, highest singular values of S as previously illustrated, it follows that for a fair

comparison the following condition must be satisfied

σ2
ε ≈ σ2

w

α+ β

2
, (3.93)

where the approximate sign is used in reference to fact that the distribution of ‖c‖22 between the

frame bounds α and β is generally speaking not uniform, such that E[‖c‖22] is not truly equal to
α+β

2 but approaching it closely.
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Figure 3.5: Noisy signal MSE recovery performance under different redundant representations
for a fixed SNR level of 20 dB and frames of dimensionality M = 10 and 10 ≤ K ≤ 100.

To illustrate the gains in terms of root-mean-square error (MSE) (RMSE) of the redundant

bases over the conventional “orthogonal” representation, Figure 3.5 was generated for randomly

selected frames, and respectively, incoherent UNTFs. The results in terms of noise reduction

obtained via a purely random frame design outline that even with non-optimized design gains

over the conventional non-redundant representation are obtained. However, in such a case a

relatively high degree of redundancy is necessary to achieve such gains and improve over the

latter. On the other hand, the incoherent UNTF is already equal to the ONB signal repre-

sentation improving directly the SNR with any additional degree of redundancy added as yet

another frame coefficient dimension. This result is intuitively immediate as incoherence spreads

more uniformly the frame coefficients over the available signal space, whereas tightness ensures

projection energy invariance regardless of the inputs or noisy distortions.

Another area of research where Frame Theory is a primary driver is the adaptive signal

representation field. Under this umbrella, wavelets, Weyl-Heisenberg frames, or alternatively

Gabor frames, [91] and their subsequent linear transforms may be considered [19, 22]. For in-

stance, the Gabor frames [69] constitute a fundamental framework to decompose the inherent

time-frequency information of an underlying communication system over a singular joint domain

viewed physically as a time-frequency description. Under Heisenberg’s uncertainty principle,

the best resolution in terms of time-frequency representation can be attained by modulation
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with time-shifted versions of Gaussian probability functions [69]. Nevertheless, the most popu-

lar usage of Gabor frames in communications may be seen as a consequence of the emergence of

OFDM, which is similarly a structure of time-frequency signal decomposition based on highly

structured equi-spaced orthogonal subcarriers as seen in Section 2.2. In this particular case, the

modulation Gaussians introduced by Gabor in his initial work lead to delta impulses, maintain-

ing the initial probability distribution function feature of the Gabor frames [92].

A Gabor frame is formally and parametrically defined as the collection of functionals {fk}Kk=0

fk,` = e−
j2πk`
K f0,`, (3.94)

where k denotes the frame element, ` ∈ Z is a discrete time index and f0,` is the parametric

prototype windowing or frame function.

Upon relaxing the orthogonality condition, it has been shown that Gabor frames are capable

of alleviating the challenges of fast-fading mobile channels as the ones presented in the case

study from Section 2.3. In fact, it has been proven in [92] that the Gabor-relaxed OFDM non-

orthogonal representation leads to the optimum signal representation under rapidly-varying

channels with multipath propagation. Paradoxically, this work led to the development of a

new orthogonal modulation scheme, orthogonal time frequency space (OTFS) [93, 94], which

leverages the fact that such channels are in fact sparse in the delay-Doppler domain, and hence,

less affected by inherent high-mobility and multipath transmission effects and better suited for

carrying information. The modulation is achieved by means of Heisenberg transform as an

instantiation of Gabor frames [93] translating information from the delay-Doppler domain to

the time-frequency domain common to physically realizable communication systems [94].

Similar representational frame-theoretic structures are also wavelets. These represent sig-

nals by decompositions into time-shifted and dilated versions of a particular mother wavelet

function f(t). In practice, wavelets are in fact discrete filterbanks tuned to extract particular

signal information [20]. Nonetheless, as a representation tool they synthesize inherent signal

information based on shifted and scaled versions of a particular wavelet function. They can be

used with ease in complementarity to compress / decompress information, as well as, to extract

information by exploiting the signal space features through the mother wavelet, having found

applications to CS imaging, signal and video compressing or processing [19]. The interested

reader can find more in-depth explanations and reviews of the fundamentals of Gabor frames

and wavelets in [19,20], and respectively, [95, 96] for instance.

3.7 Conclusions

In summary, Frame Theory provides core strong mathematical tools which can be leveraged

well in the problems of signal decomposition and waveform synthesis. As a consequence, all the

subsequent signal processing techniques building upon such strategies can benefit from the use

of frame-theoretic approaches. As opposed to conventional signal processing, frames introduce

in their decompositions redundant signal descriptions which can either leverage the signal space
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or act robustly against destructive impairments occurring in practice as previously exemplified.

However, outside of the redundant representational realm, Frame Theory exhibit also com-

pressive features that come into play in other areas of research that have recently gained increas-

ingly more attention by their fundamental concepts and signal processing techniques, namely

CS [97], and respectively, NOMA [17, 18]. Having laid down the fundamentals of Frame The-

ory, we shall venture next in applying such concepts to next-generation wireless communication

systems such as mmWave and NOMA modems. Therefore, we study in the next two chapters

two fundamental problems pertaining to such systems.

On one hand, we review and address the problem of mmWave IA and incipient beamforming

management via frame-theoretic sparsely-enhanced CS channel recovery. On the other hand,

we propose a full-chain, transmit and receive NOMA scheme on top of dense complex frames

capable of optimizing data rates under efficient spectrum utilization.
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Chapter 4

Millimeter Wave Initial Access

Over the course of last decade the wireless data rate demand has doubled almost every 18

months [98], leading to an exponential growth in the required service rates. As a result, the

core technologies underlying the past and current wireless communications were always pushed

to their physical limits eventually becoming saturated and depleted of communication resources

as detailed shortly in Chapters 1 and 2.

The frequency spectrum, as the core resource of wireless communications, has been undoubt-

edly affected as well. The accentuated scarcity of the sub 6-Ghz frequencies comes therefore

as no surprise under such perpetually increasing demands of data rates experienced by modern

wireless communications [13].

It is important to note however that such demands are not due only to mobile telephony

or 3G/4G specific data traffic. In fact, these will be complemented if not heavily surpassed by

uprising real-time data driven applications relying on data-hungry transmissions. Such examples

are for instance virtual reality (VR)/augmented reality (AR) applications, efficient traffic flow

management via smart connected vehicles, multi-viewpoint 4K live streaming for sports and

electronic games or real-time data-driven massive IoT sensing networks. These, together with

many other use cases not yet envisioned, are expected to push the global data consumption up

to 175 zettabytes by 2025 [99], while also imposing new challenges related to massive wireless

heterogeneous connectivity and low latency communications [100].

In response to the above context as to avoid a potential technological bottleneck, mmWave

systems have been successfully proposed over the last years as a prospective solution [13, 100]

for the future of high bandwidth mobile communications. These aim to make use of the soon to

Excerpts of this chapter are adapted and enhanced based on the selected articles:
R.-A. Stoica, G. T. Freitas de Abreu and H. Iimori, “A Frame-Theoretic Scheme for Robust Millimeter Wave
Channel Estimation,” in IEEE 88th Vehicular Technology Conference (VTC-Fall), Aug. 2018, pp. 1-6. ©2018
IEEE
R.-A. Stoica, G. T. Freitas de Abreu, “Frame-theoretic Precoding and Beamforming Design for Robust mmWave
Channel Estimation,” in IEEE Wireless Communications and Networking Conference (WCNC), Apr. 2019, to
appear. ©2019 IEEE
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be licensed1 millimeter frequency bands, i.e. the portion of the spectrum formally referred to

the bands between 24 GHz and 300 GHz, for the realization of fast, multi-Gigabit-per-second

(Gbps) data transfers over wireless environments. Most probably, such endeavors in the high

frequency bands will open further the interest and study field of submillimeter communications,

i.e. terahertz (THz) communications, thus filling the gap between what has recently become

standalone mmWave communications to visible light communications systems [101]. Taking

therefore into account the very similar physical propagation properties of RF mmWave systems

to those in higher bands, such as THz or optical communications, it is hence of high interest to

study the mmWave not from their isolated perspective and success in 5G and 5G+ alone, but,

furthermore, also in the light of next-generation networks to come.

As remarked by the power of example in Section 2.3, for the case of IEEE 802.11p protocol,

the performance of a communication link is generally mirrored by the particularities of its phys-

ical RF propagation under the assumed communication model. To this end, the mathematical

study and modeling of the mmWave channels is similarly a key component of any mmWave

system. As a result, this Chapter is dedicated to the study of channel estimation and channel

recovery prior to the establishment of communication links, i.e. under the stage of initial access

or early access, where it is assumed that both the Tx and Rx have no appropriate knowledge

of instantaneous or statistical CSI.

4.1 System Model and Considerations

Besides the argument of still available free frequency spectrum, mmWave communications

present other attributes that make them highly desirable for eMBB 5G/5G+ applications, but

also for low-latency communications.

However, note that first and foremost, mmWave are expected to suffer from severe signal

path attenuation given the Friis free-space propagation law [2, 102], since the received signal

power decreases proportionally to the squared carrier wavelength. Furthermore, as opposed to

sub-6 GHz, mmWave may also experience path blockages due to even small or thin objects,

such as people or windows. Also, mmWave is highly prone to diffraction and absorption under

atmospheric phenomena such as severe rain or fog [103] given the millimeter-level propagation

wavelength and specific gaseous mixes resonance frequencies.

Nonetheless, the curse of the millimeter wavelengths is also a blessing [12, 15]. In fact,

the reduced wave propagation periodicity allows Tx and Rx architectures to employ larger

antenna arrays than for traditional sub-6 GHz systems, which in conjunction with specific

MIMO techniques are capable of combating the path loss effects previously described [15]. For

instance, already large-scale prototype RF mmWave interfaces have demonstrated robust and

reliable high data rate wireless transfers in controlled environments [104].

The MIMO techniques together with their potential massive scale realizations come further-

more with the added benefit of high directionality communication beams. This latter advantage

1In most of the countries around the globe the unlicensed mmWave spectrum is at the moment of the writing
of this dissertation undergoing the operator auction for licensing deals.
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can be thus further leveraged into controlling and steering communications depending on the

users to be served such that various QoSs and interference avoidance constraints are jointly

satisfied thus optimizing potential communication rates.

All of the above features to be exploited on top of the mmWave links come packaged as

a broadband communication system capable of fast communications given the wideband spec-

trum available above 24 GHz. Furthermore, as a result of such high-bandwidths and carrier

frequencies, the associated RF architectures of mmWave transceivers have been a central point

of research over the last years. Central to MIMO systems in sub-6 GHz, the fully digital

beamforming designs are known to be the optimum [15]. However, these have been coined

by the industry and academia alike as being infeasible for mmWave radios given their high

costs of implementation motivated by the high bandwidth accurate analog-to-digital converters

(ADCs) and digital-to-analog converters (DACs) respectively, but also by the high-precision

large dynamic-range power amplifiers (PAs) necessary to implement the RF chains [105, 106].

To solve this cost issue and to reduce the number of RF chains while maintaining a large

number of antennas, the idea of a hybrid RF beamforming architecture has been universally

proposed [14, 107, 108]. The core mechanism therefore proposed to combine the digital base-

band processing given a reduced amount of RF chains with the analog processing realized by

cheaper phase shifters. Considered as a breakthrough method for the feasibility of mmWave

radios implementation, the idea motivated further research on several new hybrid beamforming

techniques. Amongst such works, of importance are for instance the manifold optimization alter-

nating minimization proposed in [109], the fixed phase shifter alternating minimization proposed

in [110] or the hybrid design by least squares relaxation method [111], respectively.

However, across the discussed literature above, it can be noticed a recurring theme, i.e.

that such hybrid beamforming designs are in fact heavily influenced by the quality of CSI.

In other words, still many such contributions rely in fact on perfect CSI knowledge at either

Tx/Rx or both. This remark does not go to say that hybrid beamforming schemes subjected to

imperfect CSI do not exist. There are in fact articles that studied in depth during recent years

the imperfect CSI based hybrid beamforming , e.g. [14,112,113]. The latter showed in fact the

losses and performance decays resulted as the limitations of such practical imperfections. To this

end, the problem of accurate channel estimation schemes for empowering hybrid beamforming

designs and establishing practical mmWave communications links capable of robust multi-Gbps

communications is currently a very popularly researched topic.

The beamforming and rapid channel changes of the mmWave propagation paths require

a joint directional communication estimation and tracking similar at its core to the concepts

exposed in Section 2.3 for the case of IEEE 802.11p communications. To this end, the proce-

dure of estimation is in practice reduced to the idea of beamforming management. The latter

transmit/receive vectors need to be controlled to maximize the gain and therefore sensing of

the channel realizations, but similarly, also to adapt to the experienced changes given the mul-

tipath propagation and non-stationarity of scatterers or communication nodes. Therefore, the

first steps of the communication establishment process, i.e. the IA, is quintessential.

The directional link establishment and subsequent IA can be summarized at a high-level [114]
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Figure 4.1: Simplified protocol diagram of initial access in mmWave systems [114].

based on the protocol time diagram in Figure 4.1. The stages are summarized therefore as:

1. Synchronization signal detection where each cell periodically broadcasts over its sectors

synchronization signals allowing user equipment (UE) to detect the BS and recover down-

link frame timings.

2. Random access preamble selection & transmission where the UE accesses one of the exis-

tent dedicated slots for random access messages previously synchronized upon and radiates

information to the BS.

3. Random access response in which the BS acknowledges the random access index requested

by the UE and grants subsequent access.

4. Connection request of the UE to the BS for scheduling and establishing a communication

link.

5. Scheduled communication between UE and BS in UL or DL depending on various appli-

cation needs.

As mentioned earlier, in the light of Figure 4.1, it is now clearer that the very first steps of

the IA cell broadcast advertising and respectively, random access request are the most sensitive

given the fact that full beamforming gain on both BS/UE sides is not possible. At most, only

after the first step the UE can estimate the DL channel and subsequently adjust its beam-

formers, whilst similarly, after only the second step the same can be said about the BS. As a

result, the training beamforming prior to these optimizations is in fact a fundamental problem

given the propagation effects of mmWave systems and needs to be treated jointly with the

channel estimation procedure in IA. The objective of the next sections is therefore the critical

mathematical treaty of the first step of IA from the joint perspective of channel estimation and

optimized training beamforming.

The mmWave initial CSI estimation undergoes a MIMO mmWave communication link given

a Tx radio equipped with T transmit antennas, and respectively, a Rx one with R receive an-

tennas. Furthermore, it is assumed that the channel estimation is aided by prescribed training
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symbols, beamformers and combiners. Concretely, the setup is based on MT training beam-

forming vectors on the Tx side transmitting a known training signal sequence S ∈ CMT×MT , and

respectively, on MR combining vectors on the Rx side applied to each training beamformer. The

received and sensed signal matrix Y ∈ CMR×MT is next used to estimate the MIMO wireless

channel H ∈ CR×T .

The mathematical model of the system is given by

Y = VHHUS + N, (4.1)

where U , [u1, · · · ,uMT
]∈CT×MT and V , [v1, · · · ,vMR

] ∈ CR×MR are the precoding and

the combining training beamforming vectors respectively.

The thermal noise subsequent to typical hardware impairments of RF chains is denoted by

N ∈ CMR×MT and modeled by the circularly symmetric complex AWGN, and H is the mmWave

channel matrix whose estimation is the target.

Based on the current literature on mmWave channel modeling, i.e. [107,115–120], the wire-

less medium H is mathematically described by

H =

√
TR

L

L∑
`=1

γ`ar(φ
r
`)a

H
t (φt

`), (4.2)

where L denotes the number of propagation paths, γ` ∼ CN (0, σ2
γ) is the complex gain of the `-th

path, and respectively, ar(φ
r
`)/at(φ

t
`) are the array response vectors at the receiver/transmitter,

with subsequent angles of arrival (AoA)/angles of departure (AoD)2 denoted by φr
`, φ

t
` ∈ [0, 2π].

An advanced high-resolution representation of the above channel based on clusterized prop-

agation paths following the broadband Saleh-Valenzuela model [121],

H =

√
TR

LC

C∑
k=1

L∑
`=1

γk,`ar(φ
r
k,`)a

H
t (φt

k,`), (4.3)

has also been considered in the literature [14,122], where C denotes the small number of clusters,

and L marks similarly as above the separable paths.

Nonetheless, given the communication context in which CSI estimation is attempted, and

the fact that prior knowledge of statistical CSI or quasi-optimized beamforming is not available,

there is no point in aiming at a high-resolution channel detection on top of (4.3), but rather

focus on the “narrowband” equivalent from Equation (4.2).

4.2 Channel Estimation as a Sparse Recovery Problem

Unfortunately, the fast channel variations due to the high carrier frequencies and high band-

2For simplicity of exposition and notation but without loss of generality the AoA/AoD are given by the
azimuth direction characteristic to linear phased arrays, rather than considering also elevation specific to planar
phased array surfaces.
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widths characteristic to mmWave systems impede the time domain sampling and representation

of the communication channel H. On the other hand however, it has been shown in [107] that

the mmWave channel is in fact geometrically sparse over the spatial RF antenna array domain.

As a result, the channel estimation can be casted as a CS sparse vector recovery problem on

top of the equivalent spatial channel representation [107]

H = ARHγA
H
T, (4.4)

where the following matrices have been implicitly and compactly defined

AR , [ar(φ
r
1), · · · ,ar(φ

r
L)] (4.5)

AT , [at(φ
t
1), · · · ,at(φ

t
L)] (4.6)

Hγ ,

√
TR

L
diag(γ1, · · · , γL) (4.7)

By such means and under the influence of CS literature, the mmWave channel estimation

problem has been thus reduced to different pursuit algorithms, e.g. orthogonal matching pursuit

(OMP) [123,124], basis pursuit denoising (BPDN) [125], as for instance in [120,126,127]. More

recently, matrix norm recasting of the sparse recovery pursuit problems has also been addressed

as a mean of CSI estimation via matrix completion of jointly sparse and low-rank structures

with side information [128–131]. Albeit very interesting and promising, these approaches either

assume particular RF architectures, requiring for instance additional high-speed RF switches

on the RF paths, or consider just randomized non-optimal training beamforming [114].

Let us next derive the complete mathematical formulation of the mmWave channel esti-

mation CS sparse recovery problem. Firstly, without loss of generality it is assumed that the

training piloting symbols S are in fact orthogonal and normalized, i.e. S = IMT
. In effect this

detaches the channel estimation problem from the symbol piloting and shifts the piloting effort

to the beamspace. As a result, the beamforming management and optimization for training dur-

ing channel acquisition becomes key to an accurate estimation. Given the previous assumptions

the linear system in (4.1) is vectorized by the Kronecker product and its algebraic rules [43] to

the identity

y , vec(Y) (4.8)

= vec(VHARHγA
H
TUT)+vec(N), (4.9)

= (UT⊗VH)(A∗T⊗AR)vec(Hγ)+vec(N), (4.10)

such that the receive matrix Y is reshaped to y∈CMRMT×1.

To decouple the processing from the antenna signal space, but also to discretize and to build

the CS dictionary matrix, an uniform griding and quantization of the antenna space to the

virtual beamspace has been proposed in the seminal work of [107]. Thus, the angular antenna

domain is gridded and quantized both at the Tx and at the Rx using GT, and respectively, GR

74



4.2. Channel Estimation as a Sparse Recovery Problem

quantization levels, such that AT,AR are mapped to their virtually digitized correspondents

AR 7→ AR , [aq,r(θ
r
0), · · · ,aq,r(θ

r
GR−1)] ∈ CR×GR (4.11)

AT 7→ AT , [aq,t(θ
t
0), · · · ,aq,t(θ

t
GT−1)] ∈ CT×GT , (4.12)

given that the transformed AoA/AoD beamspace steering vectors aq,r/aq,t radiate signals over

the following discrete angular inputs

θr
gr ,

2π · gr

GR
, ∀gr ∈ {0, 1, . . . , GR − 1} (4.13)

θt
gt ,

2π · gt

GT
, ∀gt ∈ {0, 1, . . . , GT − 1}. (4.14)

Provided the binning and quantization operations from above, the equivalent channel rep-

resentation over the discretized spatial space is returned by

H ≈ ARHγA
H
T, (4.15)

up to the accuracy of the binned AoAs and AoDs scatterers, i.e. AR and AT.

As a consequence of Equation (4.15), the physical gain wireless channel diagonal component

Hγ ∈ CL×L is further sparsified to its equivalent version Hγ ∈ CGR×GT . The latter Hγ con-

tains in fact just L non-zero values corresponding to the grid positions (i, j in (AR,AT) where

the discrete beam angles θr
gr and θt

gt are minimally close to the true physical AoAs and AoDs

realizations, namely

Hγ(i, j) = γ` ⇔

{
‖θi − φr

`‖2 < ‖θgr6=i − φr
`‖2

‖θj − φt
`‖2 < ‖θgt6=j − φt

`‖2
, (4.16)

for all the paths ` ∈ {1, 2, . . . , L}.
A L-sparse representation of the original channel matrix H over the spatial beamspace

domain is therefore obtained provided that the quantization is sufficiently fine, i.e GT×GR�L.

The complete noisy sparse linear representation associated therefore with the mmWave channel

estimation problem is obtained as

y = (UT ⊗VH)︸ ︷︷ ︸
Φ

(A∗T ⊗AR)︸ ︷︷ ︸
Ψ

vec(Hγ)︸ ︷︷ ︸
h

+ vec(N)︸ ︷︷ ︸
n

, (4.17)

where in the light of the CS nomenclature, [97], the following matrices and vectors are identified:

• Φ,(UT⊗VH) ∈ CMTMR×TR as the measurement matrix ;

• Ψ , (A∗T ⊗AR) ∈ CTR×GTGR as the sparse dictionary ;

• h , vec(Hγ) ∈ CGTGR×1 as the L-sparse channel vector.

Under the above sparse representation (4.17), it is immediate that the mmWave channel es-

timation problem is in fact equivalent to the generic noisy sparse recovery optimization problem
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with equality constraint of CS, i.e.

minimize
h∈CGTGR

‖h‖0, (4.18a)

subject to y = ΦΨ︸︷︷︸
Ω

h + n, (4.18b)

which is solvable under the premises of the CS framework [97], having additionally denoted the

subsequent sensing matrix as Ω ∈ CMTMR×GTGR .

4.3 Beamforming Management via Frame Theory

Since Φ = UT ⊗ VH, it is clear based on (4.17) - (4.18b) that the channel sampling and

subsequent recovery accuracy is directly influenced jointly by the training beamforming patterns

at the Tx side, i.e. U, and at the Rx side i.e. V. Furthermore, since the channel H is represented

under its quantized spatial beamspace model (4.11) - (4.15), the sparse dictionary Ψ = A∗T⊗AR

is also central to the achievable estimation performance, and these remarks are visible by virtue

of the sensing matrix Ω , ΦΨ. However, the sparse dictionary Ψ is in fact subjected to the

fixed harmonic geometry of the existent antenna arrays at the Tx/Rx side, and furthermore

composed on top of the quantized AoDs/AoAs components respectively. So, from a practical

perspective only the grid resolution could be influenced for Ψ, but not its geometric structure.

It follows therefore naturally to investigate the question: what are the optimum training

Tx/Rx beamforming vectors. To this objective, as previously explained, the IA sensitive first

communication round is the problem context, where no a priori or robust contextual information

is available to enhance the beamforming. The central problem treated therefore next is of the

distributed optimized beamforming design with no side information for initial channel estimation.

4.3.1 Sparse Recovery Guarantees and Requirements

Throughout this subsection the generic CS noisy linear system is considered

r = ΦsΨs︸ ︷︷ ︸
Ωs

s + n, (4.19)

for the sake of upcoming discussion; r is theM -dimensional compressed measured vector, s is the

K-dimensional original undersampled signal vector, Ψs is the sparsifying dictionary projection,

Φs is the measurement matrix, n is the AWGN distortion within the system, and respectively,

Σs , {s | ‖s‖0 = s}.
Moreover, the sparse recovery is assumed given the context of canonical `0-norm,

minimize
s

‖s‖0, (4.20a)

subject to r = Ωss, (4.20b)
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and respectively, `1-norm minimization

minimize
s

‖s‖1, (4.21a)

subject to r = Ωss. (4.21b)

problems.

Unfortunately, universally strong and quantifiable sparse recovery guarantees do not exist

for noisy linear systems [132] such as the underlying mmWave system model currently under

scrutiny. In spite of this deficiency however, s-sparse recovery guarantees are spread throughout

the CS literature regarding noiseless linear systems, see for instance [67, 97, 132–134] and ref-

erences therein for an exhaustive treatment of subsequent sparse reconstruction requirements.

Despite the strong assumptions impractical to real-life noisy systems of these references, they

provide powerful and intuitive perspectives of the sparse recovery limits and how associated sens-

ing matrices for CS should be designed. For instance, a natural perspective into the uniqueness

of the s-sparse recovery of s stems from the spark of Ω, i.e., spark (Ω).

Definition 4.3.1. The spark of a matrix A ∈ HM×K is defined as the minimum number of

linearly dependent column vectors.

The connection between the s-sparse uniqueness and the spark is made clear by the following

Theorem and its proof.

Theorem 4.3.1 ([133, Corr. 1]). Given Ω a M ×K sensing matrix, then there exists an unique

s-sparse solution to the linear system r = Ωs if and only if

spark (Ω) > 2s (4.22)

Proof : Consider the forward implication. Given that exists s-sparse unique solution s,

assume that s ≥ 1
2spark (Ω). Then, since the spark (Ω) ∈ {2, . . . ,M + 1} can equivalently be

seen as

spark (Ω) = min{s | ker(Ω) ∩ Σs 6= {0}}, (4.23)

there exists q 6= 0 ∈ ker(Ω) such that ‖q‖0 ≤ 2s, which means that there exist two different

vectors s, s′ such that q = s − s′, and respectively, ‖s‖0 = ‖s′‖0 ≤ s. As a consequence,

Ωs = Ωs′ which violates the uniqueness constraint, and hence the forward direction is proven.

The reverse implication follows. Under the fact that (4.22) holds true, it follows that

spark (Ω) > 2s. Consider s, s′ solutions with ‖s‖0 ≤ s, ‖s′‖0 ≤ s such that r = Ωs = Ωs′.

It follows therefore that ‖s− s′‖0 ≤ 2s < spark (Ω). Consequently, s = s′ which proves the

reverse direction.

�

The above theorem guarantees successful unique recovery of s, under the noiseless mini-

mization of ‖s‖0 to its global minimum s. A more involved and rich condition for the sparse

recovery linking the recovery via `0-norm and `1-norm minimization and therefore assuring their

equivalence [135] is the restricted isometry property (RIP) introduced in [136].
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Definition 4.3.2 (Restricted isometry property). Let Ω be an M ×K sensing matrix. Then

Ω has the restricted isometry property of order s, if there exists a δs ∈ (0, 1) such that

(1− δs)‖s‖22 ≤ ‖Ωss‖ ≤ (1 + δs)‖s‖22 (4.24)

for any s ∈ Σs.

Based on the similarity between the RIP Definition 4.3.2 the Frame Definition 3.2.1 (up to

transposition of Ωs), it is easy to remark that in fact the sensing matrix needs to be a sensing

frame spanning the measurements space of dimensionality M . Centering the bounds in (4.24)

around 1 is purely a matter of analytic convenience. In fact, any bounds 0 < αs, βs <∞ could

be used in (4.24) above such that

αs ≤ ‖s‖22 ≤ ‖Ωss‖ ≤ βs‖s‖22, (4.25)

for all s ∈ Σs, as under appropriate rescaling of Ωs the bounds can be refit and recentered

around 1.

The latter remark is easy to prove as for the general rescaling of Ωs in (4.25) above by

Ω̃s =

√
2

αs + βs
Ωs (4.26)

the byproduct Ω̃s still satisfies the RIP property (4.24) such that

δs =
2αs

αs + βs
∈ (0, 1). (4.27)

The RIP property is therefore, as seen in the case of (3.17), a way to express the requirements

on the minimum and maximum singular values of all the M × s submatrices contained within

Ωs. This is achieved based on the constant δs ∈ (0, 1), namely the restricted isometric constant

(RIC) [97], which stands for the smallest non-negative scalar under which the inequalities in

(4.24) are fulfilled. As an example, for δs ≈ 0 the sparse recovery guarantee of any s-sparse

vectors is ensured provided that Ωs is as close as possible to an orthogonal representation

[67, 136], whereas on the other hand, as δs ≈ 1 the guarantee of sparse recovery vanishes.

Intuitively, the latter remark is very clear as for the extreme case δs = 1 there exists an s-sparse

vector s ∈ Σs∩ker(Ωs) whose support cannot be recovered anymore by Ωs. It follows therefore,

that the RIP criterion is one sufficient measure for robust sparse recovery given a sparsity level

s for any prospective sensing matrix Ωs.

Nonetheless, trying to verify the RIP for a fixed M ×K sensing matrix Ωs becomes in fact

computationally intractable being a combinatorial problem. To this end, random matrix theory

has been used to propose generic matrices capable of providing uniform guarantees on the base

of the RIP [135] for both `0- or `1-centered recovery of s. It is therefore known that independent,

identically distributed (i.i.d) Gaussian, binary matrices, alongside subsampled Fourier matrices

offer such guarantees, fulfilling the RIP with high probability for low values of δs, thus assur-

ing uniform robust recovery for low number of measurements M [67, 135]. The salient signal

information is thus generally well captured asymptotically by Gaussian randomized sensing or
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harmonic structures that are capable of uniformly spreading the sampling of measurements over

the entire sparse signal space. However, the asymptotic inherent component may not applicable

to practical systems with reduced signal space dimensionality. As a result, more general condi-

tions for generally good sensing matrices are desirable, and on of these is in fact tightness, more

concretely, UNTF sensing [137,138]. Tightness, in general, and UNTFs, in particular, represent

good sensing matrices given they are capable of enforcing the RIP property uniformly across

various levels of sparsity s given that their M rows are orthogonal.

However, UNTFs alone may fail to capture the available salient information of the subsam-

pled signals since the RIP is only sufficient for successful recovery. To address this issue, an

additional general requirement on the sensing matrix is incoherence. As a matter of fact, this

property is actually related to the spark of the sensing matrix by means of the general inequality

spark (Ωs) ≥ 1 +
1

µ(Ωs)
(4.28)

as a corollary of the Gershgorin’s Circle Theorem [135].

In (4.28) above, µ(Ωs) is nothing else but the mutual coherence (3.64) introduced in Section

3.4. This inequality is also the proof behind [133, Th. 12], listed for convenience below.

Theorem 4.3.2 ([133, Th. 12]). If

s <
1

2

(
1 +

1

µ(Ωs)

)
(4.29)

then for all measurement vectors r exists an unique signal s ∈ Σs solving the linear system

r = Ωss.

The unique sparse recovery guarantee behind Theorem 4.3.2 is applicable both to the `0-

and `1-associated recovery problems, although the theorem does not imply that the solutions

also coincide, [133].

Furthermore, the mutual coherence can similarly be linked to the RIC of any sensing matrix

Ωs with unit-norm columns that meets the RIP of sparsity order s under the identity [135,

Lem. 1.5]

δs = (s− 1)µ(Ωs), ∀ s < 1

µ(Ωs)
. (4.30)

Lastly, since often Ωs is factorized into the product of a measurement matrix and a sparsify-

ing dictionary, it is desirable therefore that µ(ΦsΨs) is in fact equivalently minimized in terms

of worst-case coherence. However, mutual coherence varies under plain matrix multiplication

and does not preserve any particular mathematical structure or properties either. As a result,

to theorize the CS basics, Candès introduced the relative coherence concept for orthonormal

bases [67],

µr(Φ⊥,Ψ⊥) ,
√
K max

1≤i, j≤K
|ΦH
⊥,i,Ψ⊥,j |, (4.31)

where the K × K square matrices Φ⊥,Ψ⊥ denote the orthonormal linear projections of the

complete linear measurement system to be subsampled under CS techniques.
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Under straightforward linear algebraic computations [67], it follows that 1 ≤ µr(Φ⊥,Ψ⊥) ≤√
K. Since the problem of minimizing (4.31) is once again combinatorial in nature, the general

strategies adopted across CS literature [19,67,134,135,137,138] are to use harmonic structures

for sparse projections of the original, potentially non-sparse, signals in conjunction with random-

ized incoherent measurement matrices capable of extracting the salient information necessary

for the sparse signal recovery.

Motivated by this CS hiatus, let us return now to the problem in hand listed as (4.18). Recall

that Ψ is in fact jointly composed of the Kronecker product of harmonically structured matrices

by following the phased antenna array designs, and sampled in the beamspace domain. To this

end, Ψ is a highly harmonic structure, a frame with particular properties yet to be discovered

and discussed in the sequel. For now, acknowledge just the fact that Ψ contains the high-

level harmonic structure desired in relation to the relative coherence concept [67], and, as a

consequence upon the above arguments, the optimization may solely target Φ independently of

Ψ.

Having identified Φ,Ψ, and respectively, their product Ω as frames, the core frame-theoretic

ideas to optimize and manage the training beamforming are enumerated below in the light of

the previous argumentation:

1. Φ must be as incoherent as possible to reduce the contamination of salient information

extracted via the projection of the dictionary Ψ, and thus enhance sparsity;

2. Ω must satisfy the RIP with tight bounds, i.e δs � 1, (or the equivalent relaxation, ΩΩH

should approach a diagonal structure – i.e., Ω should be tight frame, [137,139]) to provide

robustness to the sparse recovery via either `0-norm or `1-norm minimization routines.

In the mmWave channel estimation literature, the problem of initial beamforming optimiza-

tion during the first step of IA considered hereafter has not been regarded in depth. In fact,

standards and research alike use sector sweeps to precompute the dominant signal direction for

IA and then this is followed by successive tracking and beamforming management [114], thus

increasing latency. Alternatively, in [127] the time-domain training sequences leading to sub-

optimal performance have been derived. Similarly in [122, 140] training beamformers spanned

by PN-sequences have been proposed, whereas typical massive random beamforming has been

generally utilized as a blunt force but practical and good solution [114]. However, all these

schemes failed to provide a closed circle and a mathematical explanation of their inherent de-

sign criteria for the training sequences. The latter are in fact directly linked for Frame Theory

and CS reconstruction guarantees. All approaches from above targeted actually incoherent

training constructions of either time symbols or beamspace vectors but failed to attain optimal

structures given the available space dimensions.

4.3.2 A Parseval Tight Frame Approach

One step in the right direction highlighted by the previously listed rules has been presented

in [126]. The authors promote the idea of a Parseval tight frame (PTF)-based optimization for
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the entire sensing matrix Ω in order to determine the optimized joint training beamforming

vectors and provide a lower bound of the achievable estimation accuracy. Recall furthermore

from Table 3.1 and Figure 3.3 that a PTF is both tight and Parseval energy preserving, i.e.,

α = β = 1.

Mathematically, this approach, named hereby PTF-beamforming for later comparison con-

venience, can be summarized to solving the optimization problem [126]

minimize
Φ

‖Φ‖2F (4.32a)

subject to ΦΨΨHΦH = IMTMR
. (4.32b)

Interestingly, the above problem has actually an analytic closed-form global solution derived

in [138] as

Φ∗ = P⊥ΛΨITRWH
Ψ, (4.33)

under the assumptions that P⊥ is any arbitrary orthonormal matrix, WΨ is the left singular

matrix of Ψ, and respectively, ΛΨ is given by the identity

ΛΨ ,


1
λ1

0 . . . 0 0 . . . 0

0 1
λ2

0 . . . 0 . . . 0
. . .

. . .
. . .

. . .
...

...
...

0 0 . . . 1
λMTMR

0 . . . 0


MTMR×TR

(4.34)

such that the main diagonal elements are the reciprocals of λ1, . . . , λMTMR
, i.e., the MTMR

highest singular values of Ψ ordered non-ascendingly, λ1 ≥ λ2 ≥ . . . ≥ λMTMR
> 0.

The solution (4.33) however yields only a tight sensing matrix not normalized relative to

the initial objective of a PTF Ω, [138]. As a consequence, an additional normalization step is

necessary to satisfy Parseval’s Theorem. Therefore, to satisfy this requirement the obtained

solution matrix Φ∗ from (4.34) is renormalized given its Frobenius norm to yield the final

measurement matrix [138]

ΦPTF =

√
TRΦ∗

‖Φ∗‖F
, (4.35)

where for future differentiation of beamforming strategies the PTF notation was abused to mark

the fact that this measurement matrix generates a PTF compliant sensing matrix Ω.

Note that the PTF-beamforming implies by design that the measurement matrix ΦPTF is

optimized with the minimized sensing energy of ‖ΦPTF‖2F = TR given Equation 4.35.

Provided the above derivation, it follows that the optimized final sensing matrix fulfills

therefore the second design criterion listed in the end of the previous subsection. As seen already

thoughout Chapter 3, albeit the fact that tightness implies some reduction of coherence, it does

not lead to incoherent frames close to the Welch bound (3.68) of mutual coherence.

Remark 1. If the fixed dictionary Ψ is an UNTF, then the above PTF-beamforming is itself a

tight frame such that the sensing matrix is PTF, [138]. This remark can easily be proven given
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the constraint (4.32b) that (4.35) solves, i.e., ΦPTFΨΨHΦH
PTF = IMTMR

. Upon the Frame

Theory Chapter 3, an UNTF Ψ associated frame operator is SΨ = GTGR
TR ITR. Thus, the frame

operator of ΦPTF must satisfy SΦPTF
= TR

GTGR
IMTMR

, which is equivalent to ΦPTF itself being

a tight frame according to Table 3.1. However, since there is no equivalence between second

and third columns of Table 3.1, there is no implicit conclusion to be drawn on the norm of the

individual column vectors of ΦPTF.

4.3.3 Optimally Incoherent Unit-norm Tight Frames

A new beamforming scheme is next proposed as a lower bound of achievable performance

transcending the design PTF-beamforming design. To achieve this, both criteria identified

and listed at the end of Subsection 4.3.1 regarding the design of optimized beamforming for a

sparsity enhanced mmWave channel estimation are used, i.e., incoherence of Φ and tightness

of Ω.

Let us first remark that the available sparse dictionary Ψ formed by the quantized AoDs

/AoAs components is geometrically fixed given the antenna arrays geometry at the Tx/Rx side

respectively. Nevertheless, something fundamental can be mentioned regarding its structure and

geometry under the beamspace domain. Consider for the sake of exposition uniform linear array

(ULA) antennas. The logic and arguments that follow are also applicable to planar arrays as

Kronecker products of their corresponding ULA partitions [107,141,142]. The steering vectors

for ULA are defined as [142]

ar(φ
r
`)= 1√

R

[
1, e−j2π

d
λ

sin(φr`), · · · , e−j2π(R−1) d
λ

sin(φr`)
]T

(4.36)

at(φ
t
`)= 1√

T

[
1, e−j2π

d
λ

sin(φt`), · · · , e−j2π(T−1) d
λ

sin(φt`)
]T
, (4.37)

for all the propagation paths ` of the channel H, such that the subsequent incidence/departure

angles are given by φr
` and φt

` respectively, and d marks the inter-element antenna spacing.

Consider furthermore the normalized spatial frequency, simply defined as

ϑ ,
d

λ
sin(α) (4.38)

for any of the vectors above, such that α ∈
[
−π

2 ,
π
2

]
to avoid the North/South ambiguity specific

to ULAs.

The expressions in Equations (4.36) and (4.37) become therefore periodic in ϑ with period
2d
λ and are explicitly given as

ar(ϑ
r
`)= 1√

R

[
1, e−j2π ϑ

r
` , · · · , e−j2π(R−1)ϑr`

]T
(4.39)

at(ϑ
t
`)= 1√

T

[
1, e−j2π ϑ

t
` , · · · , e−j2π(T−1)ϑt`

]T
, (4.40)

for ϑr
`, ϑ

t
` ∈

[
− d
λ ,

d
λ

]
, ∀`.

Linking the steering vectors obtained above as Equations (4.39) and (4.40) with the discrete
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grid points of the channel estimation problem, both at Rx, (4.13), as well as at Tx, (4.14) and

considering the inter-element spacing3 d = λ
2 , it is easy to remark that in fact these correspond

to the appropriate sampling

θgr = 2πgr∆ϑr (4.41)

θgt = 2πgt∆ϑt (4.42)

where implicitly the uniform sampling intervals ∆ϑr , 1
GR

, and respectively, ∆ϑt , 1
GT

have

been defined ∀gr = {0, 1, 2, . . . , GR − 1}, gt = {0, 1, 2 . . . , GT − 1}.
The spatial sensing AoA/AoD matrices quantized as their beamspace equivalents can be

explicitly written by means of Equations (4.11), (4.12), (4.41) and (4.42) as

AR =
1√
R



1 1 . . . 1

1 wr . . . w
(GR−1)
r

1 w2
r . . . w

2(GR−1)
r

...
...

...
...

1 w
(R−1)
r . . . w

(R−1)(GR−1)
r


∈ CR×GR , (4.43)

and respectively,

AT =
1√
T



1 1 . . . 1

1 wt . . . w
(GT−1)
t

1 w2
t . . . w

2(GT−1)
t

...
...

...
...

1 w
(T−1)
t . . . w

(T−1)(GT−1)
t


∈ CT×GT , (4.44)

where the twiddle factors have been defined as wr , e
−j 2π

GR , wt , e
−j 2π

GT , and respectively, the

normalization factors 1√
R

, 1√
T

ensure unit-normality of the column vectors.

It is worth noting at this point that by Definition 3.2.1, AR and AT are UNFs since R ≤ GR

and T ≤ GT. Furthermore, the above matrices are in fact truncated and renormalized DFT

matrices and, as a result, harmonic frames belonging to an infinite family of harmonic Fourier

matrices with special tightness and coherence properties [143, 144]. As a consequence, AR,AT

are geometric harmonic UNTFs built on top of simplex manifolds [19], or equivalently, on

harmonic Fourier groups [143,144].

One can generally construct in fact for any dimensional pair (M,K) an UNTF F ∈ CM×K

starting from the K-DFT matrix or its conjugate by truncation of last (K − M) rows and

renormalization to unit-norm of the frame columns as above [19,143].

Thence, both discretized phased ULAs AR, and respectively, AT are UNTFs. This remark

is in fact a general result and valid as well for the planar antenna arrays which are similarly

obtained by associated Kronecker products of azimuth and elevation angles as captured by the

3This is the critical inter-element spacing often preferred in practical deployments of linear-based phased arrays
since it allows for maximum number of excitable, uncorrelated spatial analog modes on the array apertures [142].

83



4.3. Beamforming Management via Frame Theory

embedded ULA components and their subsequent steering vectors [129,141,142].

However, the fixed beamspace dictionary Ψ ∈ CTR×GTGR is obtained upon (4.17) as the

Kronecker productA∗T ⊗AR. Upon this decomposition, the following new general result stating

the invariability of tightness and equi-normality over Kronecker products is introduced.

Lemma 4.3.3. Given UNTFs A ∈ CM×N , B ∈ CP×Q with subsequent frame operators SA

and SB, the Kronecker-distributed frame C , A⊗B ∈ CMP×NQ has the following properties:

i) SC = SA ⊗ SB;

ii) C is UNTF.

Proof : The first item is proven algebraically by the identities below:

SC , CCH (4.45a)

= (A⊗B) (A⊗B)H (4.45b)

= (A⊗B)
(
AH ⊗BH

)
(4.45c)

=
(
AAH

)
⊗
(
BBH

)
(4.45d)

, SA ⊗ SB. (4.45e)

The second attribute results easily by the algebraic definition of the Kronecker product and

of fact that both A,B are UNTFs. The former ensures the unit-normality of the columns of

C given the unit-normality of the columns of A and B respectively, whereas the latter ensures

that the frame operator of C becomes

SC = SA ⊗ SB =
N

M
IM ⊗

Q

P
IP =

NQ

MP
IMP , (4.46)

implying that C ∈ CMP×NQ is UNTF following the frame-theoretic preliminaries of Section

3.4.

�

Obviously the above lemma is applicable generally to equi-normalized tight frames as well,

as the unit-normality has been chosen as normalization just as mere convenience and without

loss of generality.

Applying the results of Lemma 4.3.3 to Ψ and using the arguments previously introduced

thatAT andAR are UNTFs, it becomes clear that actually Ψ is itself an UNTF. This holds true

since A∗T is still an UNTF given the invariance of these properties to element-wise conjugation.

Additionally, Ψ has a highly harmonic structure as desired from the perspective of recovery

guarantees as per Subsection 4.3.1, obtained by virtues of the DFT structure embedded in the

discrete matrices AT and AR respectively.

Reusing Remark 1 of Subsection 4.3.2 and the result from above, it is now clear that if Φ is

designed as an UNTF, then Ω is going to be itself an UNTF, and hence, ΩΩH = GTGR
MTMR

IMTMR

as desired by our second design criterion, thus satisfying the RIP. Furthermore, given the UNTF

harmonic fixed dictionary Ψ it also becomes apparent in the light of Subsection 4.3.1 that to
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enhance the sparse recovery, the first design criterion of incoherence should be enforced on

the measurement matrix Φ. In summary thence, the joint training beamformers measurement

matrix Φ should be in fact an incoherent UNTF.

As seen in Section 3.4, the problem of building highly incoherent and tight finite frames is an

intense research topic within both frame-theoretic and signal processing communities. Having

discussed the alternating projection core concepts [87] and the associated algorithms compacted

in Algorithm 2, it was remarked that such methods fail to return frames with low-coherence

approaching the WB as they are mostly concerned with tightness and address the coherence

level only macroscopically via Gramian based projections. There are however alternative Group

based methods of building incoherent and tight frames stemming from classic algebraic harmonic

families such as the one of Fourier matrices [143,144]. Concrete examples in fact are represented

to this end by AT and AR respectively. Albeit the latter approach being even capable of

achieving optimal ETF designs, this is constrained to specific strong coprime dimensionality

pairs [143], and as a result, is impractical to generic settings.

In the sequel, an alternative solution to the prior art capable of generating both incoherent

and UNTFs is however proposed. The incoherence side of the method is rooted by a newly

proposed convex optimization extensible framework to iteratively and successively decorrelate

frame vectors capable of achieving low-coherence for essentially any dimensions (M,K) [82,88,

89]. Whereas the tightness is assured finally by application of Theorem 3.5.1 discussed in detail

in Chapter 3.

Concretely, low-coherence frames are constructed iteratively starting from any randomly

fixed frame F̃ ∈ CM×K whose frame vectors have been subsequently normalized to unit-norm.

The incoherence is then enforced by successive geometric based decorrelation of frame vec-

tors. To this end, a vector fk, ∀k is successively picked as the target frame vector undergoing

optimization. Since in geometrical sense, the mutual coherence of an UNFs such as F̃ is in fact

µ(F̃) = max
F̃ UNF

∣∣∣cos
(
]
(
f̃k, f̃`

))∣∣∣ , k 6= `, (4.47)

it follows that one can directly minimize this by optimizing the associated maximum angular

correlation of each targeted frame vector fk with respect to the other distinct frame vector

elements f̃`, ` 6= k, i.e.,

min
fk

max
f̃`, ` 6=k

∣∣∣cos
(
]
(
fk, f̃`

))∣∣∣ , (4.48)

across all k frame vectors [82,89].

Based on (4.48), one may remark that the search space available for these optimization

problem is in fact unconstrained and subject to the entire multi-dimensional space CM . To be

able to solve the initial problem (4.47) by iteratively applying (4.48) for successive target frame

vectors, the search space of each target vector fk needs to exclude all the other frame vectors f̃`

in order to avoid accidental collinearities that would become catastrophic and increase in fact

mutual coherence. Rusu et al. realized this constraint by an M -dimensional ball packing and

search space constraint [89]. To construct such search regions it was proposed firstly in [88] that
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Figure 4.2: Illustration of the SIDCO [82,89] search space constraint of problem (4.50). To this
end, both the frame vector flipping and the search ball ‖fk− f̃k‖22 ≤ T 2

K geometry are displayed.

the mutual coherence flip invariance should be used. The flip invariance property of coherence

is rooted by the trivial identity∣∣∣cos
(
]
(
fk, f̃`

))∣∣∣ =
∣∣∣cos

(
]
(
fk,−f̃`

))∣∣∣ (4.49)

which furthermore generally preserves the coherence, and respectively, mutual coherence prop-

erties of any frame irrespective of the flipping of any frame vectors.

The flip operation has been imposed in [82, 88, 89] in order to force all frame vectors to

be in the same half-space as the target frame vector undergoing optimization, i.e., fk. Then,

a M -ball search space with adaptive search radius Tk has been defined to compactly define

the core optimization problem solved by the framework of sequential iterative decorrelation via

convex optimization (SIDCO) as [82],

minimize
fk∈CM

‖F̃H
k fk‖∞, (4.50a)

subject to ‖fk − f̃k‖22 ≤ T 2
k , (4.50b)

with the fk-pruned frame implicitly denoted as

F̃k ,
[
f̃1, . . . , f̃`, . . . , f̃K .

]
, ` 6= k. (4.51)

The search space geometric constraint (4.50b) for fk is illustrated in Figure 4.2. The flip

property is as well jointly illustrated for the frame vector f̃j . It is thus clear that in order

to avoid collinearity, any f̃` needs to fall just outside the search M -ball of fk. Therefore, the

86



4.3. Beamforming Management via Frame Theory

search radius Tk is in fact geometrically bounded, as shown in Figure 4.2, by

T 2
k ≤ 1− cos2(φmin), (4.52)

which is in fact equivalent to the algebraic equality

T 2
k ≤ 1−max

`6=k
|gk`|2, (4.53)

since F̃ is UNF, and so, the radius of the M -ball search space, [89],

T 2
k = 1−max

`6=k
|gk`|2. (4.54)

As outlined in Figure 4.2, it can be seen that the optimized frame vector fk obtained as

a result of solving (4.50) may not be unitary as it is constrained to the surface of the M -ball

search region [89]. Consequently, a posterior normalization step is necessary to enforce the

norm-1 constraint as

f̃k =
fk
‖fk‖2

, (4.55)

and recomplete the UNF after an iteration, [89], as F̃.

This SIDCO framework [82,89] able to generate incoherent frames using iteratively a simple

yet effective convex optimization problem (4.50), has been recently enhanced in [82] to different

signal spaces amongst which also the complex domain. Therefore, the authors of [82] coined

the scheme applied to the unconstrained C space, as above, complex SIDCO (CSIDCO). In the

light of its demonstrated scalability in comparison with the other discussed alternatives, this

method is next utilized to generate our desired frame as the measurement matrix Φ.

The CSIDCO solution obtained by solving the problem (4.50) over all frame vectors fk for

I iterations leads thus to the construction of a locally optimized incoherent UNF F∗. CSIDCO

is of course also capable of producing Grassmannian frames as optimally incoherent outputs,

however there are no guarantees to this end [82]. Unfortunately, the CSIDCO by-product is

not a tight frame, as outlined in [82], and as a result, to fulfill our Φ design objectives, the

associated problem of tightening

minimize
Φ∈CMTMR×TR

‖Φ− F∗‖F (4.56a)

subject to ΦΦH =
K

M
IMTMR

(4.56b)

is yet to solve, where the equality constraint aims to enforce the UNTF condition according to

Table 3.1, given that F∗ is an UNF already.

The analytic solution to problem (4.56) is given by means of Theorem 3.5.1 and is obtained

under appropriate scaling as

ΦOPT =

√
K

M

(
F∗F

H
∗
)−1

2 F∗. (4.57)

Therefore the CSIDCO incoherence and unit-normality is approximated via the polar de-
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Algorithm 3 Incoherent UNTF frame design

Inputs: Signal space dimension M , number of frame vectors K and number of iterations I
Output: Incoherent UNTF F ∈ CM×K , incoherent UNF F∗ ∈ CM×K

1: Generate initial random matrix: F̃(0) ∈ CM×K

2: Tighten F̃(0) using Theorem 3.5.1:

F̃(0) =
√

K
M

(
F̃(0)F̃

H
(0)

)−1
2

F̃(0) . (Optional) speeds up CSIDCO as implicitly

. lowers coherence of F̃(0), see Section 3.5

3: Normalize all column vectors of F̃(0) to norm 1:

f̃(0),k =
f̃(0),k

‖f̃(0),k‖2
, ∀k

4: Iteratively optimize and update F̃(0) into F̃(i) by solving (4.50), with Tk updated via Equa-
tion (4.54), ∀ k at each iteration i ≤ I . CSIDCO, [82]

5: Cache optimized incoherent UNF: F∗ = F̃(I)

6: Tighten incoherent UNF F∗ into an approximate incoherent UNTF F:

F =
√

K
M

(
F∗F

H
∗
)−1

2 F∗

composition of Theorem 3.5.1 to an incoherent UNTF representation denoted hereafter ΦOPT

as optimally incoherent-tight joint beamforming of both Tx and Rx training beamformers. The

entire algorithm combining the CSIDCO procedure [82] and the tight incoherent UNTF ap-

proximation detailed so far is listed as Algorithm 3. The latter returns finally the optimized

beamforming tight frame ΦOPT whose frame vectors are approximately unit-normed and mu-

tual coherence is slightly increased in comparison to µ(F∗) upon the tightening operation (4.57).

Nevertheless, the result of ΦOPT of Algorithm 3 fulfills numerically and practically the require-

ments of generating an incoherent UNTF joint beamforming matrix Φ as desired.

4.3.4 Kronecker-decomposable Practical Realizations

It is important to note that both optimized training methods, i.e., the PTF-beamforming

from Subsection 4.3.1 and the optimally incoherent-tight beamforming from Subsection 4.3.2,

are proposed on top of the joint measurement matrix Φ, rather than separately as expected on

the Tx, and respectively, on the Rx side. As a consequence, they are both practically unfeasible

to real mmWave systems given the system model (4.17). Despite this feasibility issue however,

they serve in fact as idealized benchmarks and therefore as upper bounds on the achievable

sparse recovery performance of practical mmWave channel estimation.

To elaborate, the frame-theoretic methods discussed so far correspond actually to the im-

practical scenario where the Tx and the Rx would need to perform a perfectly synchronous

beamforming management, where the Rx needs to have synchronized full-knowledge of the Tx

training beamformers at any step during the channel estimation process. This core requirement

is of course infeasible in practice, especially in the context of first link establishment and chan-

nel estimation during the considered IA scenario. Thus, given the assumptions of a practical
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deployment where during the early stages of channel acquisition and piloting the Tx and Rx

have no prior knowledge of the channel, and thus, independently need to manage their training

beamforming vectors, the measurement matrix Φ needs therefore to be Kronecker-decomposable

as UT⊗VH upon (4.17). Having introduced earlier Lemma 4.3.3 regarding the preservation of

equi-normality and tightness over the Kronecker product of frames, the Kronecker decompos-

ability of incoherent frames and the tractability of incoherence over the Kronecker multiplication

is next addressed by the results of Lemma 4.3.4.

Lemma 4.3.4. Given UNFs A ∈ CM×N , B ∈ CP×Q with subsequent Gram matrices GA and

GB, the Kronecker-distributed frame C , A⊗B ∈ CMP×NQ has the following properties:

i) GC = GA ⊗GB;

ii) C is an UNF;

iii) µ(C) = max (µ(A), µ(B)).

Proof : Property i) is derived immediately by straightforward algebraic computation as

GC , CHC (4.58a)

= (A⊗B)H (A⊗B) (4.58b)

=
(
AH ⊗BH

)
(A⊗B) (4.58c)

=
(
AHA

)
⊗
(
BHB

)
(4.58d)

, GA ⊗GB. (4.58e)

The second property follows from the first one by the definition of the Kronecker product,

and respectively, by the fact that A and B are themselves unit-norm frames, and as a result,

diag (GA) = diag (GB) = 1NQ. As a consequence, the diagonal of GC is therefore also filled by

1’s, which is equivalent to the frame vectors ck having the norm ‖ck‖2 = 1, ∀k = {1, . . . , NQ}.
Lastly, property iii) is similarly immediate based on the fact that the absolute value of each

non-diagonal entry of GC is in fact upper-bounded by the product of the absolute value of

each entry of GA multiplied by the absolute value of each entry of GB. Moreover since the

magnitudes of the entries of the Gramians are confined to the interval [0, 1] with their diagonal

entries always unitary powered, as A,B are UNF, it so follows that µ(C) = max (µ(A), µ(B)).

�

An immediate consequence of Lemma 4.3.4 is the fact that coherence of a Kronecker product

is therefore increased up to the highest individual coherence of its terms. This comes as no

surprise given the Kronecker product embedded structure and subsequent loss of degrees of

freedom.

Lemmas 4.3.3 and 4.3.4 therefore link on one hand the UNTF, and on the other hand, the

incoherence invariance over any Kronecker product of frames exhibiting such properties. Based

on these results, a new Kronecker-distributed (KD) frame design is proposed as a practical alter-

native for Tx/Rx optimized training beamforming vectors. Thus, the Tx training beamformers
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UT, and respectively, the Rx training combiners VH are generated independently at the Tx,

respectively at the Rx, as incoherent UNTFs following Algorithm 3. As a result, this would

coincide to the realization of ΦKD as a KD joint measurement matrix formed by the Kronecker

product of the aforementioned beamforming Tx/Rx vectors. We refer to the later strategy of

distributed optimized beamforming for the initial channel acquisition as the KD-beamforming.

Remark to this end that KD-beamforming is in fact a practical realization of the optimally

incoherent-tight joint beamforming scheme suggested in Subsection 4.3.3, employing the same

core concepts but independently at both the Tx and Rx ends.

Recall that upon Remark 1 of Subsection 4.3.1 ΦPTF is a tight frame and by means of

Lemma 4.3.3 is similarly factorizable as a Kronecker product of two appropriately dimensioned

tight frames Tx/Rx beamforming matrices. However, to maintain the PTF design, the Rx

would require prior knowledge of the Tx beamforming to equalize the former in real-time and

reach the equivalent of the joint PTF-beamforming. Once more, this is infeasible, and due to

the practicality motivation behind this subsection this approach has been abandoned.

In summary, the distributed design scheme of the equivalent KD measurement matrix ΦKD

is thus listed as a high-level sequence of steps below.

1. Generate an incoherent UNTF, UT
KD, at the Tx side using Algorithm 3 without any prior

knowledge of the joint fixed dictionary Ψ.

2. Generate independently of the first frame at the Tx an incoherent UNTF, VH
KD, at the

Rx side using similarly Algorithm 3.

3. Based on the Lemmas 4.3.3 and 4.3.4, the equivalent ΦKD , UT
KD ⊗ VH

KD is implicitly

obtained and the estimation model described by (4.17) can be applied.

4.4 Beamforming Performance Evaluation

Let us now have a critical look into the three frame-theoretic beamforming schemes discussed

in the previous section. Furthermore, alongside the optimized PTF-beamforming [138], also the

practically utilized random beamforming [114] shall be considered as a state-of-the-art realizable

reference.

4.4.1 Beamforming Design Differences

Next the main design differences among the three frame-theoretic driven beamforming

schemes, i.e., ΦPTF discussed in Subsection 4.3.1, ΦOPT proposed in Subsection 4.3.2, and ΦKD

proposed in Subsection 4.3.3, are discussed. Comparisons are made to individual realizations

of the randomized Gaussian beamforming, denoted hereafter for convenience ΦRND. Following

the theoretical system modeling from Section 4.2, ΦRND = UT
RND ⊗VH

RND, where actually the

randomized beamforming vectors are in fact the Tx side beamformers, and respectively, the Rx

side combiners. For a fair comparison across all numerical results in the sequel, the random

beamforming was scaled such that E[‖ΦRND‖2F] = TR to match the sensing costs of the other
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Figure 4.3: Normalized coherence PDF of the measurement matrix Φ for different beamform-
ing schemes given 6/8 training beamformers at each Tx/Rx. The corresponding WB of mutual
coherence for Φ ∈ C36×64 = 0.1111 is plotted as a horizontal black bar for comparison. Fur-
thermore, mutual coherence values for each Φ are also listed inline for numerical comparison.

Φ matrices. The fact that ‖ΦPTF‖2F = ‖ΦOPT‖2F = ‖ΦKD‖2F = TR is trivial and follows on one

hand for ΦPTF given (4.35), whereas on the other hand, for the UNTF ΦOPT,ΦKD the equality

is immediate given Table 3.1, since ‖Φ‖2F = trace
(
ΦΦH

)
= trace (SΦ) = TR for UNTFs.

To visualize the main criteria identified in Subsection 4.3.1 as desirable for good recovery

guarantees, the Figures 4.3 - 4.4 were rendered outlining the probability density functions

(PDFs) of the normalized Gramians of the measurement matrices and their corresponding

sensing matrices alike across different beamforming strategies. The enforced normalization
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follows in fact the Definition 3.4.5 of the mutual coherence and provides a fair comparison across

all comparison points. The displayed frames and their coherence PDFs correspond to MIMO

mmWave systems with T = R = 8 Tx/Rx antennas, training Tx/Rx space dimensionality of

MT = MR = 6, and respectively, a virtual beamspace resolution based on the uniform angular

grid quantization of GT = GR = 10 on the Rx side.

As it can be observed in Figure 4.3, the measurement frames ΦPTF,ΦOPT and ΦKD are

all on average incoherent. However, given that ΦPTF is actually optimized to minimize the

sensing measurement energy under the constraint of obtaining a PTF sensing matrix, its low

coherence is a consequence of the tightness therefore resulted and mentioned in Remark 1. Due

to this, ΦPTF has a long tail distribution of coherence leading to a high mutual coherence, i.e.,

µ(ΦPTF) = 0.7576. On the contrary, the ΦOPT proposed method addresses this issue via the

CSIDCO incoherence optimization, but at the same time also enforces tightness and implicitly

minimizes to the optimum point the FP. This results in an almost bell-shaped distribution with

the average coherence centered at the WB of mutual coherence but with a low variance such

that the worst-possible angular correlation is 0.1992, quite close to the WB as outlined in Figure

4.3.

Since the former two beamforming strategies represent jointly optimized but impractical

strategies acting as mere upper bounds of achievable performance alternative practical realiza-

tions are also illustrated via the KD-beamforming and randomized beamforming. Given that

both are in fact Kronecker products of Tx/Rx beamforming vectors, it is visible that their cor-

relations are widely spread in comparison to the previously discussed strategies. However, the

KD-beamforming achieves a much better performance of coherence as seen from Lemmas 4.3.3

and 4.3.4 by utilizing Tx/Rx incoherent UNTF beamforming, and thus, fulfills both tightness

and incoherence conditions in a distributed manner as already outlined through Subsection

4.3.4. In contradiction, the randomized beamforming simply spreads out the coherence of its

joint measurement frame representation based on the Kronecker product whilst at the same

time missing out in enforcing a tight frame representation given its generation principles.

However, as already pointed out in Subsection 4.3.1, there are no general results or guar-

antees of preserving coherence values under matrix multiplication, especially in the case of

multiplication with another frame, albeit UNTF as Φ. To point out this fact, but also highlight

the coherence transformation yielded under multiplication for Ω, the coherence PDF of the

sensing matrices corresponding of the previous measurement matrices are plotted in Figure 4.4.

The sensing matrices are all obtained under multiplication of their corresponding measurement

frames with the Ψ ∈ C64×100 harmonic frame dictionary resulted given the considered 10× 10

quantization grid at the Rx and all its possible AoA/AoD quantized combinations.

Based on Figure 4.4 and on Figure 4.3 an interesting high-level effect that the UNTF Ψ

dictionary has over all sensing matrices obtained regardless of the measurement beamforming

strategy is the averaged decorrelation of measurement frames vector elements. This happens

naturally via multiplication with the harmonic UNTF Ψ which as a result smears out the

measurement matrices distributions originally depicted under Figure 4.3.

Under this effect, the better incoherence characteristics of ΦOPT over ΦPTF are reduced as
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Figure 4.4: Normalized coherence PDF of the sensing matrix Ω corresponding to different
beamforming schemes given 6/8 training beamformers at each Tx/Rx. The corresponding WB of
mutual coherence for Ω ∈ C36×100 = 0.1340 is plotted as a horizontal black bar for comparison.
Furthermore, mutual coherence values for each Ω are also listed inline for numerical comparison.

both frames lead still to tight representations, but with an increased coherence. Nevertheless,

even so, as pointed out by asymptotic analyses of CS, [134–136], high incoherence for the

measurement matrix is still desirable as under harmonic dictionary multiplication it still leads

to incoherent sensing. This is the case as the long tail of ΦPTF coherence distribution is preserved

and increased to the worst-case coherence level of 0.5173, whereas in comparison the ΦOPT is

limited to 0.4523. Simultaneously, both sensing matrices though have similar distributions of

the coherence levels.
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The same general remarks can be analogously made for the practical achievable sensing

matrices corresponding to KD, and respectively, randomized beamforming. Once more, the

superiority of the proposed KD-beamforming in terms of both tightness and coherence over the

randomized beamforming is maintained as outlined by the mutual coherence values inlined in

Figure 4.4, and respectively, by the tightness preservation under the Kronecker product following

Lemma 4.3.3. Related to tightness, it is trivial to see following the same lemma that as long as

ΦRND is not tight, then its resulted sensing matrix is also not tight. Nevertheless, it is stressed

once more that tightness is not completely equivalent to the RIP, and in fact, randomized

measurement matrices achieve asymptotically the latter property with high probability, [135],

as elaborated earlier.

These effects discussed above punctually to a particular realization of a mmWave system are

general and implied by the accompanying beamforming design across various instantiations and

parameterizations within the model constraints discussed so far. The general trend is that they

are more accentuated, and thus influence more the performance, for higher redundant systems

where the overloading of both the virtually quantized beamspace and the training beamforming

signal space is predominant, in turn providing better robustness necessary to improve fast IA

channel acquisition under less number of measurements than the state of the art.

4.4.2 Numerical Results and Comparisons

To provide a comparison regarding the recovery performance of the proposed frame-theoretic

beamforming schemes, the simulation of the mmWave Tx-Rx model (4.1) corresponding to the

CS linear system (4.17) is performed. As seen previously, the canonical `0-sparse recovery

problem (4.18) solving (4.17) is combinatorial in nature [67], and so, NP-hard. To alleviate

this issue and provide computationally tractable solutions the literature of CS solvers provides

a multitude of solutions [132], like variations of greedy matching pursuit approaches, e.g. OMP

[123,124], basis pursuit `1-convex optimization methods, e.g. BPDN [125], reweighted-`1 BPDN

[145] and iteratively approximated algorithms such as fast iterative soft-thresholding (FISTA)

[146], approximate message passing (AMP) [147] and other variations thereof.

We have considered in this work two classical solvers, i.e., the OMP, and respectively, the

BPDN with its `1-reweighting flavor. These selections are motivated given their mathematical

elegance, thorough literature coverage and available strong recovery guarantees already dis-

cussed in Subsection 4.3.1 fully applicable to them. Based on these choices, we show next the

universality and scalability of the proposed frame-theoretic beamforming methods as associated

measurement matrices for the mmWave channel estimation problem. To this extent, we leverage

the guaranteed performance of the selected algorithms in order to outline the gains obtained

simply by means of beamforming optimization in the context of our problem.

The OMP [124], was in fact used as the core algorithm behind the mmWave channel esti-

mation in the works of [107,120], as it solves the problem (4.18) by recasting it to
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minimize
h∈CGTGR

‖y−Ωh‖2, (4.59a)

subject to ‖h‖0 = s. (4.59b)

The OMP solution is then obtained by iteratively and greedily increasing the solution sup-

port vector to the expected sparsity level s, based on the most correlated sensing column vector

to the residual. Simultaneously, during each iteration the residual is decreased by orthogonal

matching of the support contributions to the residual via simple least squares [123,124].

On the other hand, the BPDN algorithm [125] uses the `0-`1 relaxation [67,134,135] typical

to CS in order to alternatively solve the convex `1-problem

minimize
h∈CGTGR

‖h‖1, (4.60a)

subject to ‖y− ΦΨ︸︷︷︸
Ω

h‖2 ≤ δ, (4.60b)

instead of the original (4.18).

Alternative forms to (4.60) exist under the unconstrained Lasso `1-regularized form [124,

125], however performance guarantees are similar given both representations. Additionally

however, as pointed out in [126], the sparsity-enhanced BPDN `1-reweighted is a better suited

candidate to noisy recovery problems, and hence, was also applied to the original problem hereby

considered as well. The idea behind the `1-reweighting came from [124] and sought to improve

the `0-`1 equivalence given noisy scenarios where the latter suffered. This has been done based

on linearly weighting the BPDN original problem and solving the reweighted form

minimize
h∈CGTGR

‖Wh‖1, (4.61a)

subject to ‖y− ΦΨ︸︷︷︸
Ω

h‖2 ≤ δ, (4.61b)

iteratively up to a certain number of maximum iterations Imax or convergence.

The diagonal weighting matrix W in (4.61a) is initialized to identity. This results in fact in

the simple BPDN solution after just one iteration of the `1-reweighted BPDN algorithm [145].

Then the diagonal entries of W are updated after every i-th iteration of (4.61) as

wj =
1

|h(i)
j |+ ε

∀j, (4.62)

where parameter 0 < ε� 1 provides numerical stability against 0 entries of h
(i)
i [124].

Remark 2. Notice that upon the sparse estimation of h as ĥ, the matrix channel representation

H needs to be reconstructed as well. This is achieved by inversing the vectorization and applying

the model (4.17) under the existing quantization resolution, resulting into the final estimate

Ĥ = AR

(
vec−1(ĥ)

)
︸ ︷︷ ︸

Ĥγ

A
H
T. (4.63)

The upcoming simulations have been generated based on the mmWave system described
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Figure 4.5: NMSE performance of mmWave channel sparse recovery using OMP [123] (left) /
BPDN [125] (right) for MT = MR = 4 across three different training beamforming schemes:
ΦRND randomized Gaussian beamforming [114, 135], PTF-beamforming ΦPTF [126, 138], and
respectively, optimally incoherent-tight beamforming ΦOPT proposed in Subsection 4.3.3.

insofar throughout this chapter and roughly summarized by Equations (4.1) and (4.17). Con-

cretely, the channel was modeled under premises of (4.2) with L = 3 main propagation paths

each with gains modeled as i.i.d complex normally random variables following the distribution

CN (0, σ2
γ) and σ2

γ = 1. Furthermore, the number of Rx/Tx antennas was set to R = T = 8

under the ULA configuration already previously covered such that their antenna array steering

vectors on the Rx/Tx side was given by Equations (4.36) and (4.37) respectively. The inter-

element antenna spacing of both antenna arrays was set to d = λ
2 , and the AoA/AoD were

stochastically generated uniformly over the interval [0, 2π]. The virtual beamspace was sam-

pled under a grid of 10× 10, i.e., the number of bins for AoA was set to GR = 10, whereas the

number of bins for AoD was respectively set to GT = 10 on the Rx side. Lastly, the number of

training beamforming elements MT and MR were varied synchronously in the set {4, 5, 6, 7} to

outline different beamforming diversity factors and achievable performance.

The AWGN noise vector realizations in (4.17) were generated as i.i.d randomized samples

distributed according to the complex multivariate Gaussian distribution CN (0, σ2
nIMTMR

) under

various power levels σ2
n. In addition, given the imposed average unit-energy normalization of

the channel model (4.2) radiated over the ULA steering vectors, it follows that the average SNR,

or equivalently in this case channel-to-noise ratio (CNR), is actually returned by the reciprocal
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Figure 4.6: NMSE performance of mmWave channel sparse recovery using BPDN `1-reweighted
[134] for MT = MR = 5 across four different training beamforming schemes: PTF-beamforming
ΦPTF [126, 138], optimally incoherent-tight beamforming ΦOPT proposed in Subsection 4.3.3,
ΦRND randomized Gaussian beamforming [114, 135], and respectively, KD-beamforming ΦKD

proposed in Subsection 4.3.4.

of the noise power level, i.e., 1
σ2
n

.

Lastly, the quantitative performance analysis was based on the normalized-MSE (NMSE)

channel estimation

NMSE = E

[
‖H− Ĥ‖2F
‖H‖2F

]
(4.64)

as this residual captured both the sparse values related errors, but also the sparse support errors

across the variously employed estimation combinations of solver and measurement matrix.

In Figure 4.5, the gains between the two idealized, practically infeasible, frame-theoretic

beamforming schemes and the regular random beamforming are outlined for both OMP and

simple BPDN algorithms. For these baseline scenarios, the performance increase of PTF-

beamforming, and respectively, of optimally incoherent-tight beamforming with respect to both

algorithms relative to the randomized beamforming is clearly visible and in accordance to the

expectations given the previously outlined design differences among the schemes. The same can

be said also for the performance gains of the proposed method of Subsection 4.3.3, over the

PTF-beamforming [126] covered from the Frame Theory perspective in Subsection 4.3.2.
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Figure 4.7: NMSE performance of mmWave channel sparse recovery using BPDN `1-reweighted
[134] for MT = MR = 6 across four different training beamforming schemes: PTF-beamforming
ΦPTF [126, 138], optimally incoherent-tight beamforming ΦOPT proposed in Subsection 4.3.3,
ΦRND randomized Gaussian beamforming [114, 135], and respectively, KD-beamforming ΦKD

proposed in Subsection 4.3.4.

An additional remark to note is the difference in NMSE performance between the two

algorithms. As expected, the simple BPDN algorithm outperforms OMP as it is much better

suited to noisy sparse recovery than the latter [125, 126], being one of the best solvers on

average across various conditions in the CS literature [132, 145]. Throughout the simulations,

the δ residual estimate necessary for BPDN variants has been considered to be nothing but an

upper bound of the expected noise magnitude, i.e., δ > E[‖n‖2] = σn
√
MTMR, such that the

sparse solution would lie inside the residual hypersphere.

To outline the efficiency and scalability of the proposed optimal incoherent-tight beamform-

ing against the PTF-beamforming on one hand, and respectively, of the practically realizable

KD-beamforming versus the randomized Gaussian beamforming on the other hand, plots in

Figures 4.6 - 4.8 were generated across various numbers of training sequences, i.e., MT,MR.

Concretely, MT,MR were set such that MT = MR across all plots with values of {5, 6, 7}. In

addition, based on the fact that under weighted sparsity enhancement BPDN `1-reweighted is

marginally superior to BPDN with each iteration [145], the `1-reweighted variant was subse-

quently employed in order to highlight the potentially maximum achievable performance across
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Figure 4.8: NMSE performance of mmWave channel sparse recovery using BPDN `1-reweighted
[134] for MT = MR = 5 across four different training beamforming schemes: PTF-beamforming
ΦPTF [126, 138], optimally incoherent-tight beamforming ΦOPT proposed in Subsection 4.3.3,
ΦRND randomized Gaussian beamforming [114, 135], and respectively, KD-beamforming ΦKD

proposed in Subsection 4.3.4.

all scenarios and beamformers. Its maximum numbers of iterations was thus set to Imax = 5.

Once more, the incremental gains obtained by the optimal incoherent-tight proposed training

beamforming scheme against the PTF-beamforming state of the art are visible throughout

Figures 4.6 - 4.8. However, the effects of increasing the number of beamformers, hence of

measurements, it is visible as more advantage of the available beamforming space is taken. To

this end, as the redundancy of the measurement frame reduces, i.e., TR
MTMR

→ 1, the gains

in NMSE of the optimal incoherent-tight beamforming relative to the PTF-beamforming [126]

fade away and the two methods come together. Nonetheless, under regular operation condition,

with fast sweeps and normal and high redundancy, the proposed method outperforms the state

of the art in terms of NMSE with up to 0.25 - 0.5 dB. Despite the fact that the gain value

is not large, its normalized character stands to reason that this performance guarantees are

typical and general between the two methods, and respectively, the optimal incoherent-tight

approach leads in fact to a substantial better sparse recovery than the PTF approach [126,138].

The more important value that the proposed optimal incoherent-tight training beamforming

scheme brings, is its invariance of incoherence, tightness and equi-normality frame properties
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under practical Kronecker factorization as exhibited in Subsection 4.3.4, leading to the realizable

KD-beamforming.

The curves corresponding to the latter fall short in comparison to the jointly optimized

beamforming schemes, but simultaneously provide a very good performance of about 2 dB

NMSE on average over the randomized practically realizable equivalent. Furthermore, it is also

visible that under the increase of the number of training beamforming vectors, the performance

of the practically achievable schemes, i.e., the KD-beamforming and the randomized beamform-

ing, approaches the NMSE curves of their jointly optimized counterparts. Even so, the positive

performance delta in favor of the KD method is maintained over the randomized one, which

advocates for the general applicability of the frame-theoretic concepts utilized in the design

of the former. Otherwise, all the curves exhibit the generally expected behavior of decreasing

estimation performance with the increase in noise power levels.

4.5 Enhanced Sparse Solver for Channel Estimation

In the previous Subsection 4.4.2, the canonical `0-norm minimization problem (4.18) has

been suboptimally solved either greedily via OMP [123, 124], or approximated to an `1-norm

minimization via BPDN/`1-reweighted BPDN [145]. The `1 methods offer generally good per-

formance under their approximation of the original `0 objective, but also are less robust in

offering a sparse solution in noisy environments in comparison to the original problem (4.18).

To challenge this conundrum, an `0-norm alternatively approximated and transformed formu-

lation of the canonical sparse recovery problem (4.18) is next derived and discussed, leading to

a new iterative sparse mmWave channel estimation method.

Consider therefore the generic approximation of the `0-norm introduced in [148] and applied

to the vector h ∈ CGTGR as

‖h‖0 = lim
α→0+

GTGR∑
j=1

|hj |
|hj |+ α

=GTGR − lim
α→0+

GTGR∑
j=1

α

|hj |+ α
. (4.65)

The above expression is a parameterizable tight approximation of the `0-norm whose tight-

ness is steered via the parameter α > 0. This leads actually for 0 < α � 1 to a much more

accurate approximation than the `1-norm regardless of the support size or the individual entries

magnitudes hj of the vector h. Applying the approximation (4.65) to the problem (4.18), the

latter is transformed therefore to the optimization program

argmin
h∈CGTGR

−
GTGR∑
j=1

α

|hj |+ α
, (4.66a)

subject to ‖y−ΦΨh‖2 ≤ δ, (4.66b)

where the hypersphere residual constraint follows similarly to (4.60b), and respectively, the

non-negative approximation parameter is α� 1.

The resulted problem (4.66) is categorized as part of standard family of non-convex optimiza-
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tion programs. This is a result of the fact that the objective function (4.66a) is actually a sum of

fractions containing concave-over-convex terms. This summation, also known as concave-convex

sum-ratio in FPG, is in terms typically known as non-convex [149]. To tackle this issue, the au-

thors in [149] have outlined that such non-convex functions expressed generally as sum-of-ratios

of other non-convex terms can be transformed and convexized by the introduction of an addi-

tional parameter. This technique leads to a concrete partitioning of each individual term of the

summation into difference of its numerator and denominator respectively. This transformation

is realized by of the so-called quadratic transform (QT) technique in FPG terms [149]. Mathe-

matically, a generic sum-of-ratios function can be transformed to a sum-of-quadratic functions

given the QT equivalence

f(x) =
N∑
n=1

An (x)

Bn (x)
=

N∑
n=1

2βn
√
An (x)− β2

nBn (x) (4.67)

where An (x) : R→ R+ denotes an arbitrary nonnegative concave function, Bm (x) : R→ R++

is an arbitrary strictly positive convex function, and x is a variable to be optimized over the

constraint set X .

The QT parameters βn, ∀n, from the expression (4.67) above,

βn ,

√
An (x)

Bn (x)
, (4.68)

ensure that, for any fixed x, the original function f(x) is in fact the equivalent of the QT resulted

expression outlined in equation (4.67).

Nonetheless, the QT has been proposed only for continuously differentiable functions A(x),

B(x) [149]4. Upon this fact, the need of further manipulation to (4.66) is evident in order to

be able to apply the QT and convexize the problem. To this end, the non-differentiable terms

|hj | are replaced with slack variables tj , forming the slack variable vector t and resulting into

the equivalent optimization program

argmin

h∈CGTGR ,

t∈RGTGR

−
GTGR∑
j=1

α

tj + α
(4.69a)

subject to ‖y−ΦΨh‖2 ≤ δ, (4.69b)

|h| ≤ t. (4.69c)

It can be seen from the objective (4.69a) of the obtained problem (4.69) that the QT, [149],

can be applied to convexize the original problem (4.66) given the continuously differentiable

linearity of its denominator as a function of t. Applying thus the QT to the objective function

4The reader interested in the QT and FPG is invited to take a mathematically detailed detour in [149]
regarding these areas of Signal Processing and Optimization Theory.
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of (4.69) above, the equivalent optimization problem

argmin

h∈CGTGR ;

t∈RGTGR

−
GTGR∑
j=1

(
2βj
√
α− β2

j (tj + α)
)

(4.70a)

subject to ‖y−ΦΨh‖2 ≤ δ, (4.70b)

|h| ≤ t, (4.70c)

is obtained by fixing

βj =

√
α

|hj |+ α
∀j, (4.71)

following the original objective (4.66a) and (4.68).

Furthermore, given that the first term of the objective function described above is considered

a constant in terms of the current search variables h, and respectively, t for all βj , it can be

dropped completely from the objective (4.70a). An analogous remark can be made regarding

the terms β2
jα,∀j. So, in the light of the above, the final equivalent optimization program is

resulted as

argmin

h∈CGTGR ;

t∈RGTGR

bTt (4.72a)

subject to ‖y−ΦΨh‖2 ≤ δ, (4.72b)

|h| ≤ t, (4.72c)

where implicitly the β2
j scalars were compacted by vectorization as

b =
[
β2

1 , β
2
2 , . . . , β

2
GTGR

]T ∈ RGTGR . (4.73)

Algorithm 4 FPG mmWave channel estimation

Inputs: measurement matrix Φ , (UT⊗VH), dictionary matrix Ψ , (A∗T⊗AR), residual
upper bound δ, tightening parameter for `0-norm approx. α, maximum number of iterations
Imax

Outputs: sparse CSI estimate h ∈ CGTGR

1: Set iteration counter i = 0

2: Set initial solution vector h(i) = 0

3: repeat

4: Update βj , ∀j as βj =
√
α

|h(i)
j |+α

and form weight vector b by (4.73)

5: Set i = i+ 1

6: Obtain h(i) by solving optimization problem (4.72)

7: until
(
‖h(i)−h(i−1)‖22

GTGR
< 10−6 or i > Imax

)
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Figure 4.9: NMSE performance curves for BPDN `1-reweighted and FPG `0-approximated
(proposed) estimators given systems with MT = MR = 5, and respectively, MT = MR = 7
training Tx/Rx beamforming/combining vectors. The training beamforming scheme applied is
ΦOPT across all realizations.

Remark that the final optimization problem (4.72) obtained upon successive equivalent

transforms involving approximation of `0-norm and FPG-based QT is as simple as a convex

linear program, which represents the convexized epigraph form of the originally `0-approximated

problem (4.66). As a result, it can be efficiently solved via numerical convex solvers using interior

point methods, such as for instance CVX [150].

What is more, given the concave-convex sum-ratio objective function in equation (4.69), it is

guaranteed under the QT, [149, Th. 3], that the resulted equivalent optimization problem (4.72)

converges actually to a stationary point by iteratively solving it, and subsequently updating b

according to (4.71) and (4.73) respectively. Upon this remark, the proposed sparse recovery

method based on (4.72) is offered in full in Algorithm 4.

To highlight the expected upper bound performance gains of the proposed algorithm against

the state-of-the-art `1-reweighted BPDN, the same system scenarios as before were simulated.

For the above goal however, the training beamforming strategy was selected to be the optimum,

i.e., the proposed joint optimal incoherent-tight approach. The NMSE results obtained are thus

summarized by Figure 4.9. The performance of the FPG proposed method is on average better

than the `1-reweighted BPDN [145]. In particular the proposed algorithm provides improved

performance over the state of the art in the low and medium SNR regions where the `0-based
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Figure 4.10: NMSE performance curves for BPDN `1-reweighted and FPG `0-approximated
(proposed) estimators given systems with MT = MR = 5, and respectively, MT = MR = 7
training Tx/Rx beamforming/combining vectors. The training beamforming scheme applied is
ΦOPT across all realizations.

approximation (4.65) and its QT realization enforce better the physical sparsity constraint

inherent in the recovered signal h. The gains, however vary from less than 0.25 dB in the case

of MT = MR = 5 to almost 2 dB for the realizations with MT = MR = 7. These are obtained for

the low SNR areas where in fact sparse recovery is most problematic, thus arguing in favor of the

reconstruction robustness the proposed `0-centered method has over the `1-focused basis pursuit

approach [145]. Furthermore, the loss in performance in the high SNR regions is maintained

almost constant to on average 0.5 dB regardless whether 5 or 7 training beamforming vectors

were used at the Tx, respectively at the Rx.

Finally to add more evidence in support of the general claims made above related to the

performance of the FPG proposed sparse solver in comparison to the `1-reweighted BPDN,

the Figure 4.10 was plotted. This includes both the optimal beamforming curves discussed

above, but also the ones of the randomized beamforming measurement matrix, both plotted for

the case MT = MR = 5. Therefore, Figure 4.10 outlines the fact that the general qualitative

and quantitative behavior already discussed for Figure 4.9 are invariant and scale horizontally

regardless of the chosen measurement matrices. To this point, the randomized beamforming

given by ΦRND was selected.
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4.6 Conclusions

We proposed in this chapter a deep analysis of the current mmWave channel estimation

problem from the perspective of Frame Theory. To this end, the state-of-the-art sparse for-

mulation [107] of the mmWave CSI estimation was used. We highlighted the applicability of

frame-theoretic concepts both at the level of virtual dictionary creation under the geometry of

the antenna arrays of mmWave radios, but also in the design of mmWave optimized training

beamformers for synchronization and channel estimation sequences employed in the context

of IA. Therefore, the CS central problem to mmWave channel estimation was dissected and

reviewed through the prism of Frame Theory, thus linking the latter and its CS applications in

a closed-circle mathematical treatment.

As an outcome, the design of training beamforming sequences was summarized down to the

design of measurement frames of CS linear systems. In conjunction with CS recovery guaran-

tees the optimal design criteria for such frames were identified and elaborated as measurement

incoherence and sensing tightness, respectively. As a result, two frame-theoretic beamforming

schemes were proposed. The first one, i.e., the optimal incoherent-tight beamforming, jointly

optimized the Tx/Rx training beamforming vectors disregarding the physical separation of the

Tx/Rx, outperforming the state-of-the-art equivalent of PTF-beamforming [126,138]. However,

these schemes both were argued as being impractical given their disregard of separate Tx/Rx

radio domains, and for this reason, the second method, the KD-beamforming, was proposed as

a mean to fill in the practicality gap. The method proved in effect to consistently outperform

the reference solution of randomized Gaussian beamforming [114]. The performance delta origi-

nated from the same general design principles of measurement incoherence and sensing tightness

that were distributed to the Tx/Rx sides via the Kronecker product.

Lastly, we contributed to the robust sparse recovery mmWave estimation as well, by provid-

ing an alternative `0-approximated convexized FPG solver capable of taking advantage of its

`0-norm based objective. The algorithm proved consistently on average better and more robust

than the BPDN-`1 [145] state of the art, particularly in the medium and low SNR regimes,

whereas the incurred NMSE performance losses for the high SNR cases were acceptably low.

Theoretic at its roots, the work on this subject of mmWave channel estimation developed

throughout this chapter may be taken further by considering the practical hybrid beamforming

realizations of the proposed channel measurement strategies and losses incurred in the process.

Furthermore, massive MIMO mmWave extensions may be directly considered on top of the

training beamforming methods, together with the accelerated realizations of the sparse solvers

utilized.
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Chapter 5

Non-orthogonal Multiple Access

Framework via Frame Theory

As previously seen, given their redundant representational design, frames have an inherent

capacity to both expand and compress signals depending on the input perspectives and dimen-

sionality implied. Chapter 4 has detailed previously the link between CS and frame-theoretic

properties and concepts, whereas the latter were used to optimize the sparse recovery synthesis

of mmWave channels. Continuing the set trend, this chapter applies the same frame-driven

analysis approach to the area of NOMA. This idea is motivated by the historical pattern of de-

pleting communications resources experienced periodically by legacy communications systems,

as detailed in Chapter 2.

The NOMA problem is thus decomposed under a generic frame-based treaty suited to 5G+

and next-generation wireless communications networks. The framework hereby introduced ab-

stracts the core ideas of NOMA signal transmission/reception and captures their essence for-

mulated as a frame design problem on the Tx side and as an overloaded multiuser detection

task on the Rx side, respectively. Unsurprisingly to some extent, similar frame attributes as

the ones essential to Chapter 4 beamforming designs are found mathematically to receive the

best information-theoretic dividends under the generic NOMA disambiguation proposed.

The findings hereafter provide new techniques in terms of NOMA signal processing based on

Excerpts of this chapter are adapted and enhanced based on the selected articles:
R.-A. Stoica and G. T. Freitas de Abreu, “Massively Concurrent NOMA: A Frame-Theoretic Design for Non-
Orthogonal Multiple Access,” in IEEE 52nd Asilomar Conference on Signals, Systems, and Computers, Oct.
2018, pp. 461-466. ©2018 IEEE
T. Hara, R.-A. Stoica, K. Ishibashi and G. T. Freitas de Abreu, “On the Sum-Rate Capacity and Spectral Ef-
ficiency Gains of Massively Concurrent NOMA Systems,” in IEEE Wireless Communications and Networking
Conference (WCNC), Apr. 2019, to appear. ©2019 IEEE
R.-A. Stoica, G. T. Freitas de Abreu, T. Hara, K. Ishibashi, “Massively Concurrent Non-orthogonal Multiple
Access for 5G Networks and Beyond,” in IEEE Access – Special Section on Advances in Signal Processing for
Non-orthogonal Multiple Access, vol. 7, pp. 82080-82100, July 2019. ©2019 IEEE
R.-A. Stoica and G. T. Freitas de Abreu, “A Low-complexity Receiver for Massively Concurrent Non-orthogonal
Multiple Access,” in IEEE 20th International Workshop on Signal Processing Advances in Wireless Communica-
tions (SPAWC), July 2019, pp. 1-5. ©2019 IEEE
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native signal space non-orthogonal representations and recovery methods applicable at scale.

It is hoped therefore that in turn these advances provide the necessary toolset and features

of solving at least partly some of the concerns and computationally restrictive points that

have impeded so far the integration of NOMA communications within the current [9], and

respectively, near-future [10] 5G standardization.

5.1 Core Idea and Preliminaries

The non-orthogonality idea in communications has always been a taboo subject. In practice,

systems were designed over the years always along the premises of avoiding interference among

signals and users, forcing therefore orthogonality at the signal space level as outlined over

the course of Chapter 2. As seen though, the increasing number of users together with the

fixed parametric orthogonal signaling employed jointly so far in conventional systems are not

massively scalable as their communication signal space and resources are exploited gradually to

depletion over time.

Under this high-level perspective, the idea of non-orthogonal user access schemes is well-

founded albeit its introduced interference. A first glimpse of this strategy was on the brink of

emerging actually given the turn of the century hype for CDMA communications, but eventually

failed to do so upon the complexity of the multiuser detection which increased well beyond that

of the envisioned matched filtering [4]. Essentially, CDMA slowly gave way to OFDM as detailed

in Section 2.1.

Recognizing such shortfalls of orthogonality and identifying the upcoming fight over the

scarce spectrum resources for increased communication rates and access density, NOMA was

introduced as a standalone concept in [16]. At its core, the early NOMA concept relied on the

simple yet effective idea of power domain superposition where power controlled multiplexing of

two or more users was used [16, 17]. To highlight this core concept, a simple example is next

provided with the gains incurred over a traditional orthogonal access system.

Example 5.1.1. Consider without loss of generality the DL scenario where two users are served

by a BS over a single carrier system with normalized bandwidth W = 1Hz and total power con-

straint Pt = 1. Additionally, assume that user 1 experiences a worse channel than user 2 such

that the channel ordering is |h1| ≤ |h2|. The NOMA DL scheme transmits both user 1 and

user 2 signals during one channel utilization over the available bandwidth taking advantage of

this channel disparity. Concretely, since NOMA is enabled by successive interference cancella-

tion (SIC), to allow the system to work and have both users capable of finally detecting their

corresponding signals, the core idea of NOMA is to help the weak user, i.e., user 1, while still

allowing user 2 to perform SIC. Thus, the BS amplifies the weak user signal s1 by a power

coefficient γ1, and equivalently it does so for user 2 by γ2, such that the total power constraint

Pt is met. Hence, the NOMA Tx signal becomes

x =
√
γ1s1 +

√
γ2s2 (5.1)
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Figure 5.1: Illustration of the NOMA achievable rate region for a 2 user single carrier DL
communication system in comparison to its OMA counterpart.

where the individual signals s1, s2 are considered to be normalized as E[|s1|2] = E[|s2|2] = 1.

Under the above ordering and provided that the detailed power control is enabled, the achiev-

able rates of the two users are obtained as

RNOMA
1 ≤ log2

(
1 +

γ1|h1|2

γ2|h1|2 + σ2
n,1

)
(5.2a)

RNOMA
2 ≤ log2

(
1 +

γ2|h2|2

σ2
n,2

)
, (5.2b)

where implicitly SIC detection was considered for the strong user, i.e., user 2.

For the latter to be always guaranteed, and respectively, to simultaneously also help user 1

decode its own signal treating user 2 as Gaussian noise, the NOMA power control idea imple-

ments the constraint
√
γ1 ≥

√
γ2. As a result, user 1 decodes its message directly considering

the signal of user 2 as noise, whereas user 2 will always be able to decode s1 first, remove it and

then detect its own signal as a consequence of the fact [18] that

log2

(
1 +

γ1|h1|2

γ2|h1|2 + σ2
n,1

)
≤ log2

(
1 +

γ1|h2|2

γ2|h2|2 + σ2
n,2

)
. (5.3)

On the contrary, orthogonal multiple access (OMA) excludes spectrum sharing by providing

109



5.1. Core Idea and Preliminaries

exclusive access to the media resource. Given the single carrier nature of the considered system,

thus TDMA is performed and orthogonal time sharing is in effect such that the achievable rates

of the two users are obtained simply as

ROMA
1 ≤ log2

(
1 +
|h1|2

σ2
n,1

)
(5.4a)

ROMA
2 ≤ log2

(
1 +
|h2|2

σ2
n,2

)
, (5.4b)

where given the exclusive transmissions the total power available was used for each transmission

to maximize the individual rates.

The system achievable sum-rate is given therefore by

R ≤ R1 +R2, (5.5)

where R1, R2 correspond to the achievable rates of either the NOMA or the OMA system

realization respectively.

The theoretic rate region of NOMA compared to the one of conventional OMA is plot-

ted in Figure 5.1 for the particular scenario where the CNR of the two users were set to

10 log10

[
|h1|2
|σn,1|2

]
= 8 dB for the user 1, and respectively, 10 log10

[
|h2|2
|σn,2|2

]
= 20 dB for user

2. It is important to note however that RNOMA ≥ ROMA [18, 151, 152] with equality met for

|h1| = |h2|. As a consequence of this fact, NOMA is in fact using the channel gains diversity

as a catalyst to encourage spectrum reusage and simultaneously increase communication rates.

The above NOMA core idea can also be applied to the UL scenario where SIC is performed on

the BS to detect the multiple signals simultaneously received. At this point, it should be already

clear that the term NOMA itself is overloaded. It is not used to denote alone the traditional

information-theoretic multiple access meaning of UL, but interchangeably also to express the

DL case. In fact, the multiple access in NOMA refers to concurrent access both in UL and

DL. Under these premises, NOMA is fundamentally a multi-user simultaneous transmission

(MUST) system limited by its self-induced interference. However, these designed distortions

bring also advantages that make NOMA desirable. To this end, an instantiation of the Example

5.1.1 was also considered for inclusion as an advanced addendum to 4G LTE-Advanced for 2

users [153]. Once again the idea of non-orthogonality resurfaced thence towards the end cycle

of development of 4G access techniques.

Along the lines of the above, it can be said that non-orthogonality as a core concept surfaced

in both earlier cases, i.e. 3G and 4G, as limited late amendments to already matured wire-

less technologies via non-orthogonal CDMA [4, 154], and respectively, via MUST and carrier

aggregation techniques [155]. However, the recent research works, nicely summarized for in-

stance under [18,152,156], provide clear proofs of the NOMA gains over the conventional OMA.

Among such positive deltas are in fact the increased system rates (for instance UL power-based

NOMA can achieve the theoretic SIC-capacity of the MA channel [151]), the spectrum reusage
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and sharing paradigm of scarce frequency resources, the improved user fairness, and lastly, the

more performant QoS guarantees that NOMA offers opposite to OMA.

5.2 A Classification of Existing Solutions and Practical Limita-

tions

To capitalize on the theoretic promised gains of NOMA and to achieve higher spectral

efficiency than the one of current systems, non-orthogonality has thus been considered now as a

core part of the future communication networks, rather than as an add-on as in the past [152].

Given the self-interference nature of NOMA systems, one key problem associated with their

success is the design of controlled multi-user access patterns enabling the service of massively

more users than the signal space dimensionality. As a result, over the last five years a multitude

of NOMA schemes were proposed to this end [156]. However, they are all based on the core,

very simple idea of non-orthogonality implemented over some signal space domain. A general,

non-exhaustive, but largely accepted dichotomy [152,156] of NOMA systems is used to separate

them under two categories: power-domain NOMA (PD-NOMA), and respectively, code-domain

NOMA (CD-NOMA).

Obviously, Example 5.1.1 illustrated a concrete realization of PD-NOMA for a naive and

simple 2 users DL case. Generally though, as seen, such systems are resumed to the principle of

superposition of multiple signals over the power domain. To this extent, two or more users are

linearly combined by weighted power coefficients. The associated power control needs therefore

to be optimized given all the active users according to some common system-level objective

and under the constraints subsequent to the inherent SIC detection scheme. As highlighted

in Example 5.1.1, usually the latter involves prior knowledge of side information regarding the

available CSI across the user pool and the BS, but also other additional individual constraints,

such as power or required rates for instance [157]. As a consequence, the PD-NOMA realization

is bounded to solving problems of resource allocation and user selection/clusterization [157,

158] seeking to maximize the system achievable sum-rate for instance. Provided that such

optimization problems are indeed solved, then PD-NOMA is known to provide significant gains

over equivalent OMA systems [158].

Although very simple at its origins, the idea of PD-NOMA leads therefore to associated

problems which are inherently of combinatorial nature, e.g. optimum users clusterization and

power allocation for maximizing sum-rate with QoS constraints [159,160]. Whereas solving such

optimization problems for a small number of users is a computationally tractable task, this can-

not be said anymore for the large scale systems NOMA is targeting [156,158]. Typical solutions

to such problems involve new techniques such as monotonic optimization where the monoton-

ically increasing objectives and constraints are bounded and thus approximated by polyhedra

and polyblocks which are subsequently shrunk such that the globally optimum solutions are

reached in a more tractable worst-case computational time [161]. For instance such problems

were solved optimally for joint clusterization and resource allocation of differently constrained

NOMA systems in [159, 160, 162]. Despite the fact that monotonic optimization reduces the
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runtimes and provides computationally manageable paths to solving optimally or suboptimally

such problems, it is actually quite heuristic in nature and its performance depends highly on the

type of conditions imposed [161], which makes the method hard to scale universally. To top it

off, PD-NOMA assumptions on the existence of side CSI partial, statistical or full information

across all active users at the BS is yet again another hard to scale necessary systemic input,

which highly increases the communication overhead.

The non-orthogonally multiplexing of CD-NOMA is constructed in contrast to PD-NOMA

based on bit-, symbol- or code-level overloading, hence its nomenclature [152, 156]. This ap-

proach provides actually a relaxation of the massive resource allocation and user selection prob-

lems complexity of PD-NOMA. However, as nothing comes for free in reality, the complexity is,

albeit reduced, moved to the receiver side where, instead of SIC, CD-NOMA systems necessitate

more advanced algorithms and modern signal processing techniques for multiuser detection as

a consequence of the code-level information superposition.

Despite the CD-NOMA paradigm shift in non-orthogonality with regards to PD-NOMA,

the code-based approaches are capable of reaching similar performance as the latter. [152,156].

As a consequence, the complexity-performance balance tilts on the side of CD-NOMA rather

than PD-NOMA [18].

Furthermore, by moving the non-orthogonality multiplexing to bits or symbols level, CD-

NOMA enabled more flexible and diverse designs in achieving high-performing NOMA systems.

The effects of this design flexibility led therefore to a diversification of CD-NOMA methods over

different realizations which may be categorized into four different subcategories according to

the techniques used in fact to compress, and respectively, multiplex non-orthogonally the user

streams of the active users over the physically available communication resources. Concretely,

these subcategories may be differentiated as scrambling, interleaving, spreading and coding based

CD-NOMA instances [156].

The scrambling CD-NOMA methods utilize scrambling signatures as a method to differenti-

ate among the active users. An example is Qualcomm’s resource spread multiple access (RSMA)

system [163] which multiplexes users non-orthogonally by means of low-correlation long PN-

sequences. The reciprocal descrambling operation has then the role to improve individual users’

SNR and aid the multi-user detection (MUD) usually implemented as a straightforward min-

imum mean squared error (MMSE) with SIC or parallel interference cancellation (PIC) [164].

The potential errors of the detection are then further corrected by low-rate multi-user error

correction codes [163].

One should maybe note that in fact by extrapolation of the concept of scrambling to using

an entire transparent sequence of 1s, PD-NOMA itself can be seen prospectively as the simplest

scrambling based NOMA scheme as well.

In a similar fashion, the interleaving and spreading CD-NOMA systems focus on lowering

and controlling the inter-user interference by various methods involving bit/symbol interleav-

ing/spreading techniques. These alter thus the original user information signals in a controlled

way to aid the receivers cope with the system overloading interference. An instance of inter-

leaving CD-NOMA is for instance Nokia’s interleave division multiple access (IDMA) scheme
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proposed in [165]. This utilizes different random patterns to interleave the overloaded number

of active users. The obtained streams are then jointly combined over each RE and transmitted

over the wireless channel. At the Rx side, the low-complexity elementary signal estimator (ESE)

algorithm is used for detection, enhanced by extrinsic log-likelihood ratio (LLR) feedback of the

channel forward-error correction decoder structure [165,166].

Another instance of interleaving CD-NOMA is Samsung’s interleave-grid multiple access

(IGMA) [167]. This is in fact an enhanced variation of IDMA which uses interleaving both at the

bit and symbol levels subsequently enhanced by sparse overlapping of the resulted interleaved

symbols onto the available RE grid. The sparsity of the multiplexing is in fact inspired by

low-density spreading (LDS) [168–170], making IGMA a hybrid of interleaving and spreading

CD-NOMA.

From the CD-NOMA spreading perspective, some further examples are ZTE’s multi-user

shared access (MUSA) [171], LG’s non-orthogonal coded multiple access (NCMA) [172], or

respectively, Nokia’s non-orthogonal coded access (NOCA) [173] implementations.

Despite the various existent schemes of spreading NOMA approaches enumerated above,

all are in fact relying on pseudo-randomly or carefully crafted spreading sequences which su-

perimpose streams over all available RE, along the same core idea of CDMA. However, having

dropped the orthogonality or pseudo-orthogonality constraint of CDMA in favor of system over-

loading, the design of the spreading sequences is required to be more complex and potentially

lead to necessarily non-binary spreading codes. For instance, take the example of the quantized

low-correlation random complex spreading sequences utilized in ZTE’s MUSA. These aim to

design individual signatures for active users’ access and to provide the necessary support for

grant-free communications [174], and thus, reduce signaling overhead and improve spurious UL

communication links particularly of interest for instance in the context of IoT. To this end,

tertiary 2D “chips” are used, in fact complex realizations of real and imaginary tertiary se-

quences {−1, 0, 1}, such that relatively low-complex MMSE-SIC (MMSE-SIC) or MMSE-PIC

(MMSE-PIC) could still be used on the receiver side.

Lastly, code-based CD-NOMA methods rely on data streams mapped on top of specially

designed sparse codebooks or linear symbol combinations describing their multiplexing over

the different RE domains available for communication, i.e., time, frequency or space. The two

best and most popular code-central CD-NOMA schemes are respectively, the pattern division

multiple access (PDMA) [175–177] and Huawei’s sparse-coded multiple access (SCMA) [178,

179]. The receivers of these two access perform joint MUD via the message passing algorithm

(MPA) [180] to that extent that the inherently designed sparsity is used to reduce the associated

factor graph connectivity, [178], and thus keep the complexity of the MPA low as it scales

exponentially with the size of the codebook.

In other words, sparsity is used as a way to reduce the complexity of the MUD on the Rx

side in the detriment of fully taking advantage of the signal space dimensionality given the

overloading factor of the system. Let us elaborate a bit more on the role the sparsity plays for

these CD-NOMA designs by some examples. Consider to this end, the PDMA approach [175],

where linear patterned operators are applied as precoders to users such that these are combined
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Figure 5.2: An illustration of the UL PDMA active user non-orthogonal multiplexing for M = 4
REs and K = 6 users.

Figure 5.3: An illustration of the SCMA active user non-orthogonal multiplexing for M = 4
REs and K = 6 users.

with some sparsity on top of the RE. A pictorial depiction of the concept is portrayed in Figure

5.2 for the particular realization of UL overloading of a 4 REs system with 6 active users by

means of the pattern matrix FPDMA,UL [176]. As it can be seen from Figure 5.2, the symbols

of the users are linearly combined such that each RE contains contributions of at most 3 users

out of the total of 6 active ones. Essentially, these pattern matrices are generally linear binary

operators mapping the active users on top of existing resources with or without additional

power control. Upon knowing FPDMA,UL at the Rx, it follows that the complexity of the search

space has been reduced as the factor graph associated with the MUD problem is not fully

connected. Analogously, PDMA behaves in DL [177]. Clearly, the practical performance of the

MUD depends therefore on the pattern matrix realizations.

On the other hand, even though SCMA has a similar sparse allocation strategy, the user

streams under consideration are abstracted and regarded as layers. Subsequently, SCMA designs

for each layer an optimized sparse complex multi-dimensional codebooks of the same size as the

constellation dimension of each user [179]. These multi-dimensional points undergo finally a

constellation “shaping” by means of unitary rotations of their mother constellations such that

the possible overlaps of collided constellation points are reduced, whereas codewords are sparsely

represented and multiplexed to help the MUD simultaneously decrease complexity, but also

maintain a good performance under controlled interference. The codebook sparsity is finally

enforced upon a similar pattern matrix as for PDMA, where the codebook components are

assigned to the non-zero entries of the sparse pattern essentially determining the factor graph
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structure of the scheme. As a result, SCMA achieves a similar low density spreading to the idea

of LDS [169, 178]. The structure of SCMA for the similar PDMA UL scenario of 4 available

REs exploited by 6 active users simultaneously is presented in Figure 5.3. Based on the SCMA

design, it follows that the codebook optimization and its subsequent constellation shaping are

essential for the performance of the scheme. The codebook acts therefore as the core component

in this regards, determining the high-level effects, whereas the constellation shaping provides

additional gains, lowering even more the effects of interference, since in fact constellation shaping

is known to provide improved performance over interference limited systems [181].

5.3 Frame-theoretic Representation of Non-orthogonal Access

As shortly outlined in the previous section, the research behind NOMA in general is very

diverse. The rest of this chapter will however focus on the CD-NOMA localized context. Even

so, the latter, as seen already, is quite eclectic, spanning over various schemes with multiple

variations in realizing the wireless system non-orthogonal overloading. Nevertheless, some ideas

are in fact recurrent, as seen already for instance with the reuse of special codes/scramblers

meant to mix the active users’ signals under controlled interference levels, somewhat similar to

the overloaded CDMA performed at the bit level.

Moreover, among even the best performing CD-NOMA schemes [152, 156], i.e. PDMA

[175, 176], and respectively, SCMA [178, 179], there can be identified some elements which

suggest that optimal performance may yet not be attained. Concretely, this is the case of the

sparsity constraints imposed allegedly to reduce the complexity of the decoding schemes. From

a pure information-theoretic perspective, sparsity and structured constrained matrices can only

decrease the total entropy available within a prescribed dimensionality given by the physical

signal space.

In light of all of the above, we challenged the status quo of the CD-NOMA state of the art

by asking and providing concrete answers to the following fundamental questions:

Q1 – Can CD-NOMA be abstracted under a unified framework?

Q2 – What are the optimum design criteria for CD-NOMA best performance?

Q3 – Is the optimum performance practically realizable?

Q4 – How scalable is the optimum design?

Let us first start with addressing Question Q1 throughout this section. Provided that

essentially under an overloaded system scenario the active users’ signals are multiplexed on less

REs than the dimensionality of the joint virtual user space, an abstract compressive mapping

between the collective active user signal space, and respectively, the available REs is necessary.

Such a mapping, in fact a signal compression, is nothing but the joint linear allocator of REs

and information precoder. Furthermore, as a pure mathematical operation, this is identified as

the synthesis linear mapping of Frame Theory [19, 20], earlier discussed in Chapter 3.
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Upon this remark, the CD-NOMA non-orthogonal multiplexing is thereby reduced to a

frame design problem. The latter amounts to the assignment of optimized signature waveforms

to users, thus optimally spreading the active users over all resources simultaneously.

Consider the communication system supposed to serve K active users constrained to having

available only a group of M < K orthogonal REs. Without loss of generality, hereafter the REs

are envisioned to be carrier tones, such as for instance frequency subcarriers of a conventional

OFDM system. This does not go against leveraging alternative singular orthogonal dimensions,

e.g. time or antennas resources, but also joint domains, such as the space-time combination for

instance.

Furthermore, the active K users are assumed, once more without loss of generality, to have

the same source bit generation rate, and respectively, the same constellations S of cardinality

|S| = Q. As a consequence,

B = K log2(Q) (5.6)

bits need to be served simultaneously considering all the active users.

Upon the fact that M < K, radiating the entire information of the K users over the M

REs would be without a doubt limited by inter-user interference, whereas the MUD would be

distorted as well. However, for the transmission to be firstly realizable on the Tx side alone,

one needs to account for the REs bottleneck and compress the joint users’ information to the

available signal space of dimensionality M . As a consequence, a compressing mapping, V, must

be used to multiplex all information bits through the overloaded system, i.e.

V : {0, 1}B → CM , (5.7)

with V decomposable as F ◦ B, such that

B : {0, 1}B → CK , (5.8a)

F : CK → CM . (5.8b)

The latter decomposition model, V , B ◦ F , is used to abstractly describe the two-stage

process of firstly modulating the information bits into a virtual super-symbol s, and secondly

compressing the information over the available RE space. In more detail, the virtual super-

symbol s is built by stacking together the individual constellation symbol mappings performed

by each independent active user leading therefore to the explicit signal

s , [s1, s2, . . . , sK ]T ∈ CK . (5.9)

The second stage, describes the linear compression operator F , which is tasked to combining

all the possible super-symbol realizations to the constrained physical signal space spanned under

the REs domain, i.e., CM , as detailed by the linear transform (5.8b).

Applying all of the above under a classical linearly modeled wireless communications system,
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the concurrent access over an AWGN channel is resumed respectively to

y = P
1
2 Fs + n, (5.10)

with the radiated complex signal being formed of

x , P
1
2 Fs, (5.11)

as a non-orthogonal superposition of linearly compressed active users symbols.

The matrix P introduced in the model (5.10) describes the optional power control that

could be applied to the Tx signal x in (5.11). To this extent, P is a diagonally structured

power policy matrix. In addition, under the proposed modeling, prospective supplemental bit-

level operations, shaping and detection decorrelative techniques, are applied independently of

F through the bits-to-symbols mapping B from (5.8a). Finally, the multiplexing / allocation /

spreading non-orthogonal concurrent access strategy over the physical RE is implemented by

the linear mapping F as F from (5.8b).

Mathematically, given the generic overloaded concurrent access system (5.10), F ∈ CM×K is

a rank-deficient matrix upon M < K that should exploit diversity fully and thus take advantage

of the entire available signal space CM , i.e. rank (F) = M . As seen in Chapter 3, this implies

that F is in fact the synthesis operator from CK to CM whose columns are formed by frame

vectors over CM , i.e. by Definition 3.2.1, F is a frame.

Having proposed the overloaded concurrent transmission model (5.10) for the AWGN chan-

nel above, let us now consider more realistic scenarios and outline its applicability. Consider

therefore in the sequel the DL and UL practical realizations of CD-NOMA systems under fading

wireless communications channels.

Downlink

The DL scenario is applicable to a multitude of upcoming applications in the context of

URLLC and mMTC in future communication networks. In opposition to past practices, the

DL case, and specifically the massive concurrent DL scenario, is becoming more and more

important with the envisioned proliferation of new data-hungry applications that require a

heavy DL component. Some concrete examples are for instance V2X communications, e.g.,

semaphore-less automated traffic junctions, tele-operated valet parking, real-time sensor data

exchange, high-definition dynamic maps and information exchange; massive data download in

edge computing, e.g., automated factory / logistics optimization operations applied at the edge

networks; and high-throughput data streaming, e.g., AR / VR empowered tours, large eGaming

events, etc..

The assumption is therefore that an information source, for example a BS, downlinks data

simultaneously by means of broadcast methods to a massive amount of users, larger in numbers

than the traditional orthogonal resources that the system possesses. Furthermore, heterogeneous

rates and QoS requirements may be expected by the downlink terminal nodes. Under these
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Figure 5.4: An illustration of a DL NOMA system realization according to (5.12).

conditions NOMA transmissions can help currently orthogonally limited systems. With these

assumptions, and considering a single antenna BS, respectively UEs deployments, the DL receive

signal at any user k is

yk = Hk,DLF · s + nk, (5.12)

with Hk,DL , diag
(
[h1,k, h2,k, . . . , hM,k]

T
)
∈ CM×M the diagonal Rayleigh fading channel ma-

trix between the BS and k-th UE, s ∈ SK ⊂ CK the super-symbol vector containing all users

information, nk ∼ CN (0, σIM ) the AWGN, and the modulated signature waveforms of each

individual user as the columns of the complex frame F ∈ CM×K , respectively.

As before, without loss of generality, it is assumed that each user uses symbols out of the

same Q-ary constellation S. An illustration of the DL NOMA general scenario is given in Figure

5.4 for sake of completeness.

Uplink

The UL case can essentially be formulated as in a dual manner with respect to its DL coun-

terpart, e.g. [169,171,178]. However, in this scenario, the K active users transmit simultaneously

to a BS. As a consequence, the received BS signal is subsequently obtained as

y =

K∑
k=1

Hk,ULfk · sk + n, (5.13a)

=
K∑
k=1

(diag (Hk,UL) ◦ fk) · sk + n, (5.13b)

= Heq,UL · s + n, (5.13c)

where the matrix Heq,UL has been used to compact the equivalent frame-precoded multiple access

channel.

Explicitly, Heq,UL is obtained as the grouped column vectors

Heq,UL , [diag (H1,UL) ◦ f1, . . . ,diag (HK,UL) ◦ fK ], (5.14)
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Figure 5.5: An example of an UL NOMA system.

obtained individually by the Hadamard product of each frame vector k and the diagonal entries

of the diagonal matrix Hk,UL denoting the individual UL channel of the k-th user and the BS,

where, similarly as before, single antenna BS and UE are considered.

An illustration of the UL use case is thus presented in Figure 5.5.

The DL-UL duality of CD-NOMA under the proposed simple modeling can be now remarked,

since for the DL case one can define analogously for each user k an equivalent frame-precoded

DL channel matrix

Heq,k,DL,Hk,DL · F (5.15)

= [diag (Hk,DL)◦f1, . . . ,diag (Hk,DL)◦fK ],

such that the DL model is, from a pure mathematical viewpoint, a particular realization of the

UL one, where essentially all frames precode the same channel Hk,DL.

In the light of all of the above, Question Q1 is hereby considered to have been answered. In

summary, the CD-NOMA access methods have been reduced to a compound two-step mapping

generating a NOMA signal x.

5.4 Massively Concurrent Non-orthogonal Multiple Access

Transmission

Having previously answered Question Q1, and so, defined the DL (5.12), and respectively,

UL (5.13) generic CD-NOMA models, the attention is turned next to Question Q2. With this

objective in mind, upon (5.12) or (5.13), it is clear that the performance of the abstractly

formulated NOMA system relies primarily on F, since at the end of the day the symbols s

contain discretized entries of a constellation or of a codebook, respectively. Therefore, towards

answering Question Q2, the objective is to find the optimum criteria of effectively designing F.

As a result, an information-theoretic motivated discourse about the choice and design of F to
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jointly benefit both schemes in DL and UL through a scalable design follows next.

5.4.1 Capacity Analysis and Performance Guarantees

The capacity and achievable rates are thus analyzed in order to extract the design conditions

of the information multiplexing/spreading matrix F. In doing so, it is inherently assumed that

no CSIT is available. The latter assumption is imposed in order to eliminate the system overhead

necessary to gather the CSI. In fact, such a lack of forward channel information is to be expected

in the context of URLLC or mMTC where the links are required to be fast and scalable, to

have low-latency, and respectively, to be energy-efficient.

The focus is placed therefore on the ergodic analysis of system sum-rates for both the DL

and the UL cases. To this end, it is assumed that joint MUD is performed in the joint ML sense

where each user is capable of detecting simultaneously all received symbols, not just its own.

The multi-dimensional super-symbol s containing all the information of all the K active users

is furthermore considered without loss of generality to be constrained to unit average power

such that E[sHs] = 1. In addition, the thermal noise at the receivers is universally assumed

to follow the AWGN conventions with a flat spectral representation and an energy density of

N0. Furthermore, the information-theoretic analysis is considering both continuous and discrete

inputs over the wireless memoryless channels in order to highlight both the theoretical achievable

rates, but also the practical achievable rates up to receive signal quantization.

Achievable Rates in Downlink without CSIT

Let us first start with the DL analysis and look at the ergodic sum-rates for the continuous-

input-continuous-output memoryless channel (CCMC), and respectively, for the discrete-input-

continuous-output memoryless channel (DCMC) scenarios.

Continuous Input Continuous Output Memoryless Channel

Considering all the previously formulated assumptions, in the continuous-input signal case s

becomes in fact a random variable drawn out of the maximum entropic distribution with known

mean and variance, i.e., the Gaussian distribution. As a consequence, s ∼ CN (0, 1
K IK) since in

fact s is complex valued. The variance constraint follows in the light of the unit-power average

constraint.

Upon this latter remark and the previously stated assumptions, the ergodic sum-rate capac-

ity across all resources for any given k-th user is

CCCMC
k,DL = EHk

[
log2 det

(
IM +

1

KN0︸ ︷︷ ︸
SNR

Hk

frame operator SF︷ ︸︸ ︷
FFH HH

k

)]
. (5.16)

Note that for simplicity of the notation we have implicitly replaced above in (5.16) the

cumbersome notation of the channel Hk,DL as Hk since the context of DL is well-delimited
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under this section. Furthermore, given that F is a fixed point, parametric system components,

the ergodicity of the process is resumed above just over the realizations of the channel Hk.

Note that the matrix A , IM+ 1
KN0

HkFFHHH
k is Hermitian and positive semi-definite given

its general form. As a consequence, it follows that Hadamard’s determinant inequality [182,

p. 233] may be invoked, i.e.

det(A) ≤
K∏
k=1

akk, (5.17)

The upper bound in (5.17) is reached with equality only in the case where A itself is

a diagonal matrix. Reviewing the explicit form of A from (5.16), since Hk is diagonal it

follows that SF should be diagonal as well in order to maximize CCCMC
k,DL for any user k. The

latter condition is equivalent, as seen in Section 3.4, to F being a tight frame. Additionally,

considering the ergodicity across all RE, and the fact that CSIT is unavailable, it is optimum

from a stochastic perspective for F to be additionally equi-normalized. Note at this point that

the initial assumption of no CSIT does not impede further optimizations alongside F. Given for

instance that such information is available, for the DL case these optimizations become a matter

of power control via the optional matrix P similarly to the problem of waterfilling, especially

given that the individual frame vectors of F are of the same norm.

Without loss of generality and from a normalized analysis perspective, let the frame F be

in fact unit-normalized such that ‖fk‖2 = 1, ∀k. As a result, the optimal frame F is an UNTF,

and in effect its frame operator SF satisfies Equation (3.58), thereby simplifying (5.16) to

CCCMC
k,DL = EHk

[
log2 det

(
IM+

1

MN0
HkH

H
k

)]
. (5.18)

Moreover, considering the ergodic Rayleigh fading channel, the obtained CCCMC
k,DL can be

computed in closed form upon Telatar’s seminal work on the analysis of MIMO communications

channels, i.e. concretely by [183, Th. 2] as

CCCMC
k,DL,Rayl. =

∫ ∞
0

log2

(
1 +

1

MN0
λ

)
λK−M exp−λ ·

M−1∑
m=0

m! ·
[
LK−Mm (λ)

]2

(m+K −M)!
dλ, (5.19)

where λ represents a marginalized singular value dimension of the equivalent non-negative def-

inite matrix HkH
H
k and Ljm are the (m, j)-associated Laguerre polynomials [183].

Let us first remark the fact that given the abstract formulation from Subsection 5.3, the

analysis from above yielding Equation (5.16) similarly applies to CD-NOMA schemes, as for

example SCMA [178], PDMA [176] and MUSA [171]. To briefly detail, the matrix F associated

to SCMA becomes the factor graph matrix whereas the intricate optimized codebook design

is bundled in s; for PDMA, the F is simply the multiplexation pattern of the scheme; in the

case of MUSA, the F contains on its columns the waveform signatures or spreading signatures

associated with each individual multiplexed user.
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On the other hand, note however that the high-level criteria identified so far as desirable

for the optimal design of F, i.e. tightness and unit-normality, leading to the optimum rate

expression in (5.18) are soft constraints on the structure of the matrix itself. In comparison, the

F realizations discussed above subsequent to SCMA, PDMA or MUSA impose hard constraints

also on the structures of columns and rows of F to achieve different levels of overloading. Con-

sequently, for such schemes, the frame operator term SF in equation (5.16) corresponding may

not generally reduce to the form from equation (3.58). This effects in term to a more compli-

cated analysis of their maximum achievable sum-rates, while also implying the loss of exploited

degrees-of-freedom (DoF). Following this argument, it is therefore desirable, additionally to the

previous constraints, that F is a fully dense matrix capable of separating its users and proving

a low mutual interference (MUI) not based on sparsity or structured constructs, but instead on

frame-theoretic low-coherent overloading. The latter is not only optimal in terms of spreading

the users across all REs and decreasing thus the inter-user correlation, but it also provides the

highest degree of redundancy by dense, massively concurrent overloading whilst exploiting all

DoF.

Given the desired frame properties of tightness, unit-normality, incoherence, and respec-

tively, massive concurrency for an optimized design of complex valued F matrices, we refer

hereafter to the NOMA systems characterized by such a frame F as MC-NOMA.

Factually, given Hadamard’s inequality (5.17), it can be inferred that the CCMC capacity

of (5.18) is in fact the optimum ergodic sum-rate across any DL NOMA single antenna based

scheme without CSIT. Concretely, MC-NOMA has the theoretical potential to outperform over

DL all other NOMA schemes in terms of maximum achievable ergodic sum-rate. Moreover, this

gain over the state of the art can be achieved practically provided that two high-level conditions

are simultaneously met:

i) ∀ (M,K), a frame F can be designed with the properties detailed above;

ii) an optimal joint ML MUD decoder can be implemented.

Before going into the details of how the above two constraints can be met, let us firstly further

analyze the practically feasible DCMC capacity in DL as well, and then secondly consider the

same rate expressions for the UL scenario.

Discrete Input Continuous Output Memoryless Channel

We compute in this subsection the explicit DL ergodic sum-rate for any given user k in

the DCMC case given the same previous general assumptions. Applying the Shannon-Hartley

Theorem [Ch. 4] [184], the DL rate is given by the maximum of mutual information as

RDCMC
k,DL , max

p(s)∈SK
I(s;yk) (5.20a)

= max
p(s)∈SK

(B −H(s|yk)) , (5.20b)

where once for a tractable analysis it is assumed that the symbol of each k-th users in s is
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sampled out of the same Q-ary constellation S, such that s ∈ SK and B is given by Equation

(5.6).

Expanding the entropy term in (5.20), it is yielded that

RDCMC
k,DL = B−

2B∑
i=1

∫
yk

p(si,yk) log2

(
1

p(si|yk)

)
dyk (5.21a)

= B−
2B∑
i=1

∫
yk

p(si)p(yk|si) · log2

(
p(yk)

p(si)p(yk|si)

)
dyk. (5.21b)

Furthermore, the mutual information of (5.20) is known to be maximized under the maxi-

mum entropic discrete uniform input distribution [185], i.e., for

p(s) =
1

2B
. (5.22)

Now, considering the abstract noisy DL NOMA communication model from (5.12), it is

obtained that

p(yk|si) = p (HkFsi + nk|HkFsi) (5.23a)

= (πN0)−M exp
(
−‖

noise nk︷ ︸︸ ︷
yk−HkFsi‖22

N0

)
(5.23b)

= (πN0)−M exp
(
−‖nk‖

2
2

N0

)
= p(nk). (5.23c)

Given therefore (5.23), it is trivial to remark that the conditional distribution of the output

given the input over the fixed channel realization Hk linearly precoded by the combining matrix

F is in fact reduced to the implicit noise distribution. In light of this fact, and by use of Bayes’

rule followed by marginalization, the PDF of y is calculated from (5.23) as

p(yk) =
2B∑
`=1

p(s`)p(yk|s`) (5.24a)

=
1

2B

2B∑
`=1

1

(πN0)M
exp

(
−‖yk−HkFs`‖22

N0

)
(5.24b)

=
1

2B

2B∑
`=1

p(HkFs` + nk|HkFs`) . (5.24c)

Applying (5.22) - (5.24) to (5.21), the explicit solution for the instantaneous rate in DL for
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any k-th user is given by

RDCMC
k,DL = B − 1

2B

2B∑
i=1

∫
nk

p(nk) · log2

[ 2B∑̀
=1
p(HkFs`+nk|HkFsi)

p(nk)

]
dyk (5.25a)

= B − 1

2B

2B∑
i=1

Enk

log2

2B∑
`=1

exp(ηk,DL(`, i))

 , (5.25b)

where for convenience of the notation ηk,DL(`, i), ∀`, i was implicitly defined as

ηk,DL(`, i) ,
‖nk‖2 − ‖HkF(s` − si) + nk‖2

N0
. (5.26)

Finally, to obtain the ergodic sum-rate for the DCMC case, the expectation over (5.25) is

taken with respect to the random channel realizations of Hk, and respectively, to the random

noise realizations nk, yielding the final form

CDCMC
k,DL = EHk,nk

[
RDCMC
k,DL

]
(5.27a)

= B − 1

2B

2B∑
i=1

EHk,nk

[
log2

2B∑
`=1

exp(ηDL(`, i))

]
. (5.27b)

Under the generically proposed model of (5.12), it can be observed given Equations (5.18)

and (5.27) that actually the MC-NOMA systems are equivalent in information-theoretic terms

to a MIMO overcomplete transmission scheme with increased Tx diversity in comparison to

the Rx diversity [2, Chap. 10], [184]. In more details, the MIMO capacity derived by Telatar

in [183] for Gaussian inputs and the CCMC rate for the k-th user derived for MC-NOMA in

Equation (5.18) are similar, whereas the DCMC Equation (5.27) is analogous in its final form to

the achievable ergodic sum-rate of MIMO systems with discrete inputs [186,187]. Furthermore,

as the model (5.12) is applicable to various CD-NOMA systems, the results and key remarks

from above remain true for these as well. The main difference is however that the specialized

form of F as a MC-NOMA frame is not more valid. Explicitly therefore, the DL CCMC rate is

“downgraded” to the generic Equation (5.16), while the DL DCMC remains expressed through

the same Equation (5.27) with particularly defined F matrices given the considered schemes.

To end this treatment of DL scenario, it is worth underlining the fact that the rate expres-

sions of Equations (5.18) and (5.27) are the ergodic sum-rates of any k-th user across all M

REs. As a conclusion, considering that all K users have similar SNRs, it follows therefore that

in fact the DL system total achievable sum-rate is on average given for the CCMC and DCMC

cases, respectively by

CCCMC
DL = K · CCCMC

k,DL , (5.28a)

CDCMC
DL = K · CDCMC

k,DL . (5.28b)
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Achievable Uplink Sum-Rate without CSIT

In the sequel, we analyze the counterpart UL ergodic sum-rate system capacity under the

proposed model (5.13). The signal processing chain assumes therefore that each k-th user

utilizes an unique frame vector fk out of F to spread non-orthogonally its own signal over all

the available M REs.

Continuous Input Continuous Output Memoryless Channel

Recall the DL-UL duality outlined in Section 5.3 via Equations (5.15) and (5.14) respectively.

Considering this DL-UL connection and leveraging the result of Equation (5.15), it follows

directly that the ergodic sum-rate of the UL system under the assumption of the joint ML

MUD scheme at the BS is obtained as

CCCMC
UL = EHeq,UL

[
log2 det

(
IM +

1

KN0
Heq,ULHH

eq,UL

)]
. (5.29)

As previously defined in (5.14), the Heq,UL ∈ CM×K is in fact an equivalent UL channel

precoded by the matrix F subsequent to the NOMA system considered. In effect, Heq,UL is an

equivalent F as a fixed embedded component.

Unfortunately, in opposition to the Kronecker product which was earlier shown in Chapter

4 to preserve tightness, unit-norm and incoherence properties, the same cannot be said about

the Hadamard product, especially in the context of the definition of the equivalent UL channel

Heq,UL as formulated by (5.14). Given this, more information about the structure or general

properties of F necessary or desirable to maximize the system spectral efficiency and communi-

cation rate aside from the ones already stated earlier for MC-NOMA cannot be further offered.

This is the case since as there are simply no mathematical guarantees that attributes of F would

be propagated upon Heq,UL, especially given the assumption of no CSIT.

Nonetheless, it still makes sense from both system engineering and information-theoretic

perspectives to require F to be in essence the same between DL and UL, and so, force the

frame to fulfill the MC-NOMA conditions from earlier on. On one hand, allowing users to

have knowledge of just one matrix F containing both the DL spreading codes, but also the

UL signature waveforms would minimize the system overhead and network distribution effort

coupled with disseminating the information about F to all the active participants. Whereas

on the other hand, the tightness, unit-normality, incoherence and massive concurrency (ma-

trix density) in fact still preserve a lot of the salient signal information. Concretely, tightness

and unit-normality assure the fact that any symbol sk ∈ S is treated similarly from a power

perspective, while similarly incoherence and dense realizations of F spread the inherent signal

information as best as possible from an information-theoretic perspective as they together gen-

erate as uncorrelated dense structures as possible. These qualitative remarks, albeit soft, are

intuitive and applicable both to DL, as mathematically proven earlier, but also to UL from a

pure entropic driven argumentation. Lastly, these choices can also be motivated under the lack

of CSIT, as without any prior information spreading the signals and users as incoherently as
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possible is in fact most desirable for the MUD operation such that potential symbol collisions

are better avoided.

Discrete Input Continuous Output Memoryless Channel

To provide a complete circle, let us finally consider also the DCMC system sum-rate analysis

in the UL case. Once more, applying the DL-UL duality reference by Equations (5.14) and

(5.15), the ergodic achievable rate for CD-NOMA UL under the proposed generic model (5.13)

can be derived in complete analogy to its DL counterpart (5.28b), yielding similarly

CDCMC
UL = B − 1

2B

2B∑
i=1

EHeq,UL,n

[
log2

2B∑
`=1

exp(ηUL(`, i))

]
, (5.30)

where implicitly ηUL(`, i) was yet again defined for convenience ∀`, i as

ηUL(`, i) ,
‖n‖2 − ‖Heq,UL(s` − si) + n‖2

N0
. (5.31)

The difference to the counterpart DL DCMC is yet again marked as before by the fact that

in UL the channel matrix and the precoding frame F are not simply separable as a matrix

product anymore in the light of (5.14). However, as throughout this section, the result in (5.30)

is valuable in its generality as it allows a common treaty of different NOMA schemes in a head

to head comparison given the common UL generic model (5.13).

From the MC-NOMA perspective, as already argued above for the UL CCMC case, the same

frame-theoretic prerogatives identified upon the DL MC-NOMA case are applicable universally

here too, especially given imperfect or no CSIT. As a consequence, in the light of the results

above and their accompanying argumentation, it thus follows that to implement the MC-NOMA

scheme one needs to generate the frame F as a dense incoherent UNTF. Additionally, to en-

sure scalability, such methods to design F according to these criteria should be able to do so

irrespective of the dimensionality constraints, i.e. for any K > M .

5.4.2 Transmitter Design via Incoherent Unit-norm Tight Frames

The frame-theoretic problem of designing dense, tight, incoherent and equi-normalized gen-

eral frames has been actually already solved for complex-valued realizations in Chapter 4, Sec-

tion 4.3.3 by means of Algorithm 3. The cores of this proposed algorithm are the CSIDCO

optimization (4.50) leading to highly incoherent UNFs, and respectively, the polar decompo-

sition (3.79) implementing Theorem 3.5.1 that solves the tight frame representation closest in

terms of Frobenius norm to any given frame. As seen previously in Chapter 4, this method

decorrelates the frame vectors up to UNTFs with very low mutual coherence such that the

distributions of the non-diagonal absolute entries of the Gramian matrix are actually narrowly

bell-shaped and closely centered around the WB. Since in terms of MC-NOMA schemes these

values control in fact the inherent MUI upon non-orthogonal overloading, and should be there-
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fore as low as possible to aid MUD, it follows that Algorithm 3 is directly applicable to the

design of the MC-NOMA frames, especially given that all the requirements of the associated

frame design problem of the scheme are jointly met.

Let us briefly discuss the matter of inter-user interference under the formulation of MC-

NOMA and frame incoherence, respectively. Obviously, for a better detection, the correlation

between the individual frame vectors (acting as waveform signatures or similarly spreading

sequences for each individual active user) is preferred to be as low as possible to minimize

inter-symbols interference and allow lower-complexities MUDs receivers. To this end, imported

from CDMA literature, a lot of CD-NOMA schemes rely in fact on “hidden” frame-theoretic

constructs that address frame vectors incoherence in one way or another.

For instance Ericsson’s Welch-bound spreading multiple access (WSMA) [156,188], RSMA,

PDMA, and MUSA all respectively use the sum of squared correlations (SSC) principle to

minimize the inter-user correlation by minimizing the Frobenius norm of the signaling Gram

matrix instead. As seen in Section 3.5 earlier, this is in fact given in frame-theoretic sense

by the FP, with the global minimizer obtained by any tight frame. Of course, such a design

criterion is still desirable, as when the minimization reaches the global optimum tight frames are

realized such that DL sum-rate (5.16) is simultaneously also maximized for instance. However,

the latter ideal case is not in general achievable as these schemes impose additional constraints

on the contents of their corresponding frames such that these are either quantized, RSMA

[163], WSMA [188], MUSA [171], or respectively sparse [175], for example. As a result, the

SSC optimization achieves the minimization of the average coherence in the light of Equations

(3.47) and (3.48). Whereas the proposed complex-valued MC-NOMA scheme, leverages all the

available DoFs and under the realization of the proposed Algorithm 3 manages simultaneously

to minimize the worst-case coherence under the CSIDCO framework [82], but also to reduce the

overall average coherence via tightening. In this way both the optimality of coherence and of the

achievable sum-rate are obtained universally for generic dimensionality constraints (M,K). As

a side note, recall that the existence of the actual globally optimum frames capable of satisfying

both these conditions, i.e., ETFs, is momentarily conjectured for generic (M,K) and restricted

constructions exist only for particular dimensions, as discussed in detail in Chapter 3. In this

sense, the relaxed optimum solutions, suboptimal in comparison to ETFs if these were to exist,

are the MC-NOMA frames proposed and practically achievable for any (M,K) by Algorithm 3.

Picking up on the practicality and implemetability remark, notice that given the formu-

lation (4.50), the CSIDCO problem is reduced to a convex-norm program, i.e., the ∞-norm,

constrained by a quadratic inequality over the global search domain CM . This problem is

already formulated by the authors of [82] following the disciplined convex programming conven-

tions [189], and as a result is easily solvable via semidefinite convex programming via CVX [150]

available in high-level scientific programming languages as MATLAB® [190] for instance. The

authors of CVX lately also developed an automatic code generator for the low-level C program-

ming language [191] implementations following the disciplined convex programming paradigm,

but this generator is unfortunately limited to quadratic programs only [192]. To provide sup-

port to further implementations closer to the low-level hardware domain, we alleviated this
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intractability of the original formulation of CSIDCO (4.50), and reformulated the problem into

a simple convex quadratic program with box and quadratic constraints as outlined by (5.32)

below.

minimize
x,[fk,R;tR;tI]∈R2M+2

xTΣx, (5.32a)

subject to AR,1x ≤ 0, AR,2x ≤ 0, (5.32b)

AI,1x ≤ 0, AI,2x ≤ 0, (5.32c)

xTBx− 2bTx+1−T 2
k ≤ 0, (5.32d)

where

Σ ,

[
02M 02M×2

02×2M I2

]
∈ R(2M+2)×(2M+2), (5.32e)

AR,1 ,
[
F̃T
k,R −1(K−1)×1 0(K−1)×1

]
∈ R(K−1)×(2M+2),

(5.32f)

AR,2 ,
[
−F̃T

k,R − 1(K−1)×1 0(K−1)×1

]
∈R(K−1)×(2M+2),

(5.32g)

AI,1 ,
[
F̃T
k,RDM 0(K−1)×1 − 1(K−1)×1

]
∈R(K−1)×(2M+2),

(5.32h)

AI,2 ,
[
−F̃T

k,RDM 0(K−1)×1 −1(K−1)×1

]
∈R(K−1)×(2M+2),

(5.32i)

DM , IM ⊗

[
0 −1

1 0

]
∈ R(2M+2)×(2M+2) (5.32j)

B ,

[
I2M 02M×2

02×2M 02×2

]
∈ R(2M+2)×(2M+2), (5.32k)

bT ,
[
f̃T
k,R 0 0

]
∈ R2M+2. (5.32l)

The alternative formulation of CSIDCO (4.50) proposed in (5.32) is referred to hereafter

as the quadratic CSIDCO (QCSIDCO). Firstly, note that the quadratic program of QCSIDCO

can easily be implemented in its given form as a disciplined convex program by means of

CVX [150], but also using conventional interior point methods and search algorithms existent

in generic convex optimization toolboxes for low-level programming languages.

Secondly, let us detail a bit more the core ideas of the reformulation of CSIDCO to QC-

SIDCO, (5.32). The proposed method provides the same input-output behavior as the CSIDCO

by transforming the complex-domain associated problem of (4.50) to the slightly relaxed box-

constrained real-valued problem (5.32). To this end, the complex values of the frame vectors

have been expressed in an interleaved manner such that every complex-valued number z ∈ C
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became a column vector of two real values, i.e.,

z = zR + jzI ∈ C 7→

[
zR

zI

]
∈ R2. (5.33)

Effectively the size of each frame vector doubled as the frame F̃ considered in CSIDCO got

transformed to its real-valued equivalent F̃R ∈ R2M×K . In analogy to the CSIDCO notation,

the frame obtained by pruning the k-th frame is hereby denoted by F̃k,R. Thus, the task to

decorrelate the K frame vectors became similarly to the CSIDCO idea to iteratively and se-

quentially solve the CSIDCO problem under the equivalent interlaced real-valued representation

of the original complex frame vectors. To preserve the equivalence to the original problem, the

complex-domain dot product was rewritten in terms of the proposed interlaced real representa-

tion. This was achieved essentially through a straightforward algebraic expansion of products

of type

z1z
∗
2 = (z1,R + jz1,I)(z2,R − jz2,I) (5.34a)

= z1,Rz2,R + z1,Iz2,I︸ ︷︷ ︸
real part R[z1z∗2 ]

+j (z2,Rz1,I − z1,Rz2,I)︸ ︷︷ ︸
imaginary part I[z1z∗2 ]

(5.34b)

into the equivalent

R[z1z
∗
2 ] =


[
z1,R

z1,I

]T

·

[
1 0

0 1

]
︸ ︷︷ ︸

ZR

 ·
[
z2,R

z2,I

]
, (5.35)

and respectively,

I[z1z
∗
2 ] =


[
z1,R

z1,I

]T

·

[
0 −1

1 0

]
︸ ︷︷ ︸

ZI

 ·
[
z2,R

z2,I

]
. (5.36)

Since the dot product over the complex domain is in fact a summation of the terms in

(5.34), it follows that its rewriting upon the chosen real-valued representation (5.33) is given by

a sum of real terms (5.35) and (5.36), respectively. Furthermore, the matrices ZR,ZI are block-

wise diagonally replicated up to the length of the individual left-hand-side complex-valued row

vectors. This is for instance how matrix DM in (5.32j) was in fact obtained. In comparison, its

counterpart yielding the real components of products of type (5.34) is just the simple identity

matrix, and hence, no multiplications are required.

Another key transform from CSIDCO to QCSIDCO is given by the box constraints on

the real and imaginary components of the inner products between the frame vector under

optimization and all the other frame vectors, originally denoted under CSIDCO as F̃H
k fk. These
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bounding boxes are applied via the slack variables tR and tI such that∣∣∣R [F̃H
k fk

]∣∣∣ ≤ tR (5.37)∣∣∣I [F̃H
k fk

]∣∣∣ ≤ tI . (5.38)

Furthermore, since the objective is still to decorrelate the current vector undergoing opti-

mization fk relative to the others in the frame, these slack variables provide in fact a close

upper bound to the original objective of CSIDCO, as

‖F̃kfk‖∞ ≤
√
t2R + t2I (5.39)

trivially follows in the light of (5.37) and (5.38).

Considering this slight relaxation of the objective, the QCSIDCO program (5.32) follows,

where the only constraint of CSIDCO, i.e., (4.50b), was carried over with Tk determined as

before, whereas calculated simply by applying the proposed complex-to-real representation on

the frame vectors, together with the subsequent inner product equivalent transforms discussed

above.

In summary, the proposed QCSIDCO is a real-valued slightly relaxed, but equivalently

constrained quadratic program implementation of the complex-valued CSIDCO (4.50), [82]. To

this end, the interchangeable usage of QCSIDCO with CSIDCO in Step 4 of Algorithm 3, is

resumed to the following sequence.

1. Firstly, the same complex input frame F̃ of CSIDCO is transformed into its equivalent

real representation given (5.33) as

F̃(0) ∈ CM×K (5.33)−−−→ F̃(0),R ∈ R2M×K . (5.40)

2. Then the problem (5.32) is solved iteratively and sequentially for each real-transformed

k-th frame vector of the frame F̃(i) as long as 0 ≤ i < I a number of maximum iterations.

3. The final real-valued solution F(I),R is then reconverted to the complex domain by revert-

ing the mapping (5.33) as

F∗ = (IM ⊗ [1 1j]) · F(I),R (5.41)

Upon inequality (5.39) one may argue that the QCSIDCO degradation in yielding low-

coherent frames given its usage in Algorithm (3) relative to the original CSIDCO may be

significant. However this is not at all the case, and this is so primarily to the slack variables tR

and tI in (5.32). These are in fact minimizing the mutual coherence of QCSIDCO by means of

(5.39) and (5.32), but simultaneously also constraining and lowering the absolute values of the

real and imaginary parts of the inner products between the optimized frame vector fk,R and

all the other frame components F̃k,R. In the light of the mathematically equivalent algebraic

representation between the complex and real domains, i.e., (5.33) and (5.41), it follows that the

upper bound in (5.39) is actually tight.
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Figure 5.6: Comparison of the coherence PDF obtained between running the Algorithm 3
with CSIDCO, FCSIDCO, and QCSIDCO, FQCSIDCO, for I = 10 given the design of a frame
F ∈ C8×14. The WB for this dimensions pair is WB = 0.2402 and marked as a bar plot.

To show this numerically as well, Algorithm 3 was implemented both with CSIDCO and

QCSIDCO, and was used to generate complex dense, incoherent UNTF frames of sizes (M,K) =

{(8, 14), (20, 32)}. The results of the obtained coherence PDFs for the same initialization frame

F(0) and a maximum of I = 10 iterations over each of the two methods are plotted in Figures

5.6 and 5.7, respectively.

As it can be seen, in both cases, the high-level bell-shaped WB-centered coherence distri-

bution of the frames is preserved between the CSIDCO and QCSIDCO. Indeed there is a slight

degradation for the QCSIDCO as a consequence of the relaxation (5.39) considered as its ob-

jective, but this is not critical, leading to a slight increase in the spread of the PDF’s support

in comparison to the CSIDCO case. This of course leads to slight increase in mutual coherence,

whilst in fact the average coherence is similar to the CSIDCO method. As a result, QCSIDCO

is in turn also yielding highly incoherent frames.

Furthermore, aside from the coherence perspective, it is worth to mention that under the

Algorithm 3, the properties of frame density, tightness and unit-normality are invariant to

the selection between CSIDCO and QCSIDCO. Hereafter, in the light of all of the above, the

QCSIDCO is considered instead of CSIDCO in generating MC-NOMA precoding frames without

loss of generality, especially given its slightly degraded coherence performance in comparison of

CSIDCO.

To gain a better understanding of the MC-NOMA transmitter realized via dense, incoherent
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Figure 5.7: Comparison of the coherence PDF obtained between running the Algorithm 3
with CSIDCO, FCSIDCO, and QCSIDCO, FQCSIDCO, for I = 10 given the design of a frame
F ∈ C20×32. The WB for this dimensions pair is WB = 0.1391 and marked as a bar plot.

UNTFs, designed as explained above, and to highlight further its embedded advantages, let us

have a deeper look into the design concepts associated with the frame construction. Effort is

firstly dedicated to outlining the structure of the equivalent DL, Heq,DL, and UL, Heq,UL, chan-

nels as perceived by the Rx, given the dense, incoherent UNTF MC-NOMA symbol precoding

on the Tx side.

Consider thus a frame F designed by the Algorithm 3. By means of incoherence and tightness

alike, the MC-NOMA Tx frame is by design constrained to have low worst-case coherence, but

also low average coherence respectively, being centered around the WB as seen earlier in Figures

5.6 and 5.7. In fact, one may regard the MC-NOMA Tx frames as approximated relaxations of

WB optimal ETF discussed in Section 3.5, in the sense that the frames corresponding to MC-

NOMA obtain almost a uniform coherence level given their tight distribution around the WB.

This remark is clearly illustrated in Figure 5.8, showing an intensity map of the Gram matrix

corresponding to a frame F ∈ C8×14. This design feature is a key attribute in maintaining

the inter-user interference limited as it corresponds to the joint non-orthogonal spreading and

differentiation of different users signaling for MC-NOMA.

In light of Figure 5.8, let us iterate and underscore once more the fact that MC-NOMA fulfills

a similar design goal as aforementioned state-of-the-art CD-NOMA alternatives (e.g. LDS [169],

SCMA [178], PDMA [176], RSMA [163]), i.e., overloading the system while controlling and

minimizing the MUI, without structured sparsity. In effect, MC-NOMA exploits all the available
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Figure 5.8: Normalized coherence intensity map of a dense, incoherent UNTF F ∈ C8×14

designed by Algorithm 3. ©2019 IEEE

Figure 5.9: Normalized coherence intensity map of an equivalent DL MC-NOMA precoded
channel Heq,DL (5.15). Note that the same frame from Figure 5.8 was used. ©2019 IEEE
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resources fully, in opposition to CD-NOMA technologies such as LDS [169], SCMA [178], PDMA

[176], and this respectively, once again argues the superiority of MC-NOMA achievable rates

illustrated in the next Subsection 5.4.3.

The effect of the unknown wireless channel onto the spreading performed by the optimized

incoherent UNTF F from Figure 5.8, and respectively, the DL-UL channel structural equivalence

are next illustrated under Figures 5.9 and 5.10. Concretely, Figure 5.9 displays the intensity map

of an equivalent DL channel (5.15), Heq,k,DL, corresponding to the frame F in Figure 5.8 and

one random Rayleigh fading channel realization. On the other hand, Figure 5.10 plots similarly

the intensity map of the UL counterpart Heq,UL as given by (5.14), under K independently

distributed Rayleigh fading channels.

Given both Figures 5.9 and 5.10 it is thus seen that indeed the qualitative effects of the

DL and UL channels are similar. Generally in fact, an unknown channel (both DL and UL)

precoded with MC-NOMA incoherent UNTF leads to to an increase in the overall coherence as

well as worst-case coherence of the equivalently considered channel in comparison to the frame

itself. However, a gradation and inherent diversity of interference power levels is obtained across

various users, similar to what is achieved in other CD-NOMA schemes, such as SCMA [179]

and PDMA [176] at the expense of larger design complexity and sparsity requirements. The

latter are jointly avoided by the MC-NOMA scheme as argued so far.

All in all, Figures 5.8 - 5.10 outline that the incoherent UNTF MC-NOMA frame is able to

strongly and non-orthogonally separate user signals, regardless whether the fading channels are

Figure 5.10: Normalized coherence intensity map of an equivalent UL MC-NOMA precoded
channel Heq,UL (5.15). Note that the same frame from Figure 5.8 was used. ©2019 IEEE
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diagonal, as is the case for the DL (5.12), or fully rich, as for UL (5.13).

5.4.3 Achievable Sum-rate Performance

Having not only determined the optimal information-theoretic conditions towards the design

of a prime CD-NOMA scheme, coined as MC-NOMA in Subsection 5.4.1, but also having

established a method to implement it via the frame-theoretic construction of dense, incoherent

UNTFs, as seen in the previous subsection, Question Q2 is therefore fully answered.

To add more context and numerical sense to the MC-NOMA answer to Question Q2, a

qualitative and quantitative analysis is provided regarding the performance differences of MC-

NOMA relative to other CD-NOMA schemes. For this purpose, the achievable DL and UL

sum-rates of the proposed MC-NOMA system against those of SCMA [178] and PDMA [175]

are therefore compared. These two benchmarks were selected given their well-known and proven

performance gains over other CD-NOMA schemes [152,156] in both idealized but also realistic

scenarios.

For a meaningful comparison, the case of (M,K) = (4, 6) was considered as a 150% over-

Figure 5.11: Theoretic spectrally normalized CCMC ergodic sum-rate for CD-NOMA DL sys-
tems according to Equation (5.16). The proposed MC-NOMA curve is given by (5.18) with
the frame F obtained by Algorithm 3, whereas the SCMA [178] is implemented on the basis of
the optimized FSCMA from (5.42), and respectively, the PDMA [177] is implemented using the
optimized allocation pattern FPDMA,DL from (5.43). ©2019 IEEE
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Figure 5.12: Theoretic spectrally normalized CCMC ergodic sum-rate for CD-NOMA UL sys-
tems, equation (5.29). The MC-NOMA curve is given by the proposed frame design F in
Algorithm 3, whereas the SCMA [178] is implemented on the basis of the optimized FSCMA

from (5.42), and respectively, the PDMA [177] is implemented using the optimized allocation
pattern FPDMA,UL from (5.44). ©2019 IEEE

loaded system for both DL and UL. This particular dimensionality was selected upon the already

highly optimized existent systems for SCMA [178,179] and PDMA [176,177].

Thus, the SCMA method considered the optimized factor graph [178,179] corresponding to

the sparse matrix

FSCMA ,


1 1 1 0 0 0

1 0 0 1 1 0

0 1 0 1 0 1

0 0 1 0 1 1

 . (5.42)

On the other hand, the PDMA scheme was simulated based on the optimized pattern mul-

tiplexing matrix

FPDMA,DL ,


1 0 1 1 1 0

1 1 0 1 0 1

1 1 1 0 1 0

0 1 1 0 0 1

 , (5.43)
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for the DL case, [177], and respectively,

FPDMA,UL ,


1 1 1 0 0 0

1 0 0 1 1 0

0 1 0 1 0 1

0 0 1 0 1 1

 , (5.44)

for the UL scenario [176].

Actually, the considered combining/allocation patterns from above provide also equivalent

comparison conditions across MC-NOMA, SCMA and PDMA, as for the latter two schemes the

multiplexing of non-orthogonal active users is implemented over a maximum overlap of 3 users

per available RE.

Furthermore, given the SCMA paradigm, its characteristic optimized codebook design prin-

ciples described throughout [179] were used over all the simulations for an enhanced baseline

reference and a fair comparison relative to the state of the art. Since these optimization criteria

are in fact developed for discrete constellation points, in the case of CCMC scenario these have

been reduced to simple input symbol fixed relative rotations as described in [178, 179]. Lastly,

to clarify the CCMC inputs, these values were drawn randomly in this case for all schemes from

Figure 5.13: DL ergodic sum-rate over the DCMC case across MC-NOMA, SCMA [178], and
PDMA [177]. The DL MC-NOMA CCMC sum-rate capacity is plotted as the upper bound of
the discrete achievable ergodic sum-rates. ©2019 IEEE
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Figure 5.14: UL ergodic sum-rate over the DCMC case across MC-NOMA, SCMA [178], and
PDMA [176]. The UL MC-NOMA CCMC sum-rate capacity is plotted as the upper bound of
the discrete achievable ergodic sum-rates. ©2019 IEEE

the maximum entropic normalized zero-mean Gaussian distribution such that s ∼ CN (0, 1
K IM ).

The CCMC results are displayed in Figures 5.11 and 5.12 given the DL and UL cases, respec-

tively. It is remarked that indeed the proposed MC-NOMA system outperforms both SCMA

and PDMA schemes over both DL and UL across the SNR range. However, the advantage of

MC-NOMA over the state-of-the-art benchmarks for the UL scenario is marginal, mostly as

consequence of the increased UL channel diversity which in turn improves the sum-rate of both

SCMA and PDMA despite their inherent sparseness. These results are also a consequence of

the fact that the MC-NOMA frame F design criteria are optimized such that the DL sum-rate

of (5.16) is maximized, while not harming the UL sum-rate as already detailed in Subsection

5.4.1 given (5.29). In other words, the proposed dense incoherent UNTF design is in fact better

and more meaningful in shaping the overloaded multiplexing of active users in DL than it is in

UL, and this is also visible through the prism of the equivalent UL and DL channels reduced

respectively to (5.14) and (5.15).

Given the CCMC results, similar effects and deltas are expected for the DCMC cases re-

alizable over practical systems with discrete-input symbols. And this expectation is confirmed

actually by Figures 5.13 and 5.14, as the DCMC counterparts of the previous CCMC plots. The

advantage of MC-NOMA over SCMA and PDMA is once again higher in the DL case rather

than in UL one, but this behavior was to be expected in the light of Figure 5.12 and of the
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Figure 5.15: Uncoded DL average BER performance via optimum joint ML detection for QPSK.
The MC-NOMA proposed scheme is compared against state-of-the-art SCMA [178] and PDMA
[177] schemes. ©2019 IEEE

above argumentation, respectively. Moreover, the curves highlight the fact that over the knee

SNR regions the gaps between the proposed MC-NOMA and the state-of-the-art benchmarks

are larger between DCMC and CCMC across the constellations employed, but also increase

upon the constellation order.

This last remark highlights the scalability of the MC-NOMA proposed scheme. This is

capable to separate non-orthogonally users of overloaded communications systems by using

complex-valued signature waveforms leading to complex spreading under limited and optimized

interference levels. In effect, this provides a more efficient use of the available REs in comparison

to the best CD-NOMA [156] schemes SCMA [178, 179] and PDMA [176, 177]. This is the case

since on one hand PDMA relies on conventional bits-to-symbols mappings and subsequent chan-

nel coding gains in non-orthogonally multiplexing active users via sparse recoverable patterns,

whereas on the other hand, SCMA uses optimized non-orthogonal codebooks to avoid collisions

over multi-dimensional signaling and subsequent rotations [179]. These strategies, become both

difficult to scale for larger systems.

Lastly, as a motivation for the section to come, but also to confirm the robustness and

practical feasibility of the observed MC-NOMA rate gains over the state of the art, Figure

5.15 displays the average DL BER curves for uncoded joint ML MUD for the same (4, 6) sys-

tem discussed above. The capacity performance exhibited by MC-NOMA over both SCMA
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and PDMA is so further accompanied by increased MUD capability as a result of the frame-

theoretic optimized inter-user interference management and full exploitation of the signal space

DoFs proposed by MC-NOMA. This last figure coupled with the guaranteed theoretic and nu-

meric sum-rate superior performance of MC-NOMA against state-of-the-art methods constitute

therefore the motivation to develop high-performance low-complexity joint MUD in the next

section.

5.5 Massively Concurrent Non-orthogonal Multiple Access

Detection

In the light of all of the above, we proceed in answering Questions Q3 and Q4 by investigating

the MUD at the Rx side. To highlight the optimum achievable performance, perfect CSI at

the receiver (CSIR) is assumed and the MC-NOMA frame F is considered to be known as well.

The last assumption is however easily realizable in practice given the necessary dissemination

of the waveform signature vectors across the communication terminals.

Furthermore, the uncoded joint MUD optimal capability is targeted in order to stress and

outline the maximum detection performance of the proposed MC-NOMA scheme. This approach

also provides the necessary detection structures in achieving the ergodic sum-rate results previ-

ously observed in Subsection 5.4.3. Additionally, given the high degree of overloading potentially

incurred by MC-NOMA systems it is clear that simple detectors would not aid our quest, and

traditional matched filter CDMA despreading structures are not sufficient either. As a result,

the focus is placed firstly on the joint ML MUD detector capable of providing optimal detection

performance with low-complexity. Secondly, the optimal detection complexity requirement is

relaxed in favor of a fast and massive-scale joint MUD modern detection approach.

5.5.1 Maximum Likelihood Low-complexity Tree Search Decoding

Let us first turn our attention to the feasible low-complexity realization of a joint MUD

scheme for the Rx MC-NOMA, targeting the optimal detection performance of the joint ML

detector. Consider therefore at first, the joint ML receiver, given by

ŝML = argmin
s∈SK

‖y −Hs‖22. (5.45)

Note that for the sake of notation simplicity, H has been used to denote above in Equation

(5.45), and hereafter, the equivalent precoded channel in either DL or UL, given respectively by

Hk,DLF as (5.15) or Hk,ULF as (5.14). Thus, the two communication models, i.e., (5.12) and

(5.13) respectively, are seen under the unified form of Equation (5.45) from the perspective of

the MC-NOMA receivers. In this way, the previously discussed DL-UL equivalence is leveraged

to provide practical detector reusability over the treatment of joint MUD in both DL and UL

MC-NOMA contexts.

Additionally, recall that the optimum ML detector described in (5.45) is actually equivalent
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to the joint maximum a posteriori (MAP) MUD, provided that input symbols are sampled

independently and uniformly out of the same constellation S [164]. This constitutes a divergent

path compared to the CD-NOMA literature, which typically relaxes optimality of the detection

in favor of lower-complexity achieved through receivers employing decoders like MMSE-SIC,

MMSE-PIC, MPA, ESE as detailed in [152,156] for instance.

As seen through the capacity analysis of Subsection 5.4.1, CD-NOMA in general, and respec-

tively MC-NOMA in particular, may be observed from the perspective of a MIMO overloaded

system given the non-orthogonal multiplexing of active users. This remark is even so clearer in

the light of the ML problem formulation (5.45). Upon the later analogy, we regard the sphere

decoding (SD) [193–196] as a strong candidate for joint MUD capable of reaching the optimal

ML performance with much lower complexity. Thus, the initial optimization problem (5.45) is

relaxed to its SD formulation

ŝ = argmin
s∈SK ;R2

H≤β2

‖y −Hs‖22, (5.46)

given the search radius of the system RH, defined as RH , ‖y − Hs‖2, i.e., the maximum

residual of the objective for any prospective solution.

Comparing optimization problems (5.45) and (5.46), their equivalent is immediate, especially

by considering the SD radius upper bounded by β as β →∞. However, in ML terms one would

like to find the optimal solution, say s∗, of the above two problems. The key idea of the search

procedure behind solving the SD problem is given by the fact that solving the optimization

problem (5.46) is equivalent to solving

ŝ = argmin
s∈SK ;R2

H≤‖y−Hs∗‖22
‖y −Hs‖22. (5.47)

In other words, the solution to (5.46) is the same as the ML one as long as the search radius

of the search space, β, is greater than the optimum residual, i.e., β2 ≥ ‖y −Hs∗‖22. Based on

this remark, the complexity of the search can be significantly reduced, firstly compared to the

naive joint ML detector, by subsequently reducing the search radius β.

The approach to solve (5.46), and equivalently (5.47), involves the QR decomposition H

yielding equivalent problem

ŝ = argmin
s∈SK ;R2

H≤β2

‖y −QRs‖22 (5.48a)

argmin
s∈SK ;R2

R≤β2

‖QHy︸ ︷︷ ︸
ỹ proj.

−Rs‖22 (5.48b)

argmin
s∈SK ;R2

R≤β2

‖ỹ −Rs‖22, (5.48c)

given the fact that Q is unitary, and in effect the projected residual metric RH = RR is

preserved, with RR , ‖ỹ −Rs‖2.

Under the assumption of system non-orthogonal overloading, the matrix R becomes upper
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trapezoidal, such that

R =
[

R1︸︷︷︸
upper triangular ∈CM×M

|
dense ∈CM×(K−M)︷︸︸︷

R2

]
, (5.49)

typical for the case of generalized sphere decoding (GSD) applied to MIMO underdetermined

linear systems [154,197–203].

The conventional GSD search is firstly estimating the K −M + 1 symbols based on the

last row of R, and then subsequently proceeds in solving the traditional SD problem for the

remaining M − 1 symbols given the remaining rows of R. The search radius of the computed

solution is then explicitly given by

M∑
i=1

∣∣∣ỹi − K∑
j=i

rijsj

∣∣∣2 ≤ β2. (5.50)

as singular theoretic constraint imposed on the prospective solution s ∈ SK .

Nevertheless already at the GSD level, to reduce complexity, the search is finely tuned on a

symbol-by-symbol basis such that distinct radii are applied to each symbol in the light of the

cumulative residual obtained upon each processed row of R. Concretely, the search of the first

K −M + 1 symbols corresponding to the M -th row of R is performed over the local radius

β2
M ,

∣∣∣ỹM − K∑
j=M

rMjsj

∣∣∣2 ≤ β2. (5.51)

Having made a selection for the K − M + 1 symbols associated with the M -th system

equation, the search is then resumed for each subsequent equation ` ∈ {M − 1,M − 2, . . . , 1}
over the individual radii

β2
` ,

∣∣∣ỹ` − r``s` − K∑
j=`+1

r`jsj︸ ︷︷ ︸
interference due to past choices

∣∣∣2 ≤
shrinking search radius at `-th row︷ ︸︸ ︷

β2 −
M∑

i=`+1

β2
i︸ ︷︷ ︸

accumulated residual

. (5.52)

Given this general search strategy, in light of (5.52) it is ensured with higher granularity

that each processed row of R does not break through its candidate solution the overall search

residual radius. In effect, whenever this is the case the search can be interrupted as any other

subsequent solutions for lower rows become invalid themselves.

In essence, the specialized literature provides three alternative strategies to reduce the com-

plexity of the GSD problem in case of the underdetermined systems such as the one under

consideration. The first one is to break the GSD problem into subsequent determined SD sub-

problems, [154, 197, 198], leading in fact to the search strategy covered above via Equations

(5.51) and (5.52). The second approach relies on Tikhonov regularized GSD thus transforming

the GSD problem of size (M,K) to a square trivially regularized SD problem of size (K,K) by
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Tikhonov regularization, [199, 200]. The last strategy is called slab-decoding and uses a para-

metric slab planar constraint for the overcomplete dimensions of the system in a try to reduce

their associated search computational complexity before employing the traditional SD for the

remaining unknowns [202,203].

Unfortunately, all of these methods have particular caveats of their own restricting their

universal applicability to joint MUD of overloaded systems such as MC-NOMA. In short, the

first strategy of GSD suffers from high complexity in detecting the overloaded users upon the

fact that for the K −M + 1 users corresponding to M -th row of R a search space of order

O
(
QK−M

)
needs to be explored [198].

On the other hand, the regularized GSD method appends trivially regularized equations to

expand the system to a square upper triangular matrix R. The effectiveness of this transform

however is bounded on the input signals energy which are strictly required to have unit-power.

Albeit, this is true for BPSK or 4-QAM alike, other constellations of bigger sizes or different

shapes need to be transformed to these atomic forms [200]. Although this task is possible

for regular rectangular quadrature amplitude modulation (QAM) constellations in a general

sense [200], it may not be the case for other star-shaped or non-regular constellations that may

be utilized. Furthermore, provided such a constellation decomposition exists, this also leads to

substantial increases in complexity upon the input space decomposition and subsequent search

process similar in complexity to the typical GSD in worst-case sense [199].

Lastly, the slab decoding fits a parametric planar slab over the space of prospective solutions

for the K−M+1 equations corresponding to the M -th row of the matrix R [202]. The objective

of this operation is to constrain the these variables to a geometric search region able to reduce

the exhaustive search space complexity of O
(
QK−M

)
[203]. However, given the parameteric

selection of the slab, potentially selected by the expected noise statistic, the scheme is susceptible

to degradation and may fail to obtain optimal performance. Furthermore, although applicable

to arbitrary constellations, this approach offers little complexity reduction in systems with high

overloading ratios such as MC-NOMA, since effectively high-dimensional slabs become harder

to design and optimize [203].

In the light of all the arguments above, it is clear that usual strategies to reduce the com-

plexity of GSD may not be suitable to the generic requirements of MC-NOMA receivers. As

a consequence, we propose our own variant of joint MUD detection in the sequel. For this

purpose, the starting point is considered to be the standard GSD algorithm, given that it is a

well-studied approach [154, 195, 197, 198], and that it can be easily optimized further without

loss of generality. The core ideas behind this method have already been introduced above via

equations (5.48)-(5.52), and so, the scheme is reduced in fact to a depth-first search (DFS)

constrained by adapted SD radii [195, 198]. Despite that the worst-case complexity of such a

DFS tree search is of order O(QK), [204], the authors of [195] have shown that on average the

stochastic complexity associated with the SD is of polynomial order, with an exponent depen-

dent on the SNR. Motivated by this remark, an enhanced GSD is proposed in the sequel, which

was designed based on the goal to reduce the search complexity by the application of various

reduction, enumeration and pruning techniques in the context of MC-NOMA receivers.
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The Lattice-based Reduction

As mentioned earlier, a multitude of methods are available as tools to optimize the perfor-

mance of generic SD and GSD. One of these, often employed in practice and also applicable

to MC-NOMA systems, is the Lenstra-Lenstra-Lovász (LLL) lattice reduction [205, 206] over

infinite lattices. Nevertheless, provided that standard QAM constellations are used, search

recursions may also be accelerated upon lattice-reduction methods, such as those discussed

in [154,197–201,207], spanning from LLL reduction, provided that the complex based values in

equation (5.48) are mapped to their corresponding real-numbered equivalents. Fortunately, for

any standard QAM finite constellation this is easily achievable by the mapping

ỹ
R−→ ỹ ,

[
R [ỹ]

I [ỹ]

]
∈ R2M , (5.53)

R
R−→ R ,

[
R [R] −I [R]

I [R] R [R]

]
∈ R2M×2K , (5.54)

s
R−→ s ,

[
R [s]

I [s]

]
∈ R2K , (5.55)

while also preserving the form of equation (5.48c) based on the new search space obtained under

the projection of the individual S constellations on the real and imaginary axes.

Clearly, this latter operation resumes in the case of QAM constellations to obtaining cor-

respondingly discrete integer points search rulers across the real and imaginary axes, hereafter

denoted as Z. As a result, the original problem over the search space SK is thus reduced to the

underdetermined discrete least squares problem [201] over the obtained search space Z2K .

Note as well that under the above complex-to-real transformation, the 2-norm of the residual

metrics (5.50)-(5.52) remains invariant and change just their subsequent dimensionality given

the doubling of the problem, i.e., (M,K) 7→ (2M, 2K).

The Schnorr-Euchner Enumeration

Another typical structural optimization that is usually performed on top of the SD family

of DFS tree search algorithms is given by the search space ordering. Clearly, proper sorting

of the search space at each decision point in the tree affects the evolution of the decreasing

radius [194]. In this way, “good” decisions sequentially decrease complexity as they generate

lower residuals and decrease the detector’s search radius considerably upon early traversals.

Effectively, this then leads in turn to pruning latter “bad” decisions [195].

An effective, well-studied and widely-applied enumeration technique is the Schnorr-Euchner

(SE) enumeration proposed in [208]. This sorting, indexed non-decreasingly by the correspond-

ing residuals generated by each prospective solution [208], leads actually to a zig-zag search over

the integer line search solution space, being mostly referred to in conjunction with the SD di-

rectly as the Schnorr-Euchner sphere decoding (SESD) [209]. By means of SE enumeration, the
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5.5. Massively Concurrent Non-orthogonal Multiple Access Detection

search tree itself is therefore sorted, arranging the solutions in accordance with non-decreasing

residuals on the left-most branches, or alternatively the ones that are visited firstly, as depicted

in Figure 5.16 for clarity. This approach combined with the SD conventional search radius

update detailed earlier, decreases effectively the average search complexity down to polynomial

times with varying exponents depending on the SNRs [195]. As a result, it can also help in the

GSD case.

The Proposed Tree Pruning Strategies

Both the LLL-inspired reductions and SE enumeration optimizations previously summarized

are unfortunately not sufficient to lower the complexity of MC-NOMA receivers, and generic

overloaded systems for that matter. This is especially the case for large overloading cases,

as the joint detection of the first K −M + 1 symbols is based upon just the last row of the

trapezoidal matrix R as depicted in Equation (5.49). As a consequence, the tree pruning vital

to complexity reduction cannot be performed earlier than the M -th detection layer (user signal)

in the tree, since just at that level the M -th system equation (M -th row of matrix R) can be

utilized together with its its associated radius inequality (5.51). The net result is that both in

average and worst-case terms complexity is governed by O
(
QK−M

)
[200,201].

To try and reduce this complexity and ensure practicality of the GSD-based decoding at

least for smaller MC-NOMA systems, consider below the revisit of the residuals incurred in

traversing user signals sk, such that

β2
k ,

∣∣∣( ỹM − K∑
j=k+1

rMjsj︸ ︷︷ ︸
past residual

)
− rMksk︸ ︷︷ ︸
k−th pick

∣∣∣2 ≤ β2 (5.56a)

= |rMk|2
∣∣∣( ỹM−∑K

j=k+1 rMjsj

rMk

)
−sk

∣∣∣2≤β2 (5.56b)

for each detection layer k ∈ {M,M + 1, . . . ,K}.
In the light of the above Equation (5.56), some additional strong insights towards further

search optimizations based on reduction and tree pruning can be derived, which are pursued in

the sequel.

A. Algebraic Reordering

A key general remark is that in GSD problems, the DFS tree search associated with the

general SD ideas is in fact a family of trees with each one rooted by a possible solution points

at the top detection layer [200, 201]. As a consequence, it is really desirable to prune subtrees

as early as possible to lower the MUD detection complexity. Given that the first opportunity

to prune the tree is at the M -th layer, as previously noted, the focus is placed on the M -th row

equation of the linear system (5.48c).

Observing the incremental inequalities (5.56), it can be further remarked that M−th row
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5.5. Massively Concurrent Non-orthogonal Multiple Access Detection

entries of the matrix R are in fact weights affecting the residual contributions some symbol

selections may impact onto others. Thus, to perform an algebraic reduction of the search

space given the matrix R, it is of high interest to penalize bad choices earlier, i.e., at higher

layers than at lower layers. Mathematically this reduces to ordering the power of the weights

non-decreasingly from layer M to layer K respectively, such that

|rMM |2 ≤ · · · ≤ |rMk|2 ≤ · · · ≤ |rMK |2. (5.57)

Based upon the same ideology it is also required to collect the most energy within the M -

th row for each signal layer k ∈ {M,M + 1, . . . ,K}, i.e., such that the |rMk|2 entries have

the highest possible magnitudes given the matrix R. However, such a requirement leads to

a combinatorial optimization problem that is practically hard to solve, and as a result, this

condition is relaxed to a criterion of maximum sum-of-squares requirement for the last row of

the trapezoidal matrix R, as

max
R

K∑
k=M

|rMk|2. (5.58)

To implement the reduction conditions proposed in (5.57) and (5.58) complete column and

row permutations of the receive signal model is necessary as follows

Pry︸︷︷︸
permutedy

= PrHPc︸ ︷︷ ︸
permuted H

· PH
c s︸︷︷︸

permuted s

, (5.59)

with Pr and Pc defined as corresponding row/column binary-valued permutation matrices.

In light of (5.59), the proposed algebraic reduction following conditions (5.57), and respec-

tively, (5.59), is reduced to finding the optimized QR under the permutation matrices Pr and

Pc. Let us next revisit the linear system in (5.59), reinterpreted in the light of such a permuted

QR decomposition as

yP =

PrHPc︷︸︸︷
QR · sP (5.60a)

QHyP = RsP (5.60b)

ỹP = RsP, (5.60c)

with the permuted received signal yP , Pry, and respectively, the permuted input signal

sP , PH
c s.

Following (5.60), it results that as step preceding the tree traversal specific to the GSD

family of algorithms, it is appropriate to carefully design the QR decomposition of (5.60), with

the aim to maximize the objective in (5.58), while satisfying the chain of inequalities in (5.57).

The idea of QR column permutation and reordering as an enhancement of detection per-

formance and complexity reduction is not new in the context of MIMO systems or space-time

codes, see for instance related works of [201, 210–213]. Most of these works, recur in fact to

ordering the signal space non-decreasingly such that either the users with the highest SNRs
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Algorithm 5 Rubik-QR decomposition

Inputs: H ∈ CM×K ,M ≤ K
Outputs: unitary Q ∈ CM×M , trapezoidal R ∈ CM×K , rows permutation Pr ∈ ZM×M ,
columns permutation Pc ∈ ZK×K

1: Initialize Pr = IM , Pc = IK , R = H

2: Sort columns of R according to rule
∥∥R(:,1)

∥∥
2
≤
∥∥R(:,2)

∥∥
2
≤ · · · ≤

∥∥R(:,K)

∥∥
2

and obtain

columns permutation pc ∈ ZK

3: Update Pc 7→ Pc(:,pc), R 7→ RPc

4: Sort rows of R according to rule
∥∥R(1,:)

∥∥
2
≤
∥∥R(2,:)

∥∥
2
≤ · · · ≤

∥∥R(M,:)

∥∥
2

and obtain rows

permutation pr ∈ ZM

5: Update Pr 7→ Pr(pr,:), R 7→ PrR

6: for c = 1:M do

7: Given R(:,c), generate Householder reflector u, [214]

8: Cache column reflector U(c:M,c) = u

9: Apply Householder transform (HHT) to submatrix
R(c:M,c:K) 7→ HHT

(
u,R(c:M,c:K)

)
, [214]

10: end for

11: Sort last K−M+1 columns by |R(M,M)|≤ |R(M,M+1)|≤ . . .≤|R(M,K)| and update permu-

tation pc ∈ ZK−M+1

12: Update Pc(:,M :K) 7→ Pc(:,pc)

13: Retrieve Q 7→ HHT (U, IM ) from cached reflectors, [214]

or highest powers are detected first. In some sense the proposed idea is similar through its

condition (5.57), but in conjunction with the sum-of-squares condition (5.58) what we achieve

is actually maximizing the detection energy jointly over all users for the last row equation of

R. This strategy suits best our joint detection approach based on the GSD tree structure.

Since the QR decomposition preserves the column ordering of the input matrix [43] under

unitary left transforms, it follows that column permutations can always be performed as long as

the triangularity of the generated R is not impeded. Upon this remark, firstly a full permutation

of columns is done according so as to order ascendingly from left to right the column norms of

the input matrix to be QR-decomposed. Next, to maximize the energy towards the lower-right

corner of the input matrix and greedily solve the condition (5.58), a full rows permutation

follows sorting rows according to their row norms, ascendingly from top to bottom. Having

imposed this structure on the input matrix, then the QR decomposition is applied followed by

a fine reordering of the last K −M columns so as to satisfy criterion (5.57).

The method described above is implemented efficiently by algebraic reflections of House-

holder Transformation [214] to yield the desired permuted QR conditioned by (5.57) and (5.58)

in polynomial time. In addition, the proposed permuted QR decomposition is hereafter re-

ferred to as the Rubik-QR decomposition upon the successive column and row permutations of

R that resemble block rotations necessary to solve a Rubik cube. Lastly, for completeness the
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pseudo-code of the the Rubik-QR algorithm is listed1 under Algorithm 5.

B. Probabilistic Tree Pruning

Despite all the efforts of the GSD optimization techniques discussed so far, the complexity

of highly overloaded systems may well be still too complex to attack practically, given the

impossibility of early tree pruning. To generally address this issue especially in order to cap the

complexity, it is highly desirable to perform as early branch cuts as possible upon some “magic”

threshold. This problem motivated vast amounts of work on various stochastic methods to

identify such thresholds. For instance, the works [215–217] rely on noise statistics to define

parameterized pruning thresholds. These approaches are generally named under the collective

term probabilistic tree pruning.

In [217] a framework for probabilistic tree pruning was proposed based on different prun-

ing strategies like K-best pruning, uniform pruning, pruning by thresholding or hybrids thereof.

One of the central results of [217], i.e., Proposition 2, relates the pruning strategy of hard thresh-

olding to the residual noise probabilistic distribution under general signal space constraints.

Despite the fact that [217] considered only the conventional full-rank system corresponding to

the canonical SD and QR decomposition of square matrices, it is obvious however that the noise

distribution of the residuals is preserved under the unitary transforms of Rubik-QR from Algo-

rithm 5. In fact, the squared residuals β2
` , ` = {1, 2, . . . ,M}, see Equations (5.51) and (5.52),

are distributed according to the chi-squared distribution provided the assumption of AWGN

system noise at the Rx. As a consequence, the same technique of hard thresholding derived

in [217] on top of the chi-squared distribution of the squared noise residuals is applicable to our

overloaded tree detector scheme as well.

Concretely, given the overloaded MC-NOMA detection, pruning via hard thresholding δ

starting at the earliest possible M -th detection layer is obtained by [217, Eq. (14)], with δ

respectively given as

δ = 2σ2 · γ−1

(
1−

(
1 +

d2
min

4σ2

)−M)
, (5.61)

In the expression (5.61) defining the threshold δ, dmin marks the minimum distance of the

finite constellations S radiated, and respectively, γ(x) is the lower incomplete gamma function

γ(x) ,
∫ x

0
exp(−t)dt. (5.62)

Thus, applying hard thresholding by δ from Equation (5.61) and given the general conditions

1Note that Octave GNU and MATLABr [190] notations for submatrix and subvector selection are used for
simplicity.
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Figure 5.17: Probabilistic tree pruning by δ-thresholding. ©2019 IEEE

of SD, i.e., (5.51) and (5.52), at any layer ` = {1, 2, . . . ,M}, only the leafs whose paths fulfill

M∑
i=`

β2
i ≤ β2, (5.63a)

β2
` ≤ δ, (5.63b)

are further traversed, whereas the leafs violating these constraints and their corresponding

subtrees are cut, as displayed in Figure 5.17.

In the light of all of the above optimization approaches towards the general GSD, we re-

fer to the complete MC-NOMA MUD as the rubik probabilistic tree search with thresholding

(Rubik-PTST). A pseudo-code implementation of this MUD scheme summarizing its full logic

is offered in Algorithm 6. Notice that internally the proposed Rubik-PTST uses an inner stan-

dard SESD decoder [207, Alg. 6], enhanced by the probabilistic tree pruning by thresholding

SESDthresh(·), as described above. The algorithm [207, Alg. 6] is a streamlined and opti-

mized implementation of a regular SESD improved via fast LLL-reduced recursions over finite

QAM constellations, and hence, the problem it solves is in fact the real-valued one obtained via

(5.53) - (5.55).

To summarize, the proposed Rubik-PTST listed as Algorithm 6 is an effective joint detector

for overloaded systems that embeds the LLL lattice reduction, the SE enumeration, the proposed

Rubik-QR algebraic reordering from Algorithm 5, and the probabilistic tree pruning by noise-

optimized thresholding.

Performance Evaluation

The effectiveness and efficiency of the proposed Rubik-PTST method as a joint optimal

low-complexity receiver for the introduced MC-NOMA scheme are evaluated in the sequel by

means of numerical simulations. Motivated by the more stringent complexity restrictions of

the UEs than those of the BS, the focus is thus heavily placed on the practical feasibility and

decodability of DL MC-NOMA in detriment of UL MC-NOMA. However, in the light of the
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Algorithm 6 Rubik-PTST multi-user detector

Inputs: y ∈ CM, H ∈ CM×K, constellation S, σ2

Outputs: estimates s ∈ SK

1: Set initial search radius β = +∞
2: Compute threshold δ given (5.61)

3: Set layer `=K

4: Allocate default candidate symbol sets ∀` layers, S`
5: Apply Rubik-QR reduction

(Q,R,Pr,Pc) = rubik-QR (H)
Update y 7→ QHPry

6: while (1) do
7: if ` ≥M then
8: if empty(S`) then
9: if ` = K then

break
10: else
11: Reset S` to default . clears visit
12: Go up the tree ` 7→ `+ 1
13: continue
14: end if
15: else
16: if set S` is not visited yet then
17: Apply SE to S` 7→ SE

(
S,R,yM , ŝ(`+1:K)

)
18: if ` = M then
19: for all symbols S`,i ∈ S` do
20: if not conditions (5.63) then
21: remove(S`, S`,i) . prune S`,i subtree
22: end if
23: end for
24: end if
25: end if
26: end if

27: Get layer ` estimate ŝ(`) 7→ pop front(S`)

28: Go down the tree ` 7→ `− 1
29: else
30: Solve inner SD sub-problem

ŝ(1:M−1) 7→SESDthresh
(
y(1:`),R(1:`,1:`), δ,S

)
31: Compute obtained residual β2

err = ‖y −Rŝ‖22
32: if β2

err ≤ β2 then
33: β 7→ βerr . Decrease search radius
34: end if
35: Update search layer ` = M
36: end if
37: end while

38: Revert Rubik-QR permutation: s 7→ Pcs
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DL-UL equivalence exhibited under the given model, this focused perspective is in fact irrelevant

for the general behavior, achievable performance and complexity exhibited by the Rubik-PTST

detector across both DL and UL MC-NOMA systems.

The simulation setup entailed therefore the software replication of end-to-end MC-NOMA

communications links under the generic linear system model described in Section 5.3. The

wireless channels were modeled across all realizations as i.i.d Rayleigh fading channels, and the

assumptions of the system models (5.12) and (5.13) were followed for DL, and respectively,

for UL cases. The MC-NOMA precoding frames were generated as dense, incoherent UNTFs

as described in Subsection 5.4.2 using Algorithm 3. Moreover, each data point across all the

performance curves, was generated upon averaging over at least 5000 stochastic noise and

channel realizations to ensure sufficient statistical significance.

The optimized GSD based upon the ordered SESD accelerated by fast lattice-based recur-

sions implemented by [207, Alg. 6] was considered as a reference benchmark to the proposed

Rubik-PTST receiver. This choice is motivated by a two-fold argumentation. Firstly, it confers a

method known to efficiently reach the ML-detection performance over finite search sets [196,207].

Secondly, it implements in a great part (except the additional pruning by hard thresholding)

the same inner detection routine that the Rubik-PTST is based on. As a consequence of the

latter, a direct benchmarking of the improvements brought by the two newly proposed tree op-

Figure 5.18: BER performance of MC-NOMA with Rubik-PTST and ML detection via SESD
[207] optimized GSDs in a (M,K) = (4, 6) system with 4-QAM and 16-QAM inputs. ©2019
IEEE

152



5.5. Massively Concurrent Non-orthogonal Multiple Access Detection

timization techniques, i.e., algebraic reduction and tree search probabilistic pruning, is possible

compared to a state-of-the-art equivalent.

Figure 5.18 displays the average BER performance of a DL system with 150% overloading

given by K = 6 active users sharing M = 4 resources. It can be seen that indeed the proposed

Rubik-PTST receiver achieves the joint ML detection performance. Based on this fact and given

the capacity analysis performed under Subsection 5.4.1 upon the joint ML MUD assumption, it

follows that the proposed MC-NOMA scheme with Rubik-PTST detection is able to practically

achieve the capacity curves shown in Figures 5.13 and 5.14.

A natural question given the results of Figure 5.18 could be what is the associated complexity

with this performance. The ML brute force search computational cost is obviously O(QK),

whereas it is known that for determined systems the average SESD complexity is polynomial

[195, 207, 217]. However, in the light of the overloading K > M , the latter tends to diverge

from polynomial complexity and become dominated by O(QK−M ) [204] as K −M increases.

This is in fact a consequence of the DFS traversal technique solving the joint detection, and

respectively, of the limitation of being able to prune the tree only at the M -th detected layer.

In essence then, a more in depth comparison between the complexity of the proposed Rubik-

PTST and the GSD implementation via SESD is therefore necessary. This is offered by Figure

5.20, which shows both the absolute and the relative complexities of the two methods as a

function of the number of users K > M , with the number of resources fixed to M = 4 under

the SNR of 15dB and 4-QAM constellations.

Firstly, the absolute numbers counted in terms of floating point and integer point operations,

i.e., flops and intops, are displayed Figure 5.19a. This plot reveals in turn that the complexity of

the proposed Rubik-PTST receiver measured in absolute flops and intops is not only lower than

that of the state-of-the-art benchmark, but also follows the same trend. Under this remark,

it is clear that unfortunately the shift from polynomial to exponential time complexity under

increasing overloading is not avoided by the proposed Rubik-PTST. Nevertheless, the absolute

values of the associated flops and intops necessary for Rubik-PTST detection in MC-NOMA

indicate that even at 300% overloading, joint ML detection is achievable in milliseconds using

standard modern computing2 and even without requiring optimized or embedded computational

environments, which speaks of the practical feasibility of MC-NOMA altogether. These numbers

advocate for the practical feasibility of MC-NOMA altogether, as the Rubik-PTST could at any

point be relaxed for computational efficiency in detriment of numeric performance by capping

for instance the number of total visits to the last leafs in the tree [213].

Subfigure 5.19b shows in the sequel the relative complexity reduction of the Rubik-PTST

receiver over the optimized and accelerated GSD SESD implementation, defined as

GR ,

∑I
Hi; i=1 flopsGSD∑I

Hi; i=1 flopsRubik-PTST

, (5.64)

2It is assumed that CPU’s processing speeds are in the typical GHz range. For instance, the 300% (4, 12)
MC-NOMA system is decoded at 15 dB on average by an unoptimized C implementation of Rubik-PTST running
on an Intel i5 3rd Gen. quad-core processor @ 2.67GHz in 112ms
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(a) Average number of operations.

(b) Complexity reduction gain.

Figure 5.19: Complexity evaluation of MC-NOMA (M,K) systems with Rubik-PTST and SESD
optimized GSD receivers over 4-QAM at SNR = 15dB, with M = 4 and K = {5, 6, . . . , 12}.
©2019 IEEE
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where the number of iterations considered, i.e., I, was set to 1000.

The results reveal that while higher gains are achieved by the Rubik-PTST receiver at

moderate overloading factors of up to 200%, the proposed decoder continues to outperform

the state-of-the-art also for higher overloading scenarios as the two approach in complexity as

K −M increases.
Finally, in order to outline that the ML-achievable performance of the Rubik-PTST receiver

is not affected given the proposed embedded algebraic reduction and tree pruning strategies,

a comparison of the BER performance for the scenarios studied in Figure 5.19 is displayed in

Figure 5.20 for the fixed SNR level of 15 dB. Clearly, the performance curve of Rubik-PTST

matches the one of the SESD implementation, known to provide the optimum performance

upon setting β = ∞, [207]. Along the same lines, the full curves over varying SNR of three

different overloading levels,i.e., (4, 6), (4, 8), (4, 12), are displayed in Figure 5.21. Once more

it is seen that the Rubik-PTST joint detector is able to reach the optimum detection, whereas

the curves exhibit otherwise the normal behavior presenting performance degradation upon the

increase of the overloading. This comes as a consequence of increasing the mutual coherence of

the MC-NOMA frame F leading to higher inter-user interference, and thus subsequent detection

impairments.

Having demonstrated the efficiency, efficacy and robustness of the proposed Rubik-PTST

receiver for MC-NOMA overloaded systems, we lastly turn our attention to the scalability of

Figure 5.20: Average BER performance of MC-NOMA systems of size (M,K), such that M = 4,
and respectively, K ∈ {5, 6, 7, 8, 9, 10, 11, 12}. ©2019 IEEE
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Figure 5.21: BER performance of MC-NOMA with Rubik-PTST and ML detection via SESD
[207] optimized GSDs for systems of size (M,K) = {(4, 6), (4, 8), (4, 12)} and 4-QAM. ©2019
IEEE

the scheme. Inherently, the vertical scalability of the overloading has been insofar addressed

and actually outlined through Figures 5.19 - 5.21, as the overloading was increased in fine steps

from 150% to 300%.

To provide a complete description of scalability, the performance of Rubik-PTST-decoded

MC-NOMA systems of size (M,M + 2) with M ∈ {6, 8, 10, 12, 14, 16} was analyzed in terms

of computational complexity. The results thus obtained, under a fixed SNR level of 15 dB,

are displayed in Figure 5.22 to offer an analogous perspective to that of Figure 5.19 from the

perspective of horizontal scaling, i.e., the increase of the MC-NOMA system under a constant

delta between users and REs, or alternatively, under a constant overloading ratio. In comparison

to Figure 5.19, Figure 5.22 displays on one hand higher gains in the relative complexity reduction

achieved by Rubik-PTST over the SESD optimized GSD, especially in the case of flops which

are greatly reduced by the proposed optimizations for Rubik-PTST. On the other hand, this

behavior is also visible in the absolute number of flops and intops, to the level that for instance a

MC-NOMA system of (M,K) = (16, 18) is jointly decodable within the order of sub-milliseconds

given modern floating-point enabled processing units with typical GHz running frequencies.

These results of performance and complexity in terms of both vertical and horizontal scal-

ability can be detailed as well through the prism of frame-theoretic constructs such as mutual

coherence. Concretely, the vertical increase in overloading under keeping constant the number

of REs leads to an increase in the worst-case coherence of the associated MC-NOMA precoding
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(a) Average number of operations.

(b) Complexity reduction gain.

Figure 5.22: Complexity comparison of Rubik-PTST and SESD optimized GSD receivers for
MC-NOMA systems (M,K), such that M = {6, 8, 10, 12, 14, 16}, and respectively, K = M + 2.
©2019 IEEE
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frame just by means of the WB (3.68). Oppositely, given the same WB argumentation, increas-

ing the absolute number of REs and maintaining the overloading ratio constant, or alternatively,

preserving the delta K −M leads to the decrease of mutual coherence of the spreading frame

implementing the MC-NOMA scheme. By design, F as a MC-NOMA frame exploits these

mathematical via QCSIDCO/CSIDCO frame decorrelation upon Algorithm 3. Effectively, MC-

NOMA minimizes therefore the maximum, but also average inter-user interference level as seen

in Subsection 5.4.2, which in turn benefits the proposed tree-based detection upon its embedded

search optimizations.

Thus, on one hand, the designed Rubik-PTST joint detector achieves low computational

complexity (approaching the SD promised average polynomial times [195]) for larger systems

with minimal overloading, as seen in Figure 5.22. On the other hand, it becomes however in-

creasingly slower for highly overloaded systems with computational time diverging to O(QK−M )

complexity in the light of the search necessary for the overloaded user symbols as observed in

Figure 5.19. However, despite the dimensionality, the Rubik-PTST detector maintains its ML-

like performance decoding as witnessed above. These characteristics make this joint detection

scheme together with the proposed MC-NOMA feasible compelling candidates for high perfor-

mance URLLC, taking into consideration however the caveats detailed above regarding system

dimensionality.

Finally, we can remark that the Rubik-PTST receiver solves Question Q3 to the extent that

joint MUD ML performance is achievable even under practical time constraints for small systems

with arbitrary overloading, and respectively, for moderate systems with reduced overloading.

Hence, Question Q4 is partially addressed as well, but not yet fully closed, which is the objective

of the sequel.

5.5.2 Sparsely-structured Massive Scale Joint Detector

Based upon the ending remarks of the previous subsection, a joint detector applicable to

massive MC-NOMA would be highly desirable to solve practically the associated joint detection

problem. The motivation behind this goal is in fact to fill the gap left by the Rubik-PTST joint

detector which is more advantageous for low and moderate sized MC-NOMA scenarios upon

the caveats discussed previously at the end of Subsection 5.5.1.

In the sequel, the joint detection problem is researched from a sparsely-structured perspec-

tive of joint signal recovery. This reinterpretation is solved effectively based on an `0-convexized

formulation via FPG, similar in some aspects to the mmWave channel estimation scheme de-

tailed in Section 4.5.

General optimization problem from an `0-norm perspective

Let us start by firstly reformulating the optimum ML problem formulation through the

prism of sparsity inspired by the general idea presented in [218]. Consider for this purpose the
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trivial inequality
Q∑
i=1

‖s− qi1K‖0 ≥ KQ−K, ∀s ∈ CK , qi ∈ S (5.65)

where by qi each one of the Q discrete constellation points in S is hereby denoted.

Given this inequality the search space of the ML problem (5.45) over a K-dimensional

discrete complex-valued constellations can be expanded to the entire complex-valued domain

CK . Consequently, the original ML problem (5.45) is revisited and hereby transformed as

ŝML = argmin
s∈CK

‖y −Hs‖22, (5.66a)

subject to

Q∑
i=1

‖s− qi1K‖0 = KQ−K, qi ∈ S. (5.66b)

To this end, it is important to note the fact that the equality in (5.65) is met just for the

particular realizations of s ∈ SK . Moreover, despite the fact that KQ−K is the global minimum

value of the left-hand-side of (5.65), this is obviously achieved non-uniquely for all s ∈ SK ,

such that one could refer to the above inequality proposed as the discrete search `0 inequality.

Leveraging these facts, the equivalent sparse formulation of the optimum ML detection for

MC-NOMA systems is obtained in (5.66). This form, previously discussed within [218], offers

therefore the basis of our next proposed detector.

Despite the present form (5.66) of the optimum detection problem, its `0-norm constraint

(5.66b) still makes it computationally intractable by preserving the exponential search complex-

ity of the ML detection problem. To solve this conundrum, the system is firstly mapped to its

real-valued equivalent by means of (5.53) - (5.55). As a direct consequence, the dimensionality

of the involved signals is doubled for the real-valued case, whereas the original notation is kept

for simplicity. Furthermore, as part of this complex-to-real transform, the constellation S is

projected onto its real and imaginary axes as SP,R and SP,I , respectively. Hereafter, assume for

sake of discussion and without loss of generality the original input constellations to be the same

Q-sized QAM across all active users, such that upon their projections the real and imaginary

components coincide. Then, SP,R = SP,I is simply denoted as the Q
2 -sized SP equivalent pro-

jected constellation points corresponding the original Q-sized S inputs available for each user.

To eliminate any confusion following the complex-to-real transformation related to the problem

various dimensions involved, problem (5.66) is rewritten from its real-valued, (5.53) - (5.55),

equivalent perspective,

ŝML = argmin
s∈R2K

‖y −Hs‖22, (5.67a)

subject to

Q
2∑
i=1

‖s− qi12K‖0 = KQ− 2K, qi ∈ SP . (5.67b)

An equivalent sparse representation, x, of the signal s involved in the problem (5.67) can

next be obtained based on the discrete search `0 inequality (5.65) via the 1-bit binary indicator
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quantizer [218]

ISP (xk) ,

{
1 for xk ∈ SP ,
0 for xk /∈ SP ,

(5.68)

applied element-wise to x, such that the original signal s is yielded back by

s = CSPx, x ∈ {0, 1}KQ. (5.69)

The desparsifying synthesis matrix in the Equation (5.69) is defined as

CSP , I2K ⊗ qT (5.70)

as a band-diagonal matrix with a bandwidth of Q2 containing the uniquely available constellation

points from SP stacked as a column vector, i.e., q.

Remark that the hard-quantization (5.68) and binary representation x of s just offer a

compact way to rewrite the constraint (5.66b), or equivalently (5.67b), and as a consequence,

do not alleviate the exponential search characteristic of the considered problem. To mitigate

this issue and provide computational tractability to the joint detection of massive MC-NOMA

schemes, the relaxation of probabilistic soft-quantization of the hard method above is hereby

proposed as fulfilling together

s = CSPx, (5.71a)

12K = C1x (5.71b)

for real-valued box-constrained x ∈ [0, 1]KQ, and respectively, with C1 , I2K ⊗ 1T
Q/2.

The condition (5.71a) follows directly from the binary sparse description of s from (5.69).

Secondly, upon x ∈ [0, 1]KQ, the condition (5.71) becomes a probabilistic normalization ensuring

that the soft values in [0, 1] for the entries of x corresponding to the same signal symbol in s

are sum-normalized to 1. Coherently, these two constraints yield therefore a x-weighted and

normalized synthesis of each signal symbol in s based upon the discrete values of the available

constellations SP .

Following these remarks, this probabilistic soft-quantization is applied to the problem (5.67)

to yield the ML-equivalent reformulated optimization problem in terms of x as

argmin
x∈[0,1]KQ

‖y −HCSPx‖
2
2 (5.72a)

subject to ‖x‖0 = 2K, (5.72b)

C1x = 12K . (5.72c)

Note that the condition forcing the ML performance in program 5.72 is in fact constraint

(5.72b) given that x ∈ [0, 1]KQ. Unfortunately, the involved `0-norm is not convex and, as

a result, the problem in (5.72) is not yet a convex program that could easily be optimized,

relying in fact on search-based solvers as the Rubik-PTST joint detector previously proposed in
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Figure 5.23: Smooth and differentiable α-parameterized approximation of `0-norm.

Subsection 5.5.1. However, since the goal is to be able to jointly detect MC-NOMA schemes, lets

break this deadlock and relax the problem (5.72), sacrificing some of the performance in favor

of computational efficiency and formulation versatility. Thus, we aim to solve the regularized

version of the problem (5.72), i.e.,

argmin
x∈[0,1]KQ

λ‖x‖0 +
1

2
‖y −HCSPx‖

2
2 (5.73a)

subject to C1x = 12K (5.73b)

At this point we can remark the `0-central formulation of the objective which we also sim-

ilarly encountered in the case of mmWave channel estimation. As detailed there, the toolkit

of FPG [149] is used here once more to solve (5.73) via the QT technique applied on top of

an approximated `0-norm. To this end, consider here instead the smooth and differentiable3

quadratic-based approximation

‖x‖0 = KQ− lim
α→ 0+

KQ∑
i=1

α

x2
i + α

, ∀x ∈ RKQ, α ∈ R+, (5.74)

illustrated for the sake of clarity in Figure 5.23 across an unidimensional planar section.

3It is important to note that albeit inspired by approximation (4.65) and [148], the approximation proposed
here is different as it is using a smooth differentiable function of x, i.e., the squared of the individual entries,
instead of the non-smooth and universally non-differentiable absolute value employed in Chapter 4.
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Provided that the scalar parameter 0 < α � 1 and the denominators in the ratios above

are convex smooth functions in xi, the approximation in equation (5.74) can be rewritten using

the QT of FPG [149] as

‖x‖0 ≈ KQ−

(
KQ∑
i=1

2βi
√
α− β2

i

(
x2
i + α

))
, (5.75)

where βi is defined in the light of the QT [149], following (4.68), as

βi ,

√
α

x2
i + α

, ∀i. (5.76)

The approximation (5.75) can thus be easily vectorized under the quadratic form

‖x‖0 ≈ KQ− 2
√
α trace (B) + α trace

(
BTB

)
+ xTBTBx, (5.77)

where the matrix B , diag (β1, β2, . . . , βKQ).

Given all of the above, the original NP-hard `0-constrained detection problem (5.66) is

subsequently relaxed by means of FPG and QT to its convex equivalent mixed-quadratic form

argmin
x∈[0,1]KQ

λ
(
xTBTBx

)
+

1

2
‖y −HCqx‖22, (5.78a)

subject to C1x = 12K , (5.78b)

such that the constant term (in terms of x) from (5.77), KQ− 2
√
α trace (B) +α trace

(
BTB

)
,

has been ignored as it bears no role on the optimization solution.

Furthermore, in the light of the QT associated with [149, Th. 3] and the fact that the

`0-approximation proposed entails a concave-convex sum-ratio, it follows that the convex pro-

gram (5.78) converges iteratively to a stationary point. In other words, the problem is solved

iteratively until convergence or a maximum number of iterations is reached.

The formulation of (5.78) is already cast into the CVX disciplined convex programming

ruleset of [189], and so, the CVX [150] semi-definite programming associated solvers can be

used directly. Nevertheless, this strategy albeit relatively computationally efficient for small-

scale optimizations becomes very slow [150] for large problems such as the one that is considered,

e.g. 20�M < K. To efficiently solve the latter scenarios, the ADMM implementation of (5.78)

is proposed next.

Proximal splitting decomposition via ADMM

The ADMM toolbox [219] is a fast general solver recipe for problems of the type

minimize
x,z

f(x) + g(z) (5.79a)

subject to Dxx + Dzz − c = 0, (5.79b)
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where the real-valued functions f(x) and g(z) are required to be closed, proper and convex [219].

Note that the above conditions do not restrict f, g to be finite-valued or differentiable,

whereas no assumptions of Dx,Dz are explicitly implied. Under these loose conditions, the

ADMM ensures convergence to a possibly non-unique solution given the iterations [219]

x(i+1) = argmin
x

Lρ(x, z(i),v(i)), (5.80a)

z(i+1) = argmin
z

Lρ(x(i+1), z,v(i)), (5.80b)

v(i+1) = v(i) + ρ
(
Dxx

(i+1) + Dzz
(i+1) − c

)
, (5.80c)

where v denotes the dual variable associated with the augmented Lagrangian function

Lρ(x, z,v) = f(x) + g(z) + vT (Dxx + Dzz − c) +
ρ

2
‖Dxx + Dzz − c‖22 (5.81)

parameterized by ρ > 0.

Therefore, the optimization problem (5.78) can be directly translated into the canonical

ADMM formulation as detailed next. Firstly, let us accommodate the constraint x ∈ [0, 1]KQ

by introducing the set indicator function

ι[0,1]KQ(x) =

{
+∞ for x /∈ [0, 1]KQ,

0 for x ∈ [0, 1]KQ.
(5.82)

Using the latter, and expending the objective function (5.78a) to its quadratic form in x,

the functions f, g are defined secondly as

f(x),xT

(
λBTB +

1

2
CT
q HTHCq

)
︸ ︷︷ ︸

,P

x− yTHCqx +
1

2
yTy

(5.83a)

g(z), ι[0,1]KQ(z), (5.83b)

such that the additional affine constraint x− z = 0 is necessary.

Given the above notation and logic, the optimization problem of (5.78) is thirdly transformed

under the ADMM canonical form as the equivalent problem

minimize
x,z∈RKQ

f(x) + g(z) (5.84a)

subject to x− z = 0, (5.84b)

C1x− c = 0, (5.84c)

where for exposition’s sake we implicitly denoted c , 12K .

Lastly, the augmented Lagrangian function associated with the ADMM optimization prob-
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lem formulated by (5.84) is calculated as

Lρ(x, z,v) = xTPx− yTHCqx +
1

2
yTy + ι[0,1]KQ(z)

+ vT (x− z) +
ρ

2
‖x− z‖22

+ uT (C1x− c) +
ρ

2
‖C1x− c‖22. (5.85)

Based upon the above reformulation, the optimization problem can be solved efficiently via

ADMM iterations since the convergence conditions are met, [219]. Concretely, given f(x), g(z)

defined in (5.83), the smoothly differentiable augmented Lagrangian (5.85) and following ele-

mentary multi-variate calculus, the solution x is computed by the closed-form iterations

x(i+1) =
(
2P + ρ

(
IKQ + CT

1 C1

))−1
(
CT
q HTy+ρ

(
z(i)+CT

1 c
)
−v(i)−CT

1 u
(i)
)

(5.86a)

z(i+1) =
1

ρ

(
ρx(i+1) + v(i)

)
(5.86b)

v(i+1) = v(i) + ρ
(
x(i+1) − z(i+1)

)
(5.86c)

u(i+1) = u(i) + ρ
(
C1x

(i+1) − c
)
. (5.86d)

Algorithm 7 Sparse-structured `0-FPG massive MUD via ADMM

Inputs: H ∈ R2M×2K , y ∈ R2M , ρ, λ > 0, Q/2-sized real constell. SP , max. iterations O
Output: ŝ ∈ CK

1: Set max. inner loops I = 500 and outer loops Omax = O.

2: Set x
(0)
s = 2

Q1KQ, outer loop counter o = 0, δo=+∞ and convergence threshold γ = 10−6.

3: while (o < Omax and δo > γ) do

4: Compute βi, ∀i and B by (5.76) for x
(o)
s .

5: Compute P by (5.83) and cache the inverse
(
2P + ρ

(
IKQ + CT

1 C1

))−1
.

6: Generate randomly & uniformly x(0), z(0) ∈ [0, 1]KQ.

7: Set v(0) = 0, u(0) = 0.

8: Set inner loop counter i = 1, δi = +∞.

9: while (i < I and δi > γ) do

10: Compute x(i+1), z(i+1),v(i+1),u(i+1) given (5.86).

11: Calculate δi , ‖x(i+1) − x(i)‖2.

12: Increase loop counter i = i+ 1.

13: end while

14: Increase loop counter o = o+ 1.

15: Set estimate to current solution x
(o)
s = x(i).

16: Calculate δo , ‖x(o)
s − x

(o−1)
s ‖2.

17: end while

18: Recover s = CSPx
(o−1)
s .

19: Remap to discrete symbols (slicing) s
SP−−→ ŝP .

20: Recover complex domain signal estimate ŝP
(5.55)−1

−−−−−→ ŝ.
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For convenience, the complete implementation of the detection problem described by (5.78)

obtained efficiently via the ADMM from (5.84) is summarized as Algorithm 7.

To simulate the expected uncoded BER performance of the proposed detection scheme

detailed above, DL MC-NOMA systems were simulated similarly to the case of performance

evaluations from the end of Subsection 5.5.1. Throughout the simulations, the ρ, λ algorithm

parameters were fixed and set to be ρ = 0.25, and λ = 1, respectively. The BER results for

MC-NOMA systems of sizes (M,K) = (32, 48) and (M,K) = (80, 120), both corresponding to

an overloading ratio of 150%, are displayed in Figures 5.24, and respectively, 5.25.

For the sake of comparison and benchmarking, the conventional naive reference (given the

massive overloading) of MMSE decoder [164] was on one hand considered, while on the other

hand the modern convex `1-optimization method of sum of absolute value (SOAV) [222] was

implemented as a state-of-the-art alternative. In short, the SOAV approach has proved to offer

very good performance in the context of MIMO overloaded systems [220, 221], by essentially

solving the `1-relaxation of the problem, [220],

argmin
s∈R2K ; qi∈SP

2

Q

Q
2∑
i=1

‖s− qi12K‖1, (5.87a)

subject to y = Hs. (5.87b)

Figure 5.24: Average BER performance of a MC-NOMA system serving K = 48 active users
over M = 32 available resources. Detection is performed via MMSE, SOAV [220, 221] and the
proposed `0-FPG MUD detector implemented via ADMM as given in Algorithm 7.
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Figure 5.25: Average BER performance of a MC-NOMA system serving K = 120 active users
over M = 80 available resources. Detection is performed via MMSE, SOAV [220, 221] and the
proposed `0-FPG MUD detector implemented via ADMM as given in Algorithm 7.

For efficient computational complexity, the SOAV and its iteratively weighted variations

use the method of proximal splitting as a generalization of ADMM [219], and as a result they

leverage the Douglas-Rachford splitting, optimized and derived in fact just for the case of the

real constellation points BPSK or 4-QAM [220,221].

It can be seen firstly that the proposed MC-NOMA multi-user detector manages to suc-

cessfully recover the user information despite the overloading-induced inter-user interference.

Furthermore, the state-of-the-art SOAV decoder is consistently but also significantly outper-

formed by the introduced method. Additionally, note that between the two Figures, 5.24 and

5.25, the detection performance of both, the ADMM proposed detector and the SOAV detec-

tor, increases with the system increase, scaling with the MC-NOMA dimensionality given fixed

overloading level. As mentioned earlier in the end of Subsection 5.5.1, this is a feature that ben-

efits MC-NOMA given its incoherent frame-theoretic inherent attributes minimizing the active

users’ mutual coherence. To this end, the method proposed in Algorithm 7 follows the trend of

the state-of-the-art and leverages therefore these traits of MC-NOMA to their fullest, such as

BER performance better than the SOAV reference is achieved.

One of the merits of the proposed MUD receiver is its embedded probabilistic nature based

upon the introduced soft-quantization of the objective being minimized, see for instance (5.71),

and respectively, (5.73). This attribute leads therefore to additional soft-outputs that could be
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Figure 5.26: Multi-user detection performance for systems with overloading factor of 150%
and M = {32, 48, 64, 80} available resources. The reference receiver is considered to be the
SOAV [220, 221] detector against which the proposed `0-FPG detector from Algorithm 7 is
compared in its configuration with O = 1 or O = 10 iterations.

combined with subsequent decoding blocks and feedback mechanisms if necessary.

Yet another key component is represented by the `0-norm approximation and its FPG and

QT [149] convexization with respect to the original ML problem. These methods not only

improve versatility against parameter selections, but also lead to increased recovery robustness

[148] in comparison to `1 methods, such as the SOAV, since they are able to better cover and

represent the essential sparsity within the system. This is visible in the case of BER deltas

between the Algorithm 7 and the SOAV which increase with larger SNRs.

Furthermore, the relaxed `0-norm regularization via FPG and QT is also a sparsity en-

hancement technique, similar in its iterative solution to the BPDN `1-reweighted scheme [145].

The sparsity level is modulated further through the regularization parameter λ, which controls

the weight placed on forcing the solution to reach the desired 2K-sparse structure of the ML

estimation problem. This is achieved iteratively via the outer loop of the Algorithm 7 which

acts therefore as a sparsity-based performance enhancer.

This last remark can thus be used in practical deployments leveraging also the soft-outputs

available within the receiver to reduce the outer number of iterations for applications where

latency is valued more than detection resolution accuracy. Moreover, it can be also linked to

the MC-NOMA large-scale reduced inter-user interference argument to advocate further the

scalability of the proposed art. To illustrate this point, Figure 5.26 was rendered outlining the
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performance decay between running Algorithm 7 with O = 10, and respectively, O = 1 across

increasing MC-NOMA systems with fixed overloading.

To comment on the complexity of the detector, let us have a look at one of the outer loops

of Algorithm 7. It is clear that most complex operation is in fact the square matrix inversion(
2P + ρ

(
IKQ + CT

1 C1

))−1
of dimensionality KQ×KQ. For this reason, the inversion has been

moreover cached prior to the inner ADMM loop to avoid multiplicative effects on performance.

This is generally possible as the matrices P,B,C1 are constant over the scope of the outer

loop of the Algorithm 7. In turn, the complexity of the inner ADMM loop is governed just

by simple algebraic multiplications of matrices with vectors. Consequently, it follows that the

computational complexity of the proposed joint detector in its ADMM implementation from

Algorithm 7 is of order O(O · (KQ)3), similar in fact to the SOAV complexity [220].

All in all, the proposed sparsely-structured `0-FPG multi-user receiver provides a scallable

solution for massive MC-NOMA systems via its ADMM implementation from Algorithm 7.

5.6 Conclusions

The problem of non-orthogonal user multiplexing has been addressed generically for both DL

and UL cases under an unified frame-theoretic interpretation of the central NOMA information

transmission. This abstract formulation led to the identification of the NOMA active user

multiplexing through the prism of a precoding NOMA frame and its subsequent design. In

turn, the optimum design was analyzed in terms of achievable system sum-rates by means

of ergodic capacity expressions for both DL and UL general CD-NOMA scenarios. Having

formulated these expressions analytically and having analyzed their maximization potentials,

the main design criteria for the precoding frame have been derived, and given these, an optimal

frame design mechanism has been proposed as MC-NOMA.

The MC-NOMA philosophy is based therefore on spreading all the active users over all the

available REs, thus reaching fully dense precoding and waveform signatures over each user.

Thus, instead of sparse access patterns or low-density codes used to manage inter-user inter-

ference, MC-NOMA advocates in turn to densely optimized user incoherence requiring less

attention and effort for the design of sparsity and sparse codebooks. In fact, the design of MC-

NOMA may be summarized to the generation of dense, incoherent UNTFs, which we solved by

successive decorrelation via QCSIDCO and tightening of arbitrary random structures.

Provided all of these, the superiority of the proposed scheme was demonstrated not only

theoretically, but also numerically in comparison to two of the best state-of-the-art CD-NOMA

schemes, i.e., SCMA and PD-NOMA, highlighting its performance gain in terms of ergodic

sum-rates for both continuous and discrete channel inputs.

Having completed the design of the ideal CD-NOMA Tx as MC-NOMA, attention was

turned to the practical feasibility of detection and information decoding. To support the

promised achievable sum-rates and gains firstly the implementation of a joint ML-capable MUD

was considered. This lead to the introduction of the Rubik-PTST receiver as an optimized tree

search low-complexity ML-reaching joint detector. For reducing the computational effort of
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Rubik-PTST, two strategies were used: the algebraic search space reduction, and respectively,

the probabilistic tree pruning by hard thresholding based on the noise statistics. These proved

efficient in speeding up the joint optimum detection for MC-NOMA, making it in fact practi-

cally feasible for small systems with high overloading, but also to medium-sized systems with

low-levels of overloading.

Finally, to outline the scalability of MC-NOMA the problem of massive joint detection was

studied. To this end, an alternative probabilistic sparsely-structured `0-norm formulation of

the ML joint detection problem was introduced. This was subsequently relaxed by means of

smooth and differentiable `0-approximation and FPG techniques to a simple quadratic pro-

gram efficiently solved via ADMM up to tractable cubic worst-time complexity. The proposed

sparsely-structured `0-FPG joint detector via ADMM outlined good and scalable performance

with the size of the MC-NOMA systems considered.
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Chapter 6

The 6G Horizon – Sense the

Waveforms

Over the last couple of chapters frame-theoretic designs for systems pertaining to emerging

technologies across 5G and 5G+ have been discussed in mathematical details. Furthermore,

as briefly mentioned in the introductory Section 1.3, these may become as well candidates for

future iterations of wireless communications collapsed under what may be defined as 6G.

Of course, one may not know yet what will the sixth generation of wireless system entail.

Nevertheless, as taught by the short but rich history of cellular and wireless communications

explored succinctly in Chapter 1, one may anticipate disruptive trends and try to predict as an

educated guess what would be the directions to be pursued next.

This chapter is in these regards a “soft” humble personal depiction, by no means exhaustive,

of such disruptions that will transform 5G into a more stable, and established successor, i.e. 6G.

In this sense, it becomes a daring “letter to the future,” serving as hard comparison between

the current expectations, and respectively, the reality achieved in 20-30 years time in the realm

of wireless communications.

6.1 Trends and Future Directions

During the course of last years, 5G technologies and standardizations have been carried

by both academia and industry alike, converging to a, so called, new radio (NR) specification

currently to be released under Release 16 [10]. This effort would be practically concluded

by the release of large-scale rollouts of 5G networks expected for late 2019. Obviously, such

deployments will in fact be limited to a subset of the fully envisioned functionality of the 5G

standard, being subsequently advanced by updates and evolutions of new features which are

Excerpts of this chapter are adapted and enhanced based on the article:
R.-A. Stoica, G. T. Freitas de Abreu, “6G: the Wireless Communications Network for Collaborative and AI
Applications,” arXiv preprint arXiv:1904.03413, Apr. 2019.
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addressed already in specialized circles as 5G+.

A great merit of the fifth iteration of wireless networks, beyond the hyped promised gains

in communications rates, access and reliability, is actually represented by the architectural

paradigm shift with respect to its predecessor, which in fact enabled all these gains. To this

end, the 5G development has been designed from a ground-up perspective with a focus on

solving existent vertical applications or empowering new ones.

One key design pattern at the core of 5G was the rethinking of the traditional hierarchical

layered network architecture into a more flexible format, capable of functional virtualization and

network aggregation [9]. Another major deviation was the resolution to extend the spectrum

above the canonical sub-6 GHz bands utilized by the previous systems and complement these

by mmWave and higher frequencies, leading to a tenfold increase of available bandwidth. From

a connectivity density perspective, 5G is based on massive MIMO and more advanced MIMO

architectures than those featured in 4G which increase Tx/Rx diversity and simultaneously offer

an enhanced directional communications potential [223].

Moreover, these points are complemented in terms of access by carrier aggregation and

MUST techniques imported from 4G LTE [153], expectations being that more decisive non-

orthogonal concurrent access schemes for both UL and DL would eventually find their way into

the later stages of standardization as enhancements. All of these soft changes may also be

complemented by the hard strides made on the RF hardware front in going beyond MIMO via

wireless full-duplex capabilities [224–227].

Thus, analyzing these technologies and their current integration within 5G, one may natu-

rally ask in effect: “what else could we want and why even bother thinking about 6G at all ?”.

The simple answer to these otherwise well-anchored questions is that in fact revolution never

comes from within, but is rather imposed by radical changes in exterior conditions. Such a radi-

cal change, preparing to emerge at a large scale is given by the raise of AI and its propagation in

different business verticals. As briefly introduced in Section 1.2, we expect this to cause a major

disruption towards the way wireless communications are currently addressed by 5G, acting as

a catalyst to future advances which we categorize as central to 6G.

In Chapter 1, the idea that 5G and 6G address together the wireless networking towards the

organic Internet access for both conventional people users and machines/intelligent agents alike

was introduced, see right section of Figure 1.2. For this purpose and in the light of the pro-

liferation of various AI applications, the trend of diversified services with highly heterogeneous

requirements of access, rate, latency or energy consumption will certainly only increase.

6.2 Candidate Technologies and Expectations

AI is currently establishing itself both through scientific advancements [11], but also via

publicized and marketed hype as one of the most important emerging technologies during the

last decades. Undoubtedly, computational intelligence bears definitive prospects in unlocking

problems that have proved so far difficult to solve. It is true that most of the time, AI and its

embedded component of machine learning are very useful in fact to generate solutions where
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human understanding and collective knowledge of research have failed to propose viable highly

defined models. In addition to extracting such models based on big training data sets, AI is

further useful in evolving existent designs or states based on adapting to experienced events or

ingested data which gives it a scalable applicability in practice over abstract problems essentially

dispersed across a large palette of fields.

Similarly, AI has the potential of developing high-performance collective applications beyond

what expert-based strategies and protocols could achieve. A recent example of collaborative

intelligence is in fact the use of five AI entities by OpenAI Five to beat a team of world-class

players in the strategic complex multi-player video game of Dota® 2 [228]. One key aspect of

this recent “success”, besides the advances in deep reinforcement learning [229], relies in the

ability of multiple neural network artificial agents to cooperate in real-time and to outperform

the human state-of-the-art.

The key point in the examples above, the cooperation, was achieved of course at local level

by just observing similar inputs aggregated over the states of the game, and respectively, the

positions over the game map. However, even so, this example shows how important collaborative

AI could be in reaching complex common objectives to benefit all rather than just some.

Moreover, given the nature of the highly-paced mobile society of the 21st century, it is clear that

real-world collaboration at scale may only be achieved by supplementing the sensing component

with communication links. For practicality reasons, most of these links will be in fact driven

by wireless communications.

Additionally, the proliferation of increasingly more variate and accurate sensors in modern

day devices will lead undoubtedly to advanced context-awareness that may be exploited to reach

collaboratively common goals. To clarify, consider for instance a mass of completely autonomous

vehicles (potentially the future moving BSs) driving collaboratively through a crowded urban

canopy, freed of traffic lights or signs. The collaboration of intelligent agents (the autonomous

vehicles) will be mostly locally-oriented as the links amongst close-by vehicles approaching a

common spatial area take precedence. However, the ego-centric sensing of each vehicle will

be augmented with outer layers of information coming from the proximity traffic “partners”,

such as for instance the planned routes of each vehicle, the compressively sensed perspective

of surrounding vehicles, the prospective proximity of emergency vehicles or highly prioritary

nodes (e.g. people, bicyclists) etc. All of these ego-generated and collected data points will

then contribute distributively in navigating all the approaching road users through the busy

roads safely and with reduced overall congestion.

In the light of the above, it is clear that vast amounts of connections will be necessary to

solve such large-scale distributed problems where massive access, large data volumes, ultra low-

latency, but also sensing services beyond those that are to be offered by 5G networks will be

required. In fact, such applications sparkled by collaborative intelligence will constitute in end

effect dynamic opportunistic distributed systems in need of ad-hoc local networks generated

bottom-up to serve them. In other words, these ensembles would constitute collaborative quilt

networks relying on distributed rather than centralized logic enabled mostly by sidelinks instead

of traditional cellular UL and DL.
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Furtheremore, intelligent agents may also be deployed to BSs as well. To this end, AI

technology may be utilized to optimize not only wireless access and network tasks, a direction

which 5G network slicing and function virtualization is already aiming to solve, but also to

provide business and application intelligence for users. One should note that this does not

mean that AI will replace wireless engineers and system architects. On the contrary, it should

act as a support for the latter in creating more efficient protocols to enable scalable massive

access models under different constraints of latency, bandwidth or power utilization. In some

way this may lead to soft and adaptive protocols involving more distributed consensus among

communicating nodes than the hard rules implemented today by expert-based rules.

From the above arguments, we identify some potential qualitative requirements of a prospec-

tive future 6G standard as:

• embedded wireless environment sensing

• pervasive enhanced context-awareness

• nodes/network contextual self-reconfiguration

• functional/situational/positional network self-aggregation

• real-time and opportunistic latency, rate and access provisioning

Given the above list and previously detailed applications, it is clear that a lot of network

research is necessary to extend the current 5G policy-driven approaches of network slicing and

virtualization to more organic and flexible constructs capable to adaptively and scalably ad-

dress heterogeneity beyond what the current targets are. Thus, context-aware adaptive device

self-reconfiguration and network self-aggregation will require vast amounts of research and de-

velopment to empower at scale and in real-time collaborative AI applications as previously

described.

However, one would probably be mistaken to consider that 6G shall focus mostly on network

related aspects, and that as a result the PHY layer research will become limited or play a

secondary role. History tells us that a similar situation daunted upon the research community

at yet another cross-road, at the end of 4G research phase, when it was asked whether “the PHY

layer was dead” [230]. The main concern at the time was that PHY research would actually

slowly decrease and limit to fulfilling short-term and derivative needs of the telecommunications

industry. Time has shown that the concern was in fact ephemeral as the interest in PHY layer

research was actually rekindled by both hardware related and signal processing advances. To

name a few, consider just the recently emerged innovations of NOMA, full-duplex (FD) radio

and hybrid mmWave RF technologies.

Having learned from this history lesson, we believe that in fact PHY interest will not become

extinct. Instead the research focus will be subsequently transformed by advances and develop-

ments to come, both in the hardware, but also in the software areas. Concretely, we believe

that over the course of the next decades the PHY will be segregated into two components: the

low-PHY and the high-PHY, respectively.
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On the one hand, the “low-PHY” shall address more signal processing oriented problems,

closer to the RF hardware under the embedded signal impairments, acting in fact as an ad-

vanced wireless sensor under the dynamics of 6G operation. To this end, the “low-PHY” should

provide the handling of flexible waveforms modulation/demodulation, precoding & combining,

beamforming & interference management, given all hardware impairments, such as for instance,

compacting of massive MIMO antennas, FD operation, mmWave RF distortions, CSI imper-

fections etc.. Furthermore, alongside these canonical functions, we envision that this layer will

also focus in providing processed wireless information beyond what is available today in wire-

less transceivers, enabling accurate estimation of side information such as ranging, angle of

arrival/angle of departure, detection and categorization of transmitter, transmitter tracking,

radar imaging and so on. These communication metadata could then be leveraged by upper

layers or by the business logic beyond what is de facto possible today and thus help the en-

visioned emerging top-level collaborative AI applications. As a result, this “low-PHY” will

develop strongly towards enabling software defined radios (SDRs) architectures, a dream many

times attempted before, but which was never really fully realized at scale.

On the other hand, the “high-PHY” will aim to complete the current virtualization trend

started by 5G, and so, will focus on becoming the software-oriented driver of the “low-PHY”.

For this purpose, we envision therefore research on “high-PHY” to focus on application-based

functional post-filtering of the information coming from the “low-PHY”, and respectively, on

the interface with the upper layers and intelligence core. In summary, “high-PHY” shall thus

develop the code-domain technologies required to control, interact and exploit the capabilities

of the “low-PHY”.

To illustrate the last points regarding the PHY layer, consider for instance the MC-NOMA

method proposed in Chapter 5 as non-orthogonal access scheme, and respectively, the last re-

quirement of opportunism cited previously and envisioned as one qualitative requirements of

6G. Although 5G by design is enabled to offer a multitude of differentiated services, including

for instance URLLC and mMTC, it still relies on the traditional model of grant-based com-

munications [9, 10]. In contrast, a truly opportunistic system, should rely on the premises of

grant-free communications, where users could uplink for instance their information whenever

that is available without going thorough the entire handshaking procedure of creating an estab-

lished communication link. Grant-free access has therefore the potential to offer both efficient

and power-optimized massive access.

The proposed MC-NOMA scheme could be leveraged to this end in its UL scenario for

IoT/industrial IoT (IIoT) use cases where the signature waveforms of the MC-NOMA precoding

matrices, i.e., the columns of the MC-NOMA precoding frame, are leased towards individual

users which are sporadically active. The lease management and bookkeeping of these signatures

would then be handled by the high-PHY together with other higher-level functions, whereas

the precoding/detection would be performed by the low-PHY, so as to decouple the processing

and allow for further virtualization at the PHY level.
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6.3 Concluding Remarks

To summarize, the development prospects and future directions of 5G and 5G+ are of

paramount interest provided the recent advances and potential applications of massively dis-

tributed collaborative AI. As previously detailed, the collaborative intelligence could become a

catalyst breaking the technologies addenda to 5G and its evolutionary successors into a stan-

dalone 6G new paradigm.

The definitive fact is in end effect whether the “predicted” causes and effects detailed within

this chapter find somehow their way in the future wireless communications ecosystem, either

as (an unimaginatively named) 5G+ or as 6G, to finally provide an organic massive Internet

access for people and intelligent machines alike. To get the real-world answer to this dilemma

one just has thus to wait and observe...

176



Chapter 7

Epilogue

The manuscript is concluded in the sequel with the presentation of the main points of the

research, key results and future work aspects worth pursuing as derivatives of this work.

7.1 Main Conclusions

A new design approach to modern and future wireless communications has been introduced

by this thesis via the concepts of Frame Theory. Motivated by the access, accuracy and perfor-

mance limitations observed in the case of orthogonal communications systems along the short

but very rich history of radio communications, we have resorted to the alternative treaty of

wireless communication systems via non-orthogonal and redundant signal processing. From

this perspective, mathematical frame-theoretic constructs were formalized and interpreted in

engineering contexts to facilitate the understanding of the use cases of such overcomplete signal

representations for wireless communication systems. To this end, the compressive synthesis and

expansive analysis of signal vectors were discussed and clarified in Chapter 3, together with the

special linear operators, i.e. frames, rendering them.

Upon this applied analytical approach, two general frameworks were introduced and pro-

jected directly onto two different popular research fields within future wireless communications,

namely mmWave, and respectively, NOMA systems.

Punctually, the mmWave contribution is linked to the non-trivial sparse recovery of the com-

munication channels, which in terms is in fact a particular problem of CS. Thus, we clarified

analytically the links between CS and Frame Theory and defined the design criteria of the em-

bedded measurement matrices central to the mmWave problem to be incoherence, tightness and

equi-normality. The optimum design was thus found to be an incoherent UNTF, constituting

therefore the training joint beamforming vectors at the Tx and Rx. Since such a matrix repre-

sented an idealized realization infeasible in practice given the physical separation between Tx

and Rx, we have derived two general mathematical results outlining the fact that the attributes
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of such designs are in fact invariant to the Kronecker product describing the combined measure-

ment matrix previously optimized. As a result, a practical approach to separate the idealized

solution into feasible Tx/Rx training beamformers as incoherent UNTFs has been found based

on the same method used to generate the ideal solution, the generation of incoherent UNTFs.

The latter was achieved by leveraging iteratively successive convex optimization decorrelations

of the frame vectors given the CSIDCO framework [82], followed respectively by subsequent

tightening under the polar decomposition, Theorem 3.5.1.

The beamformers thus obtained, both in their idealized, and respectively, practical realiza-

tions, have generally provided an increased sparse recovery robustness of the mmWave channels

regardless of the recovery algorithms utilized. Thus the proposed designs are highly desirable in

practical deployments for mmWave beamforming management, in particular for the cases where

no prior information about the communication channels are available, i.e. for the IA scenarios.

Furthermore, since the problem of sparse recovery is central to CS, the designs obtained in

Chapter 4 constitute in fact also optimum measurement matrices for general sparse recovery

problems, beyond the one of mmWave channel estimation. This is a consequence of the fact

that the design procedure utilized for such measurement matrices, Algorithm 3, yields optimal

frames with properties of tightness, incoherence and uniform sensing energy that universally

maximize the guarantees of sparse recovery.

Lastly, to provide even further gains beyond the state of the art, the sparse recovery of

the mmWave signal was resumed to an approximated `0-norm formulation leading to a FPG

problem solved by QT [149] to a linear program with box constraints. The latter formulation

allowed upon the utilization of the `0-norm a better recovery of the sparse mmWave channel in

low and medium SNR areas than the equivalent `1-based methods of BPDN and `1-reweighted

BPDN.

On the other hand, the NOMA problem was firstly abstracted and formulated in terms of a

generic linear system where the non-orthogonal multiplexing of K active users onto M RE such

that K > M was resumed to a finite frame operator. This generic formulation compressed in

turn the multitude of CD-NOMA schemes under a simplified linear model that allowed further

exploitation and comparison of the methods in terms of the sum-rates for both DL and UL.

Thus, an ergodic achievable sum-rate capacity analysis over the generic model of both DL

and UL under joint ML detection for the cases of CCMC, and respectively, DCMC revealed

the optimum conditions of designing the multiplexing matrix corresponding to CD-NOMA.

These criteria identified the ideal non-orthogonal multiplexing matrix to be a dense, incoherent

UNTF. Given the similarity to the measurement matrices constructed for the case of mmWave

beamforming, the same method was used in this case to generate the dense, incoherent UNTFs.

However, to aid practical implementations, the CSIDCO formulation [82] was slightly relaxed

to an equivalent box- and sphere-constrained quadratic program coined as QCSIDCO. It was

shown moreover that the proposed alternative was on par in terms of frame generation to

CSIDCO, managing to generate similar dense, incoherent and UNTFs. In general, the frames

obtained via Algorithm 3 are in fact approximations of ideal low-coherence frames, also known

as optimal Grassmannian frames. Upon this fact, the inter-user interference thus controlled via
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such frames is minimized aiding the MUD without any requirement of embedded sparsity which

is a recurrent design principle across the majority of other CD-NOMA schemes. As a result, the

NOMA multiplexing implemented by dense, incoherent UNTFs was named MC-NOMA, as it

is capable of providing massive access while spreading users by individual signature waveforms

across all the available resources at once.

In the light of the MC-NOMA optimized design, it was shown furthermore that this was

indeed optimal in terms of ergodic sum-rates across both DL and UL, and respectively, CCMC

and DCMC scenarios, in comparison with the best performing CD-NOMA schemes [152, 156],

i.e. SCMA [178] and PDMA [176].

To complete the circle of the MC-NOMA system and simultaneous advocate that indeed

the optimum ergodic sum-rate is achievable a low-complexity effective and efficient MUD was

then proposed in the form of Rubik-PTST. This is a DFS tree search algorithm enhanced on

one hand by SD classical search ordering optimizations, i.e. SE and constellation reduction,

but also on the other hand by additionally proposed complexity reduction mechanisms such as

the Rubik-QR decomposition, and respectively, tree pruning with hard thresholding.

The first optimization is an algebraic reduction strategy rearranging the search space by

increasing the search energy associated with the overloaded equation to first decode. This is

achieved by means of subsequent column- and row-permuted QR (QR) ordering and decompo-

sition. The second optimization however is stochastically based on the expected distribution of

the squared residual under the assumption of AWGN receiver noise. The idea is very simply

reducing the search space by tree pruning of solutions and corresponding subtrees whose sub-

sequent squared residuals fall outside of a statistically chosen confidence interval radius given

the expected chi-squared distribution of the latter.

The results showed that such a search based strategy is able generally to retrieve the joint

ML solution within feasible detection times for modern day processors. However, the proposed

optimizations and detector structure cannot generally lower the expected worst-time exponential

complexity of such search structures. As an effect, the detector is successfully and feasibly

applicable for low-scale MC-NOMA systems with high overloading, but also to medium-scale

MC-NOMA systems with low overloading.

Finally, to address this problem of joint detection at massive scale, we introduced a new

sparsely-structured receiver. This was formulated based on FPG, and respectively, on the QT

of an `0-approximated smooth and differentiable formulation of the search space. As a result,

a probabilistic-constrained quadratic program was obtained and solved efficiently via ADMM.

This joint detector proved to surpass the state of the art effectively across various system

dimensions, scaling well with the system size.

Lastly, our expected directions of 6G were provided given the goal of achieving organic Inter-

net access for both human and machine users. To this end, collaborative AI was identified as the

main disruptor triggering the standardization evolution and the emergence of new paradigms,

like for instance the low-PHY and high-PHY separation.
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7.2 Outlook and Extensions

The work covered throughout this manuscript does not try and cannot be by any means an

exhaustive treatment of all the touched topics. In some cases, particular simplifying assumptions

are made, whereas in some other idealized scenarios are assumed. Despite these facts, caveats

are made clear and discussed inline within the main body of the work.

We summarize here however some valuable working points to complementing or to extending

this research:

• Despite of formalizing practically achievable fully digital designs for the training Tx/Rx

beamformers, Chapter 4 does not treat the practical realization of the latter in terms of

common hybrid RF architectures of mmWave systems. This problem could constitute

an interesting extension of the mmWave section where advantage of the structure of

the Tx/Rx training beamformers may be taken towards their realization with hybrid

architectures.

• Chapter 4 does not treat the case of massive mmWave systems, but instead considers low-

cost transceivers with small numbers of Tx/Rx antennas, i.e. T = R = 8. An extension

of the numerical simulations and analysis could be done to systems with more number of

antennas and higher number of training beamforming/combining vectors, which may be

more common in practice.

• The MC-NOMA receivers assume perfect CSIR, which is an idealized assumption, pro-

viding an upper bound of achievable system performance. To study real-world feasibility,

the decoders should be tested under the imperfect CSIR assumption and the performance

degradation relative to the ideal case should be measured.

• The MC-NOMA simulated channels are mainly specular stochastic Rayleigh fading, but it

could be worth it to investigate more realistic channels instead, with and without perfect

CSIR.

• The near-far effect specific to CDMA may be apparent to MC-NOMA as well. Despite the

expectations that this phenomenon should be mitigated by the joint receivers proposed,

an analysis in this direction may be of practical interest.

• The extension and applicability of MC-NOMA towards truly grant-free access could be

another interesting extension of future work.
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Appendix A

Normed, Inner Product and

Hilbert Spaces

NOTE: This appendix is not meant to provide a full-depth clarification of linear algebra

or functional analysis topics. Instead, it lists sufficient review material to provide a convenient

reference and help the reader follow the work more easily. For a more in-depth refresher of such

topics, the reader is directed to literature such as [20,72,231].

Firstly, recall that a vector space is the closed set V under finite vector addition, i.e.

+ : V × V → V, (A.1)

and scalar multiplication, i.e.

· : F × V → V, (A.2)

defined over the scalar field F [231], such that the following eight axioms hold for x,y, z ∈ V
and scalars a, b ∈ F :

• commutativity: x + y = y + x

• identity under addition: 0 + x = x + 0 = x

• identity under scalar multiplication: 1 · x = x

• existence of additive inverse: ∀x ∈ V, ∃ − x such that x + (−x) = (−x) + x = 0

• associativity of vector addition: (x + y) + z = x + (y + z)

• associativity of scalar multiplication: a(bx) = (ab)x

• distributivity of scalar sum: (a+ b)x = ax + bx

• distributivity of vector sum: a(x + y) = ax + ay
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Under the concept of bases, widely covered in Chapter 3, vector spaces are fully characterized

from an algebraic perspective solely by their dimensionality, i.e. their size. However, from a

functional analysis perspective, the algebraic definition of vector spaces does not provide the

necessary structure to determine convergence relations for sequences of functions to another

function, given that these are defined over the vector space in question. In response, the

concept of normed or inner product vector spaces was introduced [72] to address the “measuring”

necessary to determine the convergence of such functions and sequences thereof. Concretely,

these two reduce to the following definitions [72].

Definition A.0.1. Consider the vector space V . The function ‖·‖ : V → [0,∞) ∪∞ satisfying

the conditions

i). ‖x‖ = 0⇔ x = 0

ii). ‖ax‖ = |a| ‖x‖ , ∀x ∈ V, a ∈ F

iii). ‖x + y‖ ≤ ‖x‖+ ‖y‖ ,∀x, y ∈ V .

is a norm on V.

Definition A.0.2. Consider the vector space V . The function 〈·, ·〉 : V ×V → F for which the

properties

i). 〈x,y〉 = (〈y,x〉)∗, ∀x,y ∈ V

ii). 〈ax + by, z〉 = a〈x, z〉+ b〈y, z〉, ∀x,y, z ∈ V, a, b ∈ F

iii). 〈x,x〉 ≥ 0, ∀x,y ∈ V

iv). 〈x,x〉 = 0⇔ x = 0

hold, is an inner product on V .

Thus, if V is equipped with a norm in the sense of Definition A.0.1, V is a normed vector

space, whereas if the vector space V is equipped with an inner product as detailed by Definition

A.0.2, then V is a inner product vector space. Moreover, notice in the light of the two definitions

from above that if V is an inner product vector space, then it can be equipped with a norm

defined as

‖x‖ =
√
〈x,x〉, (A.3)

and as a result, V is also a normed space.

In addition, the inner product spaces define also the property of orthogonality, such that

two elements x,y ∈ V are orthogonal if 〈x,y〉 = 0, where the orthogonal complement of any

subspace U ⊂ V is further defined respectively as

U⊥ , {x ∈ V |〈x,y〉 = 0, y ∈ U}. (A.4)

Finally, given all of the above a Hilbert space is defined as follows [72].
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Definition A.0.3. An inner product space H with the norm defined by Equation A.3 is a

Hilbert space if its norm is a complete metric space.

In other words, an inner product space H is a Hilbert space if its norm metric satisfies

convergence over all Cauchy sequences [72], i.e.

lim
min(m,n)→∞

‖xm − xn‖ = 0, (A.5)

for every sequence x1,x2, . . . of elements in H.

As examples of finite-dimensional Hilbert spaces [72] that are also explored in this work are:

1. The real numbers vector space RM with the inner product 〈x,x〉 defined by

〈x,y〉 , xTy, (A.6)

or equivalently,

〈x,y〉 , yTx. (A.7)

2. The complex numbers vector space CM with the inner product 〈x,x〉 defined by

〈x,y〉 , yHx. (A.8)
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[45] C. F. Mecklenbräuker, A. F. Molisch, J. Karedal, F. Tufvesson, A. Paier, L. Bernadó,
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