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Abstract

Software in mobile and ubiquitous computing scenarios has to cope with a highly dynamic and
heterogeneous environment. For tapping the environment’s full potential, software should be
able to dynamically adapt on demand in a platform- and language-independent manner (e.g.,
by migration). Current systems have only limited support for the requested dynamics and
heterogeneity. Thus, the development of such adaptive applications is still a highly complex and
thus error-prone task.

In the context of this thesis, the SAMProc middleware is designed. SAMProc supports software
developers in creating such adaptive applications and thus eases development. In the SAMProc
approach, applications are able to dynamically change the location and to adapt the provided
interface, the current state and the implementation in use to the particular local execution
context. Thereby, applications are transparently and permanently addressable. This allows
continuous interaction with other applications. For easing application development SAMProc
uses a model-driven approach. For this purpose, this thesis introduces the novel concept of a
self-adaptive mobile process (SAMProc), which allows an abstract specification of the life cycle
as well as distribution aspects of an adaptive application: First, software developers model
the SAMProc; then, a code generator automatically maps this description to the SAMProc
infrastructure and creates the necessary adaptation code.

This thesis presents all parts of the SAMProc middleware in detail. Important contributions are
an architectural design pattern for dynamic application adaptation and migration in a heteroge-
neous environment and novel infrastructure services supporting software in such environments,
such as a service for dynamic management of code, a generic context service and a novel partic-
ularly lightweight Web service container. Innovative example applications complete this work
by demonstrating the potential of the SAMProc middleware.
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Zusammenfassung

Software im Bereich des Mobile bzw. Ubiquitous Computing muss besonders dynamischen und
heterogenen Umgebungen gerecht werden. Um das Potential der Umgebung möglichst gut aus-
zunutzen, sollte Software die Möglichkeit bieten, sich dynamisch zu adaptieren und in einer
plattform- und sprachunabhängigen Art auf die Umgebung zu reagieren (z.B. durch Migration).
Aktuelle Systeme unterstützen diese geforderte Dynamik bzw. Heterogenität nur begrenzt. Die
Entwicklung von mobilen und adaptiven Anwendungen ist daher heutzutage eine sehr komplexe
und damit fehleranfällige Aufgabe.

Im Rahmen der Arbeit wird die SAMProc Middleware konzipiert, die Entwickler bei der Erstel-
lung von derartigen adaptiven Anwendungen unterstützt und deren Entwicklung vereinfacht.
Im vorgestellten System können Anwendungen zur Laufzeit ihren Ausführungsort wechseln und
hierbei die Schnittstelle, den Zustand und die Implementierung an den jeweiligen lokalen Ausfüh-
rungskontext anpassen. Durch eine transparente und permanente Adressierbarkeit der Anwen-
dungen für Klienten wird eine durchgängige Interaktion zwischen Anwendungen ermöglicht. Zur
Unterstützung der Anwendungsentwicklung nutzt SAMProc einen modellgetriebenen Ansatz.
Hierzu wird das neuartige Konzept der selbstadaptiven mobilen Prozesse eingeführt, welches
eine abstrakte Spezifikation des Lebenszyklus sowie der Verteilungsaspekte der Anwendung er-
laubt: Zuerst modellieren Entwickler den selbstadaptiven mobilen Prozess, ein Codegenerator
bildet diese Beschreibung dann automatisch auf die entwickelte SAMProc Infrastruktur ab und
erzeugt den benötigten Adaptierungscode.

Die Arbeit stellt die Komponenten der SAMProc Middleware im Detail vor. Zu den wichtigen
Beiträgen zählen ein Entwurfsmuster zur dynamischen Anwendungsadaption und -migration
in einer heterogenen Umgebung sowie neuartige Infrastrukturdienste zur Unterstützung von
Software in derartigen Umgebungen, unter anderem ein Dienst zur dynamischen Verwaltung
von Code, ein generischer Kontextdienst, sowie ein neuartiger, besonders leichtgewichtiger Web
Service Container. Innovative Beispielanwendungen runden die Arbeit durch eine Demonstration
des Potentials der SAMProc Middleware ab.
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1
Introduction

Currently, we are approaching Mark Weiser’s [Wei91] vision of ubiquitous computing
(UbiComp). There, heterogeneous devices in the environment, such as cell phones, personal
digital assistants (PDAs), sensors and desktop machines, build up spontaneous and dynamic
networks. These devices provide a great potential of computing power, which should be used to
assist users. For instance, these resources can be used for cyber foraging [Sat01], an approach
in which resource-demanding calculations are swapped out from mobile devices to surrogates in
the environment to save computing resources on the mobile devices. This certainly requires in-
frastructure support; especially support for heterogeneity is a severe issue. Due to the fact that
applications are running within such a highly heterogeneous environment, they require being
fundamentally adaptive in terms of providing fundamental mechanisms to change the applica-
tion according to the current application context (e.g., characterised by platform, programming
language and hardware). At the same time, novel applications in mobile scenarios, such as
follow-me applications [TST01], demand for novel features, such as application migration (e.g.,
a mobile media player, which continuously uses the best multimedia output device in a mobile
user’s surroundings). Moreover, fundamental application adaptivity offers the opportunity to
even actively adapt the application to use the environment to full capacity (e.g., to run com-
putationally intensive parts of an application with native code by migrating the application to
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1 Introduction

powerful devices in the surroundings). While being fundamentally adaptive, applications should
remain addressable. This is essential for mobile and UbiComp systems for being able to foster
collaboration between applications and can be implemented with a persistent unique applica-
tion identity. However, it is a highly complex and thus error-prone task to develop applications,
which are able to manage system dynamics and fundamental adaptivity in terms of dynamically
changing and even migrating the application according to the respective application context.

The traditional approach of application developers to deal with heterogeneous environments is to
implement distributed applications with distributed objects (e.g., CORBA objects [OMG04a])
or Web services [W3C04c]. These objects and services implement parts of the application logic
and provide interfaces being remotely accessible to interact with each other in order to provide
the overall application functionality. However, in mobile and UbiComp scenarios, applications
face high system dynamics. There are applications, such as follow-me applications that require
parts of the application functionality being available at the local device. Even if the required
application logic is initially available, the situation can dynamically change (e.g., when a mobile
user changes the network). Thus, standard distributed applications are not sufficient due to
the fact that these have to be installed on the respective devices in advance. Additionally,
they provide only a base technology to implement applications and the development of large-
scale applications is still highly complex. These issues restrict the use of standard distributed
applications in spontaneous environments.

An advanced data-centric approach is the use of workflow systems, such as proposed by
Satoh [Sat05, Sat06]. There, a central workflow engine orchestrates the underlying station-
ary distributed objects or services on the basis of a workflow description that is provided by the
application developer. This eases application development. On the basis of such systems, Kunze
et al. [KZL06] introduce mobile workflows, i.e., workflows that are transferred between workflow
engines at runtime. Although this is a promising approach to distribute the workflow execution,
it leads to high resource consumption in general because it requires an engine for workflow in-
terpretation on all participating devices. Especially in mobile and UbiComp environments this
is not acceptable because of the resource-limited devices in use.

A more dynamic approach is the use of mobile code, i.e., mobile agent (MA) platforms support-
ing run-time migration from one machine to another one at runtime [FPV98] like Aglets [LO98].
This is especially useful in dynamic and spontaneous environments as the application does not
have to be installed on all participating devices in advance (actually, such a pre-installation
is impossible as already described before). Yet, in general, these MA systems require uniform
execution environments regarding platform and programming language. Most rely on Java and
use native serialisation [Sun05a] to implement migration. This turns them into an inappropri-
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ate candidate for heterogeneous environments. Especially mobile and UbiComp scenarios with
embedded devices require support for resource-conservative native languages, such as C and
C++. Solutions to this issue are MA systems supporting heterogeneity, such as Agent Fac-
tory [BOvSW02]. However, these systems still lack an overall solution for dynamic loading of
unavailable code on demand and automatic state transfer (usually, both mechanisms have to be
implemented manually). Moreover, there is no support for dynamic fundamental adaptation of
the application at runtime (e.g., to fundamentally adapt an application by restricting its func-
tionality on a resource-limited device), which is essential in mobile and UbiComp scenarios to
get the most out of the available execution resources.

1.1 Problem Statement

This thesis addresses three important problems that arise in the context of mobile and UbiComp
application development as described before.

• First of all, support for heterogeneity is insufficient in current infrastructures. If at all,
migration between heterogeneous nodes is only possible with manual implementation of
migration functionality in the application logic. Such an approach requires a deep under-
standing of the application and the infrastructure in use. Hence, application development
is complex and error-prone.

• Secondly, current strategies to implement adaptation steps in an application are cum-
bersome and thus error-prone. Such systems with adaptation support require manual
implementation of the adaptation steps. In general, this leads to strongly intermingled
adaptation and application logic. Maintaining such kind of code is highly demanding.

• Thirdly, mobile and UbiComp applications have to be well-suited for resource-constrained
devices. Having only little memory available does not allow having the entire code present
on all potential target nodes for migration. Furthermore, it is often undesirable to have
the fully-fledged functionality present on every node the application migrates.

1.2 Main Contributions

The following sections briefly introduce the main contributions of this thesis with respect to the
aforementioned problems and relate them to the current state-of-the art. First of all, this thesis
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proposes a solution that faces the issue of heterogeneous migration with an abstract state descrip-
tion that is mapped to environment-specific representations and code for automatic conversion.
Secondly, regarding the implementation of adaptive applications, this thesis proposes a solution
that aims at supporting the developer by separating the adaptation from the application logic.
The key goal is to integrate an abstract description for fundamentally adaptive applications.
This approach results in enabling the use of model-driven development (MDD) techniques for
generating the fundamental adaptation logic of these applications being able to run in heteroge-
neous mobile and UbiComp environments. Last, with respect to resource-constrained devices,
this thesis presents a solution that minimises the memory utilisation by loading tailored code
on demand and minimising the data necessary for execution.

1.2.1 Architectural Design Pattern for Fundamentally Adaptive Applications

Due to insufficient system support for applications being able to manage system dynamics and
fundamental adaptivity, there is a high demand for an architectural design pattern supporting
the development of such applications. This thesis introduces adaptive x migration (AXM),
a novel architectural design pattern for fundamentally adaptive applications with two con-
crete implementations, i.e., adaptive Web service migration (AWSM) and adaptive object
migration (AOM). Unlike related work, the pattern enables fundamental adaptation in terms
of changing the application location at runtime (i.e., weak migration1 [FPV98]) and by dynami-
cally replacing parts of the provided functionality, available state and the implementation in use
while maintaining a unique identity. The approach is generic in the sense that it has only very
little demands on the underlying base infrastructure and can be mapped to common object- and
service-based middleware infrastructures. More concrete, AXM only requires a method to map
method calls, call parameters as well as data structures to different implementation languages,
and support for communication references, application identity and application deployment at
runtime. Actually, this is exactly what is provided by major middleware platforms, such as
CORBA [OMG04a], Web services [W3C04c] and also .NET [Mic09]. This claim is proved by
providing two AXM-based prototypes being implemented with CORBA objects (i.e., AOM ob-
jects [KSSH06]) and Web services (i.e., AWSM services [SKHR08]). Yet, the author advocates
the use of Web services in mobile and UbiComp scenarios as these have already achieved ac-
ceptance in standard environments. This is supported by the fact that there is promising work
on Web services providing reasonable communication between heterogeneous sensors [LKNZ08].
Moreover, this thesis presents novel applications calling for fundamental adaptivity that demon-
strate the feasibility of the AXM approach.

1Only application state is transferred but no execution-dependent state, such as stack values and CPU registers.
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1.2.2 Infrastructure Support for Mobile and Ubiquitous Computing Scenarios

Dynamic management of code is an essential part of application migration in a dynamic environ-
ment. There, challenges arise if rarely used code has to be loaded on demand or if code to load
is not even known in advance. This is a common problem, as distributed applications usually
have numerous independently running application parts. This results in some code not being
known at compile time and even at start-up time. Yet, it is desirable that newly developed code
can be used by already running execution environments. Additionally, for some applications
it is not feasible to install and load all implementation code at every node of the system. For
instance, some code might only be used by a few nodes and these nodes may not be known in
advance or have resource restrictions.

For enabling migration to locations where the necessary code is locally unavailable, this thesis
suggests a dynamic and decentralised code management service. This service allows peers to
offer and to obtain platform-specific code on demand. The decentralised dynamic code man-
agement infrastructure is generic in the sense that it is independent of the peer-to-peer (P2P)
infrastructure in use (only keyword search has to be supported). Alternatively, the developed
infrastructure is able to integrate a centralised code management service for an improved re-
source usage on mobile devices due to the fact that there is no need for traffic to maintain
the P2P infrastructure. In contrast to related work, such as Java Web Start [Sun05b] and the
work of Paal et al. [PKF05], the proposed service allows centralised and decentralised dynamic
discovery of implementation code and is not restricted to a particular programming language.
Additionally, it provides means to automatically select appropriate, system-tailored implemen-
tations with respect to functional and non-functional properties. Thus, it excellently fits highly
dynamic and heterogeneous scenarios. Moreover, this thesis shows a transparent integration
of the dynamic code management service in OSGi [OSG07a] due to the fact that OSGi is a
key-technology to support on-demand deployment of complex Java-based applications. Finally,
it proposes a seamless adoption of the OSGi-based service within AWSM.

Mobile and UbiComp scenarios are characterised by high system dynamics due to the ad-hoc
nature of device interconnection. Thus, most decisions of an application have to be made at run-
time, such as if an application should be fundamentally adapted or which code should be loaded.
This highly depends on the current application context (i.e., all information characterising the
current situation of the application). Thus, applications have to be context-sensitive.

This thesis introduces a novel context service for mobile and UbiComp applications. For support-
ing the required heterogeneity the context service provides a Web service interface. It manages
system dynamics by providing context management functionality, i.e., for collecting, discovering
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and monitoring of context at runtime. To represent the context, it builds on a novel generic
context model with a modular architecture to support all kinds of applications. In contrast to
related work, such as proposed by Schmidt et al. [SAT+99] and Indulska et al. [IRRH03], this
eases integration of further context components (i.e., parts of the context building the over-
all context) and allows decentralised modelling of context using heterogeneous context sources.
Additionally, the proposed service uses only standards for describing and querying context infor-
mation. For describing the context it uses the Web Ontology Language (OWL) [W3C04a] and
for discovery the powerful SPARQL Protocol and RDF Query Language (SPARQL) [W3C08].

A service for discovering entities, such as users, devices and services is a crucial part of dynamic
mobile and UbiComp systems. In particular, if the mentioned context service is not available,
such a service can be used as a lightweight alternative.

This thesis proposes an integration of entity discovery with the Session Initiation Protocol (SIP),
a common coordination protocol for multimedia services. For instance, it is used for next genera-
tion networks [ITU04] as proposed by the IP Multimedia Subsystem (IMS) specification [3GP09]
for upcoming mobile phone networks. With only small extensions on top of standard SIP, enti-
ties may be registered and searched for. Unlike state-of-the-art approaches, the approach omits
the additional overhead of implementing separate entity discovery services. The solution is com-
pliant to the SIP standard and offers the same level of flexibility as common entity discovery
protocols. Yet, general problems with the standard SIP infrastructure, for instance in UbiComp
ad-hoc networks, lead to a trend of integrating P2P mechanisms into SIP. This thesis proposes
a novel architecture for decentralised SIP networks on the basis of JXTA [Gon01], which main-
tains compatibility with standard SIP. Unlike related approaches, various P2P algorithms can
be integrated according to custom requirements and the architecture supports entity discovery.
An evaluation of the P2P approach shows that it compares well to standard SIP in terms of
response time but results in more traffic for maintaining the P2P overlay.

There are several Web service containers for standard Java to run the required infrastructure
services, such as Apache Axis [Apa06]. Yet, these containers demand for powerful execution
devices. Java Micro Edition (ME) provides a basic Java environment for mobile devices, such as
PDAs and mobile phones. It requires only minimal resources and provides two configurations, i.e.
the Connected Device Configuration (CDC) and the Connected Limited Device Configuration
(CLDC). CDC is intended for powerful devices, whereas CLDC is also running on resource-
limited devices.

This thesis presents SoapME , a flexible and lightweight Web service container for Java ME. For
supporting as many devices as possible SoapME is based on CLDC because CLDC-compatible
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applications are also able to run in a CDC environment [Sun06a]. Having broad acceptance
in the Web service community, SOAP [W3C07b] is used for Web service invocations. SoapME
provides high flexibility by supporting dynamic Web service deployment at runtime. Addition-
ally, it offers several extension points, such as for invocation interception and for changing the
transport protocol. Thus, SoapME provides all required means to implement AWSM on top
of it. There is no comparable Web service container for Java ME CLDC. There is only JME
SOAP Server [Sou06a], a very rudimentary Java ME CLDC Web service container. In contrast
to SoapME , JME SOAP Server does not provide any extension points and does not support
dynamic deployment at runtime. This thesis describes the SoapME prototype implementation,
which provides reasonable performance and compliance to the SOAP test collection specifica-
tion [W3C07d].

1.2.3 Model-driven Development of Fundamentally Adaptive Applications

For supporting the development of fundamentally adaptive applications on the basis of AWSM
services this thesis suggests a model-driven approach. Therefore, the concept of a self-adaptive
mobile process (SAMProc) is introduced, which provides a novel abstraction for fundamentally
adaptive applications. It allows the abstract specification of applications that are able to change
their behaviour and location during lifetime. The basic idea is to describe the application as
a SAMProc and to use this information to automatically generate the fundamental adaptation
logic of an appropriate AWSM service in a model-driven process.

For describing a SAMProc this thesis presents a novel XML-based description language, i.e., the
Self-adaptive Mobile Process Execution Language (SAMPEL). Due to the fact that the Business
Process Execution Language (BPEL) already provides means for orchestration of standard Web
services, SAMPEL is implemented as a BPEL extension, which additionally supports describing
AWSM service behaviour with respect to fundamental adaptation in terms of location, func-
tionality, state and implementation. This thesis presents a tool, which automatically generates
the fundamental adaptation logic of the corresponding AWSM service. Thus, application devel-
opers have to implement the pure application logic only. In comparison to related work, such
as proposed by Ishikawa et al. [ITYH06] and DEMAC [KZL06], the SAMProc approach is more
lightweight because it generates code which is not interpreted but executed at runtime. Thus,
there is no more need for evaluating the process description at runtime, which saves resources
on the affected devices. Additionally, SAMProc allows dynamic, system-tailored application de-
ployment at runtime. This supports devices with limited resources (e.g., storage, memory and
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CPU) as incoming (i.e., migrating) applications are automatically deployed, executed, migrated
to another network node and thus undeployed again.

Additionally, this thesis introduces an Eclipse plug-in that allows describing fundamentally adap-
tive applications with a graphical notation. Modelling with the Eclipse plug-in results in an
automatic generation of an appropriate SAMPEL description. Thus, in the overall process,
this approach allows generating the fundamental adaptation logic of a fundamentally adaptive
application with only few clicks.

1.3 Structure of this Thesis

This thesis is structured as follows. First, Chapter 2 discusses requirements for applications
running in mobile and UbiComp environments. Therefore, this thesis introduces exemplary
novel applications, which represent a broad set of adaptive distributed applications for mobile
and UbiComp scenarios. These are a cyber foraging application (i.e., a distributed ray tracing
application), a follow-me application (i.e., a mobile multimedia player) and a crisis management
application (i.e., a mobile report application). Thereafter, the overall application requirements
are defined on the basis of these application needs.

Chapter 3 introduces AXM, a novel architectural design pattern for fundamentally adaptive ap-
plications that meets these requirements. After an in-depth discussion of related work providing
support for such applications, special attention is given to the fundamental adaptivity capabil-
ities of AXM and the required network entities to implement the approach. Then, the chapter
describes two prototypes implementing the AXM pattern: AOM on the basis of CORBA and
AWSM on the basis of Web services (in each case with interoperable implementations for Java
and C++). The end of the chapter presents the implementation and the respective performance
of the exemplary applications of the previous chapter.

For assisting applications in mobile and UbiComp scenarios Chapter 4 provides advanced in-
frastructure services supporting dynamic and heterogeneous environments. After discussing the
fundamental requirements of a service for dynamic loading of platform-specific code being un-
available at a particular location, the chapter shows the implementation of such a service on
the basis of the P2P platform JXTA [Gon01]. This is followed by an integration of this service
into the OSGi framework being a key-technology to support on-demand deployment of complex,
modularised Java-based applications [OSG07a]. Special attention is given to the integration of
the Java-based AWSM prototype with OSGi to show the feasibility of the approach. Then, after
determining the requirements of a generic context service, the next part of the chapter introduces
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the context model and the architecture of such a service. Again, to show the feasibility of the
approach, the service is integrated into the AWSM prototype and used for the implementation
of the mobile multimedia player application of Chapter 2. The next part of the chapter pro-
poses a novel SIP-based service for dynamically discovering entities, such as users, devices and
services. After a brief introduction of SIP, the necessary SIP extension is described in detail.
Then, a decentralised approach is presented and evaluated. The last part of the chapter is de-
voted to SoapME . After defining the requirements for a lean Java-based Web service container,
the SoapME architecture is presented with special attention to dynamic deployment of Web
services at runtime. Instructions on service development with SoapME and a brief performance
evaluation conclude the chapter.

Chapter 5 presents support for the development of fundamentally adaptive applications. First,
the concept of SAMProc is introduced as an abstraction, which allows automatically generating
implementation code of fundamentally adaptive applications on the basis of AXM in a model-
driven manner. Therefore, the chapter describes the novel SAMPEL description language and
shows an appropriate code generator for AWSM as feasibility study. Then, an Eclipse plug-
in is presented that is able to generate an appropriate SAMPEL description from a graphical
application model.

Finally, Chapter 6 concludes by highlighting the main contributions of this thesis and depicting
their limitations. It discusses open problems and challenges for future work.
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2
Application Requirements in Mobile and

Ubiquitous Computing Environments

This chapter discusses requirements for applications in mobile and UbiComp environments.
First, the following section briefly introduces the idea of mobile and UbiComp and describes
the typical system characteristics. The subsequent section brings up three novel applications
for such scenarios, which are used throughout the rest of this thesis. Finally, general software
requirements are derived from the needs of these applications.

2.1 Mobile and Ubiquitous Computing

In the early nineties, Mark Weiser envisioned a future of ubiquitous computing (UbiComp),
in which everyday life of people should be unnoticeably supported by small, mobile devices
in the surroundings [Wei91]. These devices should be ubiquitous in the sense that people do
not recognise them as computational devices anymore. According to Weiser, this evolution is
comparable to the early 80ies when personal computers (PCs) superseded mainframes (at that
time, mainframes were only used for special applications). The term mobile computing is similar
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to the idea of UbiComp. Yet, in mobile computing all devices are mobile but not essentially
ubiquitous.

Currently, we are approaching Weiser’s vision with an increasing number of small devices with
computing power and network connectivity being available. Users already start using mobile
devices, such as MP3 players, mobile phones, PDAs and laptops instead of standard PCs.
These premises provide the ability to develop novel applications, such as a personal information
manager that guides users through everyday life according to the current location. Due to more
and more mature user interfaces, devices start disappearing as visible computational devices in
terms of UbiComp.

From the author’s point of view, mobile and UbiComp provide great prospects for future ap-
plications. Overall, there is a great potential of computing power in the surroundings as many
people will take all kinds of computing devices with them. These devices can be interconnected
and their computational power can be shared, which results in great cooperation possibilities
among the participating devices and users. This potential calls for novel applications.

2.2 Adaptive Applications in Mobile and Ubiquitous Computing
Scenarios

This section introduces three exemplary mobile and UbiComp scenarios: a cyber foraging, a
follow-me and a crisis management application. Whereas the first two applications examine
how an application on a mobile device can use external resources from a single-user perspective,
the last one targets a more complex setting where multiple users try to solve a common goal
(i.e., to document a large accident and coordinate rescue operations). As already motivated
in the introduction, these scenarios call for fundamentally adaptive applications to use the
environment to full potential. All applications are examined regarding their particular software
requirements.

2.2.1 Cyber Foraging – Distributed Ray Tracing

The first application is a novel cyber foraging application [Sat01] implementing distributed
ray tracing. The general idea is to effectively use complex ray tracing algorithms on powerful
stationary devices while presenting the results on resource-limited mobile devices, such as PDAs
and subnotebooks. A possible scenario is interactive ray tracing [WBS03] for a virtual reality
application running on a mobile device.
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Figure 2.1: Basic workflow of ray tracing application

Such a ray tracing application is characterised by a basic workflow (see Figure 2.1). First, the
scene is prepared by specifying the content and configuring the lights, then the scene is rendered,
and finally the completed scene is presented within a graphical user interface (GUI). The prepa-
ration and the presentation steps can be processed on resource-limited mobile devices without
difficulty. There, high-level languages, such as Java (i.e., standard and micro edition [Sun09a])
can be used, which eases GUI development. By contrast, the rendering step should be executed
on a powerful device. Additionally, for reducing the execution time the rendering step requires
using more efficient programming languages, such as C and C++. For displaying the overall
progress the application should be able to monitor the rendering process.

Moreover, if the mobile device is connected to the Internet it should be able to offload the render-
ing to a more powerful machine (e.g., inside a cloud computing infrastructure [VRMCL09]). If
the Internet is not accessible a quality reduced, less resource-intensive rendering process should
be performed on the node itself. Especially for the latter, multiple implementations are neces-
sary as the rendering-process has to be optimised for the executing hardware and due to the
high variety of operating systems and programming languages for mobile devices.

As already motivated in the introduction, this thesis advocates using fundamental adaptation
with support for migration to implement the ray tracing application. Thus, the workflow of ray
tracing can be seen as an application that is migrated for using the environment to full potential
(i.e., to migrate to the most powerful devices in the surroundings for rendering the scene). Due to
the fact that such an application is not a standard application and to support dynamic changes in
the availability of powerful devices, dynamic code loading is required if the code is unavailable
on the particular device. Furthermore, such an application requires fundamental adaptivity
in terms of programming language (e.g., Java vs. C and C++) and functionality (each step
in the application workflow needs different functionality). While being fundamentally adaptive
(especially in terms of migration), there is a need for permanent addressability because it should
be possible to monitor the state of the application for its whole lifetime.
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Figure 2.2: Basic workflow of mobile multimedia player

2.2.2 Follow-me – Mobile Multimedia Player

The second application is a novel mobile media player, which is implemented as a follow-me
application [TST01]. The media player is mobile to allow using the best presentation device
in the surroundings. This supports scenarios, such as the following: a user plays video on
her mobile device and arrives at home; there, the application automatically recognises superior
output devices in the surroundings and the presentation switches over to a bigger TV screen
(see Figure 2.2). Thus, in contrast to the first example, not only compute-intensive tasks are
off-loaded but hardware resources in the proximity of the user are used for an improved user
experience.

The mobile media player application consists of two parts: a presentation component, which is
controlled by a remote control component. Both components are implemented as independently
migratable applications. This allows, for instance, keeping the remote control on the mobile
device while migrating the presentation component on a stationary device displaying the media
on a TV screen.

In addition to requiring dynamic deployment to allow migrating to all supporting devices in
the surroundings, the application needs fundamental adaptivity. This refers to fundamental
adaptivity in terms of implementation (due to the heterogeneous environment with different
hardware running different programming languages and platforms, such as media presentation

14



2.2 Adaptive Applications in Mobile and Ubiquitous Computing Scenarios
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Figure 2.3: Basic workflow of report application

using the Java Media Framework (JMF) [Sun02] vs. the Mobile Media API (MMAPI) [Sun06e])
and functionality (e.g., only audio or video on particular devices with only one output facility).
Finally, the approach requires addressability to allow the remote control connecting to the
presentation component independent from its current location and implementation in use.

2.2.3 Crisis Management – Report Application

The third application is a novel application supporting crisis management by providing means
for people in the crisis surroundings to document the current situation. Such a documenta-
tion system is able to support rescue coordination centres to provide emergency services with
up-to-date information about the scene. Additionally, such a documentation system can help
afterwards with the investigation of causalities. For instance, at the crash of a Concorde airplane
near Charles-de-Gaulle airport in the year 2000 the cause could be clarified afterwards due to
private recordings. Another example for the power of spontaneous reporters is the crash of a US
Airways airplane plunging into the Hudson River in 2009. There, information about the scene
spread faster via Twitter than via traditional media [Mar09].

In such crisis situations, people in the scene surroundings (i.e., spontaneous reporters) with
mobile hardware (e.g., a cell phone, a PDA or an Internet tablet) should be able to initiate a
basic report workflow to document the current situation for the rescue coordination centre (see
Figure 2.3). Therefore, these spontaneous reporters enter text, audio and video messages into
a report application on the mobile device. The code, which is required for this application,
is initially provided by the rescue coordination centre (e.g., using the multimedia messaging
service [Sev99] it is possible to send the application to all mobile devices that are connected
to mobile networks, such as UMTS and GSM, in the scene surroundings). After successfully
entering the documentation, the report is sent to virtual first-aiders. These are particular persons
in the scene area, which undertake the task of reviewing the report: they verify the information
and reject meaningless reports to disburden the rescue coordination centre. Only important
reports are forwarded to the rescue coordination centre where the reported data is presented in
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order to act accordingly. Additionally, rescue coordination centres are able to initiate subsequent
mobile report workflows to ask for further information from distinguished reporters.

Like the ray tracing application, this thesis advocates implementing the report application on
the basis of fundamental adaptation with support for migration (see Chapter 1). With respect
to this, unique reports can be seen as self-contained applications, which are migrated to imple-
ment the mobile workflow. Again, this requires dynamic deployment on demand to support the
dynamic environment and to allow migration to all possible devices in the surroundings. Ad-
ditionally, the application requires fundamental adaptivity in terms of programming language
(due to the heterogeneous environment with different hardware), functionality (each step of the
mobile workflow needs different functionality) and state (e.g., anonymous reviewing: information
about reporter should not be available at the virtual first-aiders but at the rescue coordination
centre). The mobile report should be addressable for its whole lifetime for reporters being able
to monitor what happened to their report.

2.3 Summary of Software Requirements

The presented applications sketch a broad set of different mobile and UbiComp scenarios. The
following paragraphs give an overall summary of their requirements.

All the presented applications require some form of fundamental adaptivity. They need a flexible
concept to dynamically change the application behaviour (i.e., functionality to implement a
basic mobile workflow), runtime (i.e., implementation to support heterogeneity) and footprint
(e.g., minimal state, implementation and functionality to support resource-limited devices).
Furthermore, applications are required to be migratable. Through this, they are able to benefit
from specific context in the surroundings (e.g., users, computing power, provided services and
connected devices). In contrast to a data-centric approach, in which only data is transferred,
on the one hand, such an approach calls for dynamic application deployment and undeployment
on demand, which is definitely not a trivial issue. On the other hand, migration has the great
potential to free resource-limited devices from preinstalling all possible applications in advance.
Actually, this is even impossible due to the fact that the presented applications are not standard
applications and all possible devices cannot be determined in advance because of the dynamic
environment. Dynamic deployment allows migrating to devices, where the necessary code is not
known in advance, which supports the dynamic nature of the example scenarios.

Regarding migration it is also important to support heterogeneity of the surrounding devices.
Due to the fact that each connected device in the surroundings is potentially able to contribute,
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there is highly heterogeneous hardware, such as laptops, PDAs, mobile phones and even sensors.
In general, for executing applications such devices are further characterised by offering different
operating systems, programming languages and platforms.

In addition to providing fundamental adaptation support for device-tailored applications, the
infrastructure services themselves should be resource-conservative according to the respective
device capabilities. This results from the fact that embedded hardware within the physical
devices may be limited (e.g., memory, CPU, energy). Thus, mobile and UbiComp infrastructures
have to pay special attention to support resource-limited devices.

While being fundamentally adaptive, applications still have to be permanently addressable to
allow for cooperation and monitoring. This requires an application identity, which remains
constant for the whole application lifetime. A mobile and UbiComp infrastructure should even
allow the localisation of participating objects in the surroundings in general. This could be
supported by a discovery process mechanism for objects on the basis of either metadata (e.g.,
type and location) or the respective object identifier. For eventually interacting with one another,
applications require communication. Due to the fact that participating devices are characterised
by heterogeneity, interoperability is needed. Therefore, common standards for application-to-
application communication, such as Web services, should be used.

Mobile and UbiComp scenarios are characterised by high system dynamics. This results from the
fact that more and more computing power is embedded into everyday objects. In conjunction
with network connectivity these objects are able to spontaneously build up open networks.
Additionally, as devices are mobile, some of them might not be reachable anymore, whereas
new devices can be discovered. For a prompt reaction to such system changes, a dynamic
notion of context is needed within the applications and the infrastructure. This comprises
context about the current execution environment of the application (e.g., current resource usage
and location) as well as about other execution environments (e.g., current load and provided
services). Due to high system heterogeneity, context metadata has to be standardised to ensure
the interoperability among applications and infrastructure services in the surroundings.

As a result of the diverse set of requirements, application development for mobile and UbiComp
scenarios is a highly complex and thus error prone task. Thus, for making these requirements
controllable, there should be development support, for instance on the basis of a model-driven
approach. Ideally, there should be automatic code generation support using high-level abstrac-
tions for enabling application development being independent from the underlying infrastructure
in use. This would allow application developers focusing on the mere application logic.
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3
AXM: Architectural Design Pattern for

Fundamentally Adaptive Applications

This chapter introduces adaptive x migration (AXM), a novel architectural design pattern for
fundamentally adaptive distributed applications that meets the requirements defined in Chap-
ter 2. AXM supports fundamental adaptation in terms of dynamically changing the location
(i.e., weak application migration), provided functionality, available state and the implementation
in use. Prior to describing the AXM approach in detail, this thesis explicitly discusses related
work regarding fundamentally adaptive and in particular mobile applications (i.e., in terms of
supporting migration). Then, the chapter highlights the fundamental adaptivity capabilities of
AXM and the required network entities to implement the approach.

For showing the generality of the approach, this chapter shows two prototypes implementing
the AXM pattern: AOM on the basis of the Common Object Request Broker Architecture
(CORBA) and AWSM on the basis of Web services. Both prototypes are implemented with
interoperable implementations for Java and C++ without any changes regarding the respective
middleware platform in use. This chapter concludes by showing the AXM-based design and
the implementation of the exemplary applications of the previous chapter with their respective
performance in a typical mobile and UbiComp setting.
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3.1 Related Work

This section provides a comprehensive overview on related work regarding fundamentally adap-
tive and in particular mobile applications. Thereby, the section focuses on systems that practi-
cally support at least one aspect of fundamental adaptivity as well as on more abstract proposals
such as specifications. This is inline with the generality of the architectural design pattern and
the two concrete prototypes on the basis of the pattern. After giving details on the particular
systems in the respective sections, a summary compares these systems with each other according
to their common main aspects.

3.1.1 Mobility

Application mobility is essential to tackle dynamic environments. The following paragraphs
present details on system support for applications being implemented as mobile objects, services
and agents. Live migration on the basis of virtual machines (e.g., Clark et al. [CFH+05]) is not
considered due to the fact that these systems only allow migrating virtual machines as a whole;
AXM offers a much more fine-grained migratability in terms of applications. Additionally, virtual
machine migration is restricted to a homogeneous environment regarding the hypervisor.

3.1.1.1 Mobile Objects and Services

There is a vast number of systems supporting application mobility in terms of objects and
services. For instance, there are several approaches providing programming language support
for object migration. Already in 1988, the Emerald [JLHB88] programming language provided
strong object migration in homogeneous environments (i.e., regarding hardware architecture).
Later, in 1995, Steensgaard and Jul [SJ95] presented an extended approach for strong object and
thread migration in heterogeneous environments on the basis of Emerald. They implemented
heterogeneous migration by automatically converting the execution state, such as program coun-
ters, into a machine-independent format. Nevertheless, this approach is restricted to the Emerald
programming language and thus is not acceptable for heterogeneous environments with devices
supporting different programming languages.

In addition to programming language support, there is also system support for mobile objects.
For instance, Garbinato et al. introduce frugal objects (FROBs) for mobile and pervasive com-
puting [GGH+05, GGH+07]. FROBs implement an event-based computing model, in which
FROBs provide fundamental adaptivity in terms of their interface (i.e., accepted events) and
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code. FROBs support weak object migration but require a novel programming model, which
does not allow standard statements, such as loops and forks.

Peter and Guyennet [PG00] provide a generic solution for heterogeneous CORBA object mi-
gration based on the CORBA Life Cycle Service (LCS) specification [OMG02]. They require
describing the object state as an IDL structure, which is used to generate special objects car-
rying the mobile object state. Thus, the developer has to manually externalise and internalise
the mobile object state. Additionally, Peter and Guyennet do not address concepts for funda-
mental adaptation of the mobile object. Previous work [KSH05] co-authored by the author of
this thesis presents another approach for weak object migration on the basis of the CORBA
LCS specification. In contrast to Peter and Guyennet, it uses CORBA value types (i.e., objects
with call-by-copy semantics) to implement mobile objects. Due to the fact that value types
are implicitly transferred as a copy to the target location (as parameters of a remote method),
developers do not have to care about externalisation and internalisation of the mobile object.

In addition to systems supporting object migration, there are also approaches for implementing
application migration on the basis of service migration. For instance, Hammerschmidt and
Linnemann [HL06] present stateful Web service migration. For implementing service migration
they build on Java serialisation. Thus, this approach is limited to Java, which is insufficient in
mobile and UbiComp environments. Additionally, system dynamics are not well supported as
the target location for migration is statically specified.

3.1.1.2 Mobile Agents

In the past, a lot of mobile agent (MA) systems were developed. An MA is a special kind of
mobile application, which acts autonomously and is able to migrate for fulfilling its task. Most
of these systems allow weak migration but only in homogeneous environments due to the fact
that they rely on native Java serialisation. Examples for such MA systems are MOA [MLC98],
Mole [SBH97, BHRS98] and Aglets [LO98]. Additionally, there are also MA systems supporting
strong migration, such as D’Agents [GCK+02]. Nevertheless, strong migration in the D’Agents
system is restricted to Tcl and Java and does not provide means for agent migration in hetero-
geneous environments.

Takashio et al. [TST01] propose an MA framework to implement follow-me applications. Their
system provides MAs with means to adapt their code to the current context. Thus, appli-
cations are able to benefit from using high-performance implementations on powerful devices.
Nevertheless, the solution requires a Java runtime environment and therefore does not support
heterogeneous environments. Furthermore, Ishikawa et al. [IYTH04] describe an MA system
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for Web service integration in UbiComp environments. In their approach MAs implement basic
workflows: MAs are able to move to particular locations in order to obtain efficient local ac-
cess to Web services. However, their approach is also restricted to Java as it uses native Java
serialisation to implement migration.

There are MA systems for heterogeneous environments as well, such as Agent Fac-
tory [BOvSW02]. There, the authors propose a platform-neutral approach for weak agent mi-
gration. Instead of transferring the MA code, only a blueprint is transferred. Such an approach
can be realised by assuming that an MA consists of a set of components. These are composed
on the basis of the transferred blueprint at the migration target location by a special Agent
Factory. However, the approach still lacks a solution for dynamic loading of unavailable code
and automatic state transfer.

Choy et al. [CBM99] conceptually developed a CORBA environment for MAs on the basis of
mobile CORBA objects. Therefore, they used the CORBA LCS but apparently the concept has
never been implemented. Additionally, the Secure and Open Mobile Agent (SOMA) program-
ming framework for MAs was introduced by Bellavista et al. [BCS00]. SOMA is compliant to
CORBA and the MA standards MASIF [MBB+99] and FIPA [ON98]. Thus, it is compatible
with other MA systems. Like Agent Factory, all mentioned systems lack dynamic loading of
unavailable code and automatic state transfer.

There are also more high-level approaches for application mobility. For instance, Binder et al.
present an architecture for ad-hoc processes [BCF+06] being executed by MAs. Their MAs
contain an XML process description for necessary local invocations. This leads to a dynamic
itinerary for the MAs but the architecture is restricted to Java. Another system is the Distributed
Environment for Mobility-aware Computing (DEMAC) [KZL06] targeting the distributed exe-
cution of processes. Therefore, a custom process description language was developed. Instead of
migrating the application, only process descriptions are transferred for providing some kind of
mobility. Thus, the DEMAC approach is similar to mobile workflow management systems, such
as proposed by Satoh [Sat05, Sat06]. However, these systems require a process execution en-
gine on all participating devices, which conflicts with supporting dynamic mobile and UbiComp
environments with all kind of devices (e.g., resource-limited devices).

To sum it up, most of the presented mobile object and MA systems provide only migration
support for homogeneous Java environments using native Java serialisation. There are only
some systems for heterogeneous environments on the basis of CORBA. Moreover, a very crucial
requirement in mobile and UbiComp environments is support for fundamental adaptation to
the current runtime context. Besides the work on FROBs, there is no mentioned system pro-
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viding flexible fundamental adaptation of an MA’s and mobile object’s state, functionality and
implementation at runtime. Only CORBA-based approaches (e.g., Bellavista et al.), Takashio
et al. and Agent Factory provide limited fundamental adaptation support of the MA’s and
mobile object’s implementation at migration time. Thus, the following section presents a broad
overview of systems supporting fundamentally adaptive applications.

3.1.2 Fundamental Adaptivity

There are different approaches to achieve fundamental adaptivity of applications. First of all,
there is programming language support. For instance, the Self programming language [SU95]
allows manipulation of an object’s methods and state at runtime on the basis of the prototype
concept [NTM01]. There, an application developer is able to copy existent objects and to
dynamically modify the behaviour according to the current need instead of using inheritance for
specialisation. Due to the limitations of Self as a local programming language, there is also dSelf,
a distributed Self variant [TK02]. Another programming language with respect to fundamental
adaptivity is AmbientTalk [DvCM+05] building on the ambient-oriented programming (AmOP)
paradigm. AmbientTalk tackles volatile connections as well as system dynamics with an active
object model on the basis of concurrent distributed prototypes. Although dSelf and AmbientTalk
are promising approaches, there is no support for heterogeneous object migration with support
for heterogeneous programming languages.

In addition to programming language support, there are also systems that are built on the basis
of the tuple space paradigm [Gel85]. There, application data is shared as tuples in a distributed
system. For instance, Limbo [DWFB97] was the first tuple-space–based platform supporting
adaptive applications in mobile environments. Yet, tuple spaces require a special programming
model and do not support dynamic fundamental adaptation of application functionality and
implementation at runtime.

There is also middleware support for fundamentally adaptive applications. For instance, Almeida
et al. introduce a dynamic reconfiguration service for CORBA [AWvSN01]. The proposed
service is able to upgrade applications in terms of objects at runtime. Objects do not have to
be taken offline by entailing operations for migration, replacement, addition and removal. In
contrast to the AXM pattern, the dynamic reconfiguration service does not allow replacing the
object interface and state at runtime. Furthermore, another drawback is that developers have
to manually implement methods for state introspection and modification.

An MA-based approach to fundamental application adaptation was proposed by Mendez and
Mendes with the Agent Transport Service (ATS) [MM99]. They considered the CORBA LCS
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but in order to support lightweight agents it was discarded: in contrast to all migration meth-
ods being offered by the MA itself these methods are entirely provided by the ATS. Unlike the
AXM approach, ATS does not provide support for fundamental adaptation of the MA state and
functionality. Another MA system for implementing fundamentally adaptive applications was
introduced by Brandt et al. [BHR01, BR00]. Their MAs are reassembled from small subcom-
ponents. This allows exchanging context-dependent implementation parts at runtime. This is
comparable to the AXM prototypes, which also provide means for loading context-specific im-
plementations at runtime on the basis of dynamic code management (DCM) (see Section 4.1).
In contrast to AXM, Brandt et al. do not provide means to change the application interface at
runtime according to the current context.

Furthermore, there are component-based [Szy02] middleware platforms to implement fundamen-
tally adaptive applications. For instance, PCOM [BHSR04] focuses on the development of a
distributed component-based system, which allows dynamic adaptation of component dependen-
cies at runtime. Thus, parts of the application implementation can be reconfigured at runtime (in
terms of components). Internally, PCOM builds on the BASE middleware [BSGR03], which pro-
vides abstractions to access remote services transparently. A similar approach on the basis of dis-
tributed components is the Mobility and Adaptation Enabling Middleware (MADAM) [AEHS06].
There are also Web-service–based middleware platforms for fundamental application adaptation
on the basis of component-like reconfiguration. For instance, Erradi et al. introduce Manageable
and Adaptive Service Compositions (MASC), a policy-based middleware for adaptive composite
Web services [ETM07]. There, applications are dynamically composed of different Web services
(implementing parts of the application). In contrast to reconfiguring parts of the application,
the AXM approach propagates replacing the application (e.g., Web service or CORBA object)
with a fundamentally adapted one. Thus, AXM allows optimal resource usage by fundamentally
adapting the application to a device-tailored one (e.g., in environments with resource-limited
devices). Nevertheless, Web service composition can be used in conjunction with the AXM
implementation for Web services, for instance, to integrate legacy services

3.1.3 Summary

After an in-depth discussion of related work, the following paragraphs compare the features
of the related systems with the AXM approach according to important mobile and UbiComp
requirements, such as heterogeneity, mobility, adaptivity and communication.

Due to the fact that mobile and UbiComp scenarios are generally built upon open systems
with quite a number of different devices, support for heterogeneity is a severe issue. Figure 3.1
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Project Name Heterogeneity Mobility Adaptivity
Language Platform Hardware Strong Weak Code Functionality State

AgentFactory + + + – + – – –
Almeida et al. + + + – + + – –
AmbientTalk – – + – – – + +
ATS + + + – + – – –
Binder et al. – + + – + – – –
Brandt et al. – + + – + + – +
Choy et al. + + + – + + – –
D’Agents + + + + – – – –
DEMAC – – – – + – – –
dSelf – – + – – – + +
Emerald – – – + – – – –
Emerald extension – – + + – + – –
FROBs – + + – + + + +
Hammerschmidt et al. – + + – + – – –
Ishikawa et al. – + + – + – – –
Kapitza et al. + + + – + + – –
Limbo + + + – – – – +
MADAM – + + – – + + +
MASC + + + – – + + +
MOA, Mole, Aglets – + + – + + – –
PCOM – + + – – + + +
Peter and Guyennet + + + – + + – –
Satoh – + + – + – – –
Self – – + – – – + +
SOMA + + + – + – – –
Takashio et al. – + + – + + – –
AXM + + + – + + + +

Figure 3.1: Related approaches: support for heterogeneity, mobility and fundamental adaptivity

provides details on heterogeneity support in related work, such as language, platform and hard-
ware heterogeneity. There are some systems supporting all these kinds of heterogeneity, such as
D’Agents, AgentFactory, ATS and SOMA. However, AXM is the only approach that goes even
one step further by providing an architectural design pattern with an abstraction for technolo-
gies, such as Web services and CORBA objects.

Furthermore, this thesis advocates that application mobility is the key to an improved usage of
resources in the surroundings in a mobile and UbiComp environment. Figure 3.1 also lists the
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Project Name RPC Messages Events

AgentFactory + – –
Almeida et al. + – +
AmbientTalk – + –
ATS + – –
Binder et al. + + –
Brandt et al. + – +
Choy et al. + – –
D’Agents – + –
DEMAC + – –
dSelf + – –
Emerald + – –
Emerald extension + – –
FROBs – – +
Hammerschmidt et al. + + –
Ishikawa et al. + + –
Kapitza et al. + – –
Limbo – – –
MADAM + – –
MASC + + –
MOA, Mole, Aglets – + –
PCOM + – –
Peter and Guyennet + – –
Satoh – + –
Self – – –
SOMA – + –
Takashio et al. – – +
AXM + + (+)

Figure 3.2: Related approaches: support for communication types

capabilities (i.e., weak vs. strong mobility) of related work in comparison to the AXM approach.
There are some systems supporting strong mobility, such as Emerald and D’Agents, but they
require a completely homogeneous environment regarding language and platform. There are
also systems that overcome the issue of heterogeneity with weak mobility, such as provided by
Almeida et al. and Peter and Guyennet. Yet, the AXM approach with its prototypes for CORBA
and Web services is the only one that supports weak mobility in heterogeneous environments
without requiring developers to implement any basic migration support themselves.

In addition, fundamental adaptivity is essential to adapt the application to the application
context (e.g., tailored application on resource-limited devices vs. fully-fledged application on
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powerful devices; see Section 2.2.1). Figure 3.1 provides details on related work capabilities with
respect to adaptivity. Only FROBs and component-based approaches, such as PCOM, provide
fundamental application adaptivity regarding code, functionality and state. Yet, the AXM
approach with its prototypes is the only one that provides complete fundamental adaptivity
in heterogeneous environments without requiring the developer to implement the adaptation
code.

Finally, for supporting a high number of applications, it should be possible to use any type of
communication according to the particular application needs. Figure 3.2 shows related work
with respect to RPC-, message- and event-based communication. There is no system that
provides all types of communication so far. Yet, due to the fact that AXM is an architectural
design pattern, it allows any type of communication. The current prototypes support RPC- and
message-based communication. An event-based prototype has not yet been implemented but is
possible as well.

3.2 AXM Architectural Design Pattern

This section presents the architectural AXM design pattern with a novel facet concept providing
an abstraction for fundamentally adaptive applications. It introduces the core idea in a nutshell,
shows fundamental adaptivity capabilities of the pattern and describes the necessary entities and
their collaboration in an abstract manner. The last part presents basic security considerations.

3.2.1 AXM in a Nutshell

This thesis introduces a novel abstract facet concept for making applications fundamentally
adaptive. It provides an abstraction from the fundamental adaptation steps of an application
and can be seen as a particular role of an application. These abstract facets are implemented by
a set of (concrete) facets. For instance, in the distributed ray tracing scenario of Section 2.2.1,
there would be a respective facet representing the preparation, rendering and presentation steps.
Such an application facet runs on a particular network node and comprises a particular interface,
implementation and state.

An application implementation already determines the implemented interface, comprised state
and the compatible nodes; specific nodes already determine executable application implemen-
tations. Thus, abstract facets can only comprise a particular interface and state and concrete
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Figure 3.3: AXM facet concept: fundamental adaptation leads to dynamic composition of par-
ticular state, functionality, implementation and location while maintaining a unique
application identity

facets can implement all possible combinations of interfaces and state with a particular imple-
mentation running on specific nodes. Such a design allows the developer to specify fundamental
application adaptation in terms of abstract facets. Then, the AXM system is able to dynamically
decide on which concrete facet to use. For this purpose, a concrete AXM implementation should
provide an infrastructure entity, which is able to map abstract facets to appropriate concrete
facets.

Figure 3.3 shows the overall schema of the AXM concept. All possible facets of an application
are stored in the AXM repository. The available implementations and the corresponding nodes
on which the implementations are executable represent the actual fundamental adaptation con-
figurations of an application. These configurations build the fundamental adaptation basis and
can be dynamically applied to an application facet at runtime by changing the application’s
location, interface, implementation and state (see Figure 3.4). Therefore, application developers
have to specify the desired target facet directly in the source code. This can either be abstract or
concrete facets. Yet, it is also possible to support developers by generating this implementation
code from an abstract application model, such as proposed in Chapter 5.
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Figure 3.4: AXM supports dynamic fundamental application adaptation with respect to the four
orthogonal axes location, functionality, implementation and state at runtime

Figure 3.3 illustrates an exemplary fundamental adaptation of an application by migrating
from one node to another one with an adaptation of its facet with respect to the interface,
implementation and state in use. Yet, a fundamental adaptation of single parts of the application
facet is possible as well, such as changing only the location, interface, implementation or state.
Yet, there has to be an appropriate target facet within the AXM repository. For instance, one
could migrate an application from a resource-restricted Java environment to a powerful C++
environment. This requires only a fundamental adaptation of implementation and location.

A unique application identity, which allows addressing the application for its whole life time,
is permanently maintained while fundamentally adapting the application. This is required for
continuously addressing the application independent of its current facet with respect to the
interface and location.

The following section further elaborates on the fundamental adaptivity feature of AXM.

3.2.2 Fundamental Adaptivity

AXM provides a very flexible fundamental adaptation mechanism in terms of dynamically chang-
ing and even migrating an application according to the respective application context.

3.2.2.1 Mobility

For achieving application mobility in terms of weak migration an appropriate target location
has to be discovered. In order to interact with such target locations there have to be entities,
which act as a representative to create the applications on the remote targets. For initiating the
migration an appropriate contact address of such an entity has to be discovered by the migrating
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application. The address is either known by the application or a particular network entity is
used, which is aware of possible target locations (see Section 3.2.3).

To create the application at the target location the necessary code has to be available there.
Dynamic loading of code on demand allows migration even to locations where the required
code is not available in advance. This is especially important in dynamic mobile and UbiComp
environments where it is impossible to distribute the required code on all possible locations in
advance. More details on dynamic loading of code within the AXM system are presented in
Section 3.2.2.2.

After successful creation of the application at the target location, its state has to be transferred
to restore the prior behaviour. A severe issue is ensuring consistent state at this stage. A
basic approach is to block and delay requests for the application at the middleware level during
migration time and to wait until all running requests are processed. After successful transfer of
state, delayed requests are forwarded to the new location.

State exchange requires an interoperable state transfer format. In general, mobile object and
MA systems use language-dependent features, such as Java serialisation. This is applicable
in many standard scenarios but in mobile and UbiComp scenarios a solution with support for
heterogeneity at code level is essential.

Before exchanging state, it has to be determined, which state to transfer. Yet, it is not rea-
sonable to transfer the whole application state as the implementation can be replaced during
migration (see Section 3.2.2.2). Thus, not all parts of the state might be interpretable by another
implementation. AXM distinguishes implementation-dependent state, i.e., the complete state of
a particular implementation, from implementation-independent state, representing the state of
an application being interpretable by all possible implementations of a particular functionality.
For instance, in case of a hash table implementation, implementation-independent state com-
prises the key-value pairs, whereas implementation-dependent state consists of variables being
used for calculating the hash function. To sum up, AXM considers

• Implementation-dependent state as values that are specific for a certain implementation
variant of an interface, and

• Implementation-independent state as values that are needed by any possible implementa-
tion to provide the functionality defined by an interface and values that would be consid-
ered as information loss if they were omitted.

Actual state variables of the particular implementation have to be mapped to the exchanged
state in order to initially set the state of the application implementation (i.e., internalisation).
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Figure 3.5: AXM facet concept: fundamental adaptation from one application facet into another
one

The AXM pattern allows arbitrary mechanisms. For instance, in Section 3.3.2, a basic name
matching algorithm is used to implement such a relationship (see Figure 3.5): If a facet #1
contains state variables with name a and b, state variables a and b within another facet #2
are considered the same. Thus, after fundamental adaptation from facet #1 into facet #2,
variables a and b of facet #2 have to be set to the prior values of a and b within facet #1. The
developer has to ensure that variable types are compatible; otherwise deserialisation results in
an error. This is a common requirement for data exchange between services and in the context of
distributed-object–based systems. Nonetheless, if larger and very complex scenarios are targeted
more advanced approaches might be suitable (e.g., tagging state with semantic annotations on
the basis of an ontology).

It is essential that the unique application identifier is maintained during migration. This enables
transparent addressing of the application, for instance using a basic forward mechanism (see
Section 3.3.1.6 and Section 3.3.2.6).

3.2.2.2 Dynamic Adaptation of Implementation

AXM provides means to replace the current application implementation on demand. This allows
loading of node-tailored code according to functional and non-functional requirements. AXM
assumes that the interface of an implementation determines its basic functional properties that
can easily be checked against the functional requirements. This is a common feasible approach
of many standard middleware platforms considering interfaces as contracts between client and
server, such as CORBA [OMG04a] and Java RMI [Sun06d]. If the required code is already
available at the location, it can easily be instantiated. If it is unavailable, dynamic loading of
code is needed.

Dynamic loading of code requires dedicated infrastructure support by a code description repos-
itory that hosts the necessary information about available implementations and their individual
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properties. Furthermore, a code repository is needed, which basically stores and provides im-
plementation code. The code description repository provides a query interface to the AXM
infrastructure to find suitable implementations and to select the most appropriate one. Once
the best-fitting candidate has been identified, it is loaded using the code repository. Section 4.1
introduces an infrastructure that meets these requirements.

To ensure stateful adaptation of the implementation at runtime the state has to be transferred
during the fundamental adaptation as well (see Section 3.2.2.1).

3.2.2.3 Dynamic Adaptation of State

In addition to dynamic adaptation of the implementation at runtime, AXM provides a mecha-
nism to adapt the current application state (i.e., implementation variables in use). In general,
this implies using a different implementation as well as different variables. Thus, a core task
of state adaptation is state exchange between different implementations as described in Sec-
tion 3.2.2.1.

As an abstraction for the adaptation of state, AXM partitions the application state into active
state and passive state. AXM defines active and passive state as follows:

• Active state is represented by the state variables that are used and needed for fulfilling the
functionality of the application within a certain facet.

• Passive state is the state of an application that is not needed, not available or not accessible
within a certain facet.

Passive state has to be stored to allow later reuse within another facet (see Section 3.2.3).
There, for instance, the basic name matching algorithm for state internalisation as presented in
Section 3.2.2.1 could be used.

3.2.2.4 Dynamic Adaptation of Functionality

As already mentioned in Section 3.2.1, AXM supports dynamic adaptation of the application
functionality as well. This allows high flexibility of an application by dynamically providing
a different set of available functionality (i.e., available interfaces; see Figure 3.3). Whenever
needed, the required functionality is selected from the AXM repository and the appropriate
implementation code and state is loaded.
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Figure 3.6: Common and facet-dependent interfaces of an AXM application

Although the approach provides a very flexible fundamental adaptation mechanism, the use of
such flexible applications by clients (fundamentally adapting anything but the unique identifier)
is difficult without reasonable conventions. Thus, AXM defines that each facet of a particular
application should have a common facet-independent interface to ensure uniform access inde-
pendent of the current facet interface (see Figure 3.6). For instance, such a common interface
might have a method for obtaining the current application facet in use.

3.2.3 Basic Entities and Collaboration

Figure 3.7 shows the basic required entities and their collaboration to implement fundamental
adaptation of an application with the AXM design pattern.

In the first step, the active state is stored in a state store entity, which can either be located
locally or remote with respect to the source application facet. The task of the state store is
to passivate the application state for later use (i.e., state that can be activated within another
facet again). This can arbitrarily be realised, for instance on the basis of an XML serialisation
to a file. The state of the source facet has to be externalised and transferred to the state store
according to Section 3.2.2.1.

Then, the target location is determined using a factory finder entity (i.e., fundamental applica-
tion adaptation regarding location), which represents an abstract location following the model of
the CORBA Life Cycle Service specification [OMG02]. It can be located on the same or a remote
node relative to the source application facet and returns an appropriate factory entity, which
is able to create applications on (remote) nodes. Therefore, the factory finder needs some kind
of repository of available factories. This repository can be implemented arbitrarily, for instance
with a static configuration file or with factories registering their current contact address, creat-
able application facets and context at the factory finder at runtime. To support the selection
process, the source application facet specifies the requirements (e.g., concrete facet and context)
for the target facet as a parameter of the search method of the factory finder. The factory finder
is able to match the requirements with the available factories within its repository.
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Figure 3.7: Collaboration of logical entities for AXM

Then, the factory creates the desired target facet with the needed active state of the respective
facet (i.e., fundamental application adaptation with respect to functionality, implementation
and state), which is loaded from the state store according to Section 3.2.2.1. In a last step,
the application facet is started at the target location and the old facet is removed from the old
location. Section 3.3 provides more details on real systems implementing this approach.

3.2.4 Basic Security Considerations

The following mechanisms provide basic security for the presented AXM pattern. Yet, only
information security with respect to confidentiality and integrity is considered. Ensuring avail-
ability goes beyond the scope of this thesis. Though, standard mechanisms, such as replication
could be used in general.

For allowing an application to rely on the platform there has to be a basic trust relationship
between several entities. For instance, the process of selecting potential migration targets has
to be secured. Due to the fact that application context is directly provided by the nodes, the
factory finder and the factory have to establish a trust relationship with each other. Otherwise,
malicious nodes are able to provide wrong context, which is then used by the factory finder for
decisions about possible migration targets (on the basis of the given context requirements of an
application; see Section 3.2.3). Moreover, malicious nodes are able to interfere with the selection
process and thus can dramatically reduce performance.

For the same reasons, there has to be a trust relationship between the application and the
factory finder. Otherwise, malicious nodes acting as a factory finder could manipulate the
factory selection process.

Furthermore, there has to be a trust relationship between the application and the factory. Such
a trust relationship is able to restrict migration to trusted factories (only if the application is able
to verify the target factory). Under other circumstances, applications would be able to migrate
to malicious nodes that are able to manipulate or terminate the application. Additionally, such
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a trust relationship allows factories to ensure that applications are only deployed if they are
trusted. If not, malicious applications could have local system access with user privileges.

Furthermore, the state store has to reject malicious nodes, which try to override passive state.
Thus, the method for saving state has to be secured by ensuring trust between the writing
application and the state store. However, to ensure confidentiality by restricting data access
from unauthorised entities, the loading method should be secured in the same way.

The issue of trust can basically be implemented with centralised or decentralised infrastructures.
The public key infrastructure (PKI) [FS03] is a centralised approach on the basis of X.509
certificates [CSF+08]. There, certificate authorities are able to sign certificates and entities are
configured to trust certificate authorities and their respective signed certificates. Furthermore,
Web of trust is a decentralised approach, which is for instance used by OpenPGP [CDF+07].
There, each entity is able to sign certificates and entities are configured to trust entities (instead
of certificate authorities) and their respective signed certificates. Yet, although these basic trust
mechanisms can in general be used in mobile and UbiComp scenarios, there are also tailored
approaches, such as proposed by Lagesse [Lag09]. Confidentiality and integrity can be ensured
with encrypted communication (e.g., using the Secure Sockets Layer (SSL)).

In a basic approach, necessary certificates are installed on the respective entities’ devices and
whenever an application is created, an appropriate certificate is generated. This certificate
should automatically be signed by an appropriate entity (i.e., certificate authority or trusted
entity). Whenever an application is migrated, the certificate has to be passed with the invocation
at the factory (see Section 3.2.3). Due to the fact that it can be ensured that the factory is a
trusted entity, this is not a security issue if a secure, encrypted data transfer is guaranteed.

Section 3.2.2.2 propagates dynamic code deployment. Yet, dynamic code deployment enables
malicious code injection. This issue can basically be solved with standard mechanisms, such as by
introducing digital certificates for code [Nec97] and by using sandboxing mechanisms [WLAG93]
for fine-grained restriction of system access. Though, Section 4.1.5 provides more details on
security with respect to dynamic code deployment.

3.3 AXM Prototypes

For proving the claim that the AXM pattern can be implemented as a thin layer on top of
common middleware infrastructures for heterogeneous systems, two prototypes were realised
as part of this thesis: one for CORBA and another one for Web services. Both systems rely
on an implementation-language–independent state description without any changes regarding
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the respective middleware (i.e., IDL for CORBA and WSDL for Web services). The following
sections present the essential details to implement these prototypes. This should serve as some
kind of recipe and thus ease porting the AXM pattern to other programming languages in
addition to the currently supported ones (i.e., Java and C++).

3.3.1 AOM: Adaptive Object Migration

This section provides details on the CORBA-based prototypes to implement the AXM design
pattern. There are two interoperable implementations for fundamentally adaptive objects (i.e.,
AOM objects): in Java, AOM objects run with the JacORB [The07b] and the Sun ORB (which
is part of Java); in C++, they run with the Orbacus [Pro08]. Both prototypes are compliant
to the AXM design pattern. The following section gives a brief introduction to CORBA and its
Life Cycle Service (LCS) specification. Then, essential implementation details of the prototypes
are presented.

3.3.1.1 Platform: CORBA

The Common Object Request Broker Architecture (CORBA) [OMG04a] is a middleware stan-
dardised by the Object Management Group (OMG). It allows developers creating and accessing
objects in a distributed system while providing platform and language transparency to imple-
ment applications. Common middleware tasks, such as object location, request marshalling and
message transmission are performed by the Object Request Broker (ORB). A remote object is
specified by describing its interface using the Interface Definition Language (IDL). This inter-
face is used to generate platform-specific stubs and skeletons, which act as surrogates dealing
with heterogeneity and transparency (i.e., they handle remote invocations and marshalling for
the object and its clients). Objects are implemented by servants that have to be registered at
an object adapter. A client needs a valid object reference that can be bound by the local ORB
instance to invoke remote methods.

The OMG specifies several CORBA services, such as the Life Cycle Service (LCS) specifica-
tion [OMG02], which allows an application to control the distribution of objects (i.e., creating,
removing, copying, and moving of objects). This introduces mobility and is especially useful
for mobile applications and for the management of applications that need to distribute objects
across different platforms for non-functional reasons, such as scalability and fault-tolerance.

The LCS assumes that object creation is performed using factory objects. These can also be
remote, allowing for remote object creation. A factory is a CORBA object offering a method for
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creating new instances of a particular object type at a particular location. It is not specified how
factories are requested to create a new object. This is left to the object developer as there can be
different parameters required for different object types. However, the LCS specification defines
an IDL interface named GenericFactory. This interface contains a generic create_object()
operation, which gets a set of criteria that are represented as a sequence of name-value pairs.
The LCS specification gives hints on how to use criteria but does not define any standards. For
a specific factory implementation they can be used to select the required object type, object
capabilities, different object initialisations, and even different locations.

While LCS object creation is handled by a factory, all other life-cycle operations are exe-
cuted at the object itself. Therefore, an object supporting the LCS has to implement the
LifeCycleObject interface. The copy() operation creates a copy of the object at some loca-
tion. As a result, a reference to the newly created object is returned. The move() operation
moves the object to another location and the remove() operation deletes the object. Both
copy() and move() need some notion of location in order to place a copy or the object itself.
The LCS specifies a FactoryFinder interface for objects representing an abstract location.

The CORBA LCS is just a specification. Although the interfaces are specified in detail, the flow
of control is just roughly described and implementation details are left to the object developer
and the service provider. On the one side, this allows for individual implementations of the
specified interfaces, as the LCS specification deliberately underspecified certain issues in order
to get them solved by an actual implementation. On the other side, it is likely that LCS
implementations become system-dependent and incompatible. As a result of this, the author
proposed a platform-independent implementation of the CORBA LCS specification [KSH05].
Yet, the LCS does not provide any means for dynamic fundamental adaptation of a mobile
object according to the AXM design pattern.

3.3.1.2 Implementation Entities

Figure 3.8 shows the involved AOM implementation entities to fundamentally adapt a CORBA
object on the basis of the AXM design pattern. To provide fundamental adaptivity, AOM objects
have to implement the AOMObject interface, which defines the required life-cycle methods regard-
ing fundamental adaptation1. The AOMObject is implemented as an activated value type (i.e., a
special CORBA object providing call-by-value semantics) for enabling automatic programming-
language–independent introspection of implementation-independent state (see Section 3.3.1.4).
In addition to the proposed entities to implement the AXM pattern (see Section 3.2.3), the

1Regarding migration support, the AOM prototype is compliant to the CORBA LCS specification.
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Figure 3.8: Collaboration of implementation entities for AOM

actual life-cycle operations are delegated to the local CORBA object AOMManager. For instance,
in order to fundamentally adapt an AOM object, adapt() is delegated to the AOMManager (see
Figure 3.8, Step 2), which manages the remaining steps for fundamental adaptation. A generic
(i.e., application-independent) AOMManager is provided by the AOM prototype. For a custom
application-specific factory selection process the AOMManager offers a call-back mechanism by
calling selectFactory() at the AOM object (Step 5). There, appropriate factories are given
as a parameter and selectFactory() (which is implemented by the application developer) has
to return the desired one. The FactoryFinder is implemented as specified in the CORBA LCS
specification. It is able to search for factories matching given criteria (e.g., name of facet to
create and the needed context). Therefore, factories are able to register themselves with their
supported criteria. Moreover, the conceptual factory, proposed in Section 3.2.3, is split into
two entities. A GenericFactory—as specified in the CORBA LCS specification—provides a
generic interface for object creation. It delegates creation requests to a specific AOMFactory
(Step 7). This delegation mechanism is essential for the integration of dynamic loading of
unavailable code (see Section 3.3.1.5).

3.3.1.3 Coordination

During fundamental adaptation, access to an AOM object has to be coordinated and restricted
to ensure a consistent state that can be serialised and transferred to the target location. Thus,
operations with respect to fundamental adaptation need exclusive access to the AOM object
in the sense that all earlier invocations have terminated and all others are blocked until the
operation has finished. The implementation of a custom coordination mechanism at object level
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1: invocation

Client POA ServantServantLocator

2: preinvoke

3: actual invocation

4: postinvoke

// Coordination
coordination_counter++
if (lifecycle_operation)
  suspend_calls=true
  wait_until coordination_counter==1
else
  if (suspend_calls) wait

// Coordination
coordination_counter−−
notifyAll

Figure 3.9: Coordination of concurrent invocations in AOM (with pseudo code)

can ensure this but requires a deep understanding of application functionality and thus is error-
prone. Therefore, this thesis proposes a solution that is transparent to the developer of an AOM
object on the basis of a standard CORBA servant locator.

A servant locator is responsible for activating and managing servants (see Figure 3.9). In general,
it is used for servant management in conjunction with a database. For each incoming call the
preinvoke() method of the servant locator is called by the Portable Object Adapter (POA).
Then, the servant locator has to locate or set up an appropriate servant and return it to the
calling POA. After the actual method invocation at the servant, the postinvoke() method of
the servant locator is called to do management tasks (e.g., tear down the servant again).

For access coordination, the AOM prototype implements a servant locator encapsulating the
access management on behalf of AOM objects. Each AOM object is registered at the locator
on creation and has an invocation counter, which is increased for each incoming request (inside
preinvoke()) and decreased when the corresponding response is sent (inside postinvoke()).
This mechanism counts all running requests (see Figure 3.9).

A fundamental adaptation request can be detected by the servant locator because the name of
the method to invoke is passed to the preinvoke() method. In case of running invocations,
the request is suspended until all other invocations have finished2. Then, the invocation can
be executed. Meanwhile, incoming invocations are suspended until the fundamental adaptation
operation has finished. Then, in case of migration, these invocations are forwarded to the new
location (see Section 3.3.1.6).

2Long-running application requests could be a bottleneck but they are rather uncommon in typical mobile and
UbiComp scenarios.
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3.3.1.4 State Transfer

Prior to transferring the state, it has to be determined. With CORBA value types implement-
ing the AOM objects (see Section 3.3.1.2), developers are able to specify the state of a CORBA
object. This state is the implementation-independent state due to the fact that a value type
specification should be independent of the actual implementation. For obtaining the state in-
formation of a specific AOM object (i.e., the names of the implementation-independent state
variables of a value type) in a platform-independent manner at runtime the AOMManager uses
the standardised CORBA interface repository. Then, for actually reading the implementation-
independent state, introspection is used. For the Java prototype, native Java reflection is used;
for the C++ prototype, a special IDL compiler is provided, which generates methods for state
introspection. With respect to further prototypes, there either has to be such a special IDL
compiler for any CORBA-supported programming language that is not capable of native intro-
spection, or developers have to implement the introspection methods on their own.

The implementation-independent AOM object state is transferred to the AOMStore. There,
the state is stored and loaded with respect to the object identifier. Two methods for load-
ing and saving the state are provided, which take the object identifier, the names and the
values of implementation-independent state variables of the respective value type as parame-
ters. The state values are passed as CORBA Any types. This way, heterogeneous mobile and
UbiComp environments are implicitly supported by using the interoperable CORBA Common
Data Representation (CDR) as transfer format for Any types.

In order to set the state, the interface repository is used again for determining the active state.
Internalisation is implemented on the basis of Java reflection or generated C++ methods of the
IDL compiler.

3.3.1.5 Dynamic Loading of Code

In dynamic environments, it is often required to transfer not only the state of an AOM object
but also the implementation code if it is unavailable at the target location. It is possible to
use the code base parameter of value types to dynamically load code on demand (as proposed
in the CORBA specification). However, the specification defines that this code base directly
references the code of one or more implementations, which is sufficient if a value type is copied
between homogeneous environments but restricts flexibility if the value type is moved between
different language environments. Additionally, in the AOM system there might also be missing
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:AOMFactory
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Figure 3.10: Dynamic loading of code with AOM

POA tie classes, which are not part of the value type code, but also have to be available for
activating the value type.

Due to the restrictions of current dynamic code loading systems with respect to heterogeneous
environments (e.g., [Sun05b, PKF05]), a more sophisticated approach was developed as part
of this thesis supporting heterogeneous environments in an ORB-independent fashion. The
novel dynamic code management (DCM) solution uses either a centralised [KH03] or a de-
centralised [KSBH07] repository, in which code as well as code descriptions are stored (see
Section 3.2.2.2). For dynamic loading, the repository is queried for code fulfilling given func-
tional and non-functional requirements. These requirements are compared to the properties of
available code in the code description repository and then the best-fitting code is loaded from a
code repository. More details about DCM with an elaborate discussion of related work can be
found in Section 4.1.

Due to the above mentioned issues of the standard code-base mechanism of value types, the AOM
prototype provides a GenericFactory on the basis of DCM (see Section 3.2.2.2). Figure 3.10
shows the integration of DCM. If create() is invoked and the necessary implementation code to
create a new AOM object facet is unavailable at the target location, the DCM dynamic loader
is invoked via the getFactory() method (see Figure 3.10, Step 1–2). As a parameter, the
object key conforming to the interoperable CORBA naming specification [OMG04b] is passed.
This key determines a concrete AOM object facet to load. If DCM is able to discover an
appropriate platform-compatible facet in the code description repository, it loads the needed
code from the respective code repository and instantiates a specific factory (Step 3), which
implements the AOMFactory interface that is able to create the required AOM object facet. In
case of Java, instantiating the specific factory is implemented with native reflection (i.e., using
Class.forName() [Sun09d]); in case of C++, DCM uses standard dlopen mechanisms. Finally,
the initial create() request is delegated by the GenericFactory to create the desired AOM
object facet (Step 4 and 5).
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3.3.1.6 Identity and Addressing

For uniquely identifying a fundamentally adaptive application, AOM uses the CORBA object
identifier. For client-side transparency, the reference to an AOM object should be valid for
its entire lifetime even after fundamental adaptation. In addition to a basic forwarder-based
approach, where the servant locators at previous locations cooperate in locating AOM objects,
the AOM prototype provides a location-service–based approach, where such a service tracks the
current AOM object location [KSH05].

Inside the life-cycle methods the factory returns a reference pointing to the new location of
the AOM object. This new location is implicitly announced by the AOM platform to the ser-
vant locator (i.e., a special location field of the AOM object is set, which can be read at
postinvoke(); see Figure 3.9). This location value is registered in a global forwarding table.
It is used to forward waiting calls that are resumed after migration (see Section 3.3.1.3) and
all subsequent calls to the new location by throwing a standard CORBA forwarding exception.
The client-side ORB transparently handles this exception by reissuing the request to the new
location. Further requests are automatically forwarded to the new location as the ORB auto-
matically caches location changes. This is a very simple approach with almost no additional
overhead (only the forwarding table has to be maintained). However, it requires that the object
adapters at previous locations stay up until the AOM object is finally removed and thus this
method fails if only one of the hosts in the chain crashes or is down for some reason.

For avoiding those drawbacks the AOM prototype implements a location service as an additional
solution. The key idea is to replace the AOM object references provided by the factory imple-
mentations in such a manner that they refer to a location service. Thus, invocations to AOM
objects are initially sent to such a location service, which is then able to forward the invocation
to the current location. For this task, the location service provides a CORBA management
interface for registering and updating the current location of AOM objects. The location service
itself is implemented as a servant manager, which throws a forward exception referring to the
current location of the particular AOM object. It is important to note that every AOM object
can have its own location service for reasons of load balancing.

According to Section 3.2.2.4, all facets of an AOM object should implement a common facet-
independent interface for client-transparency of fundamental adaptation.
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1 public abstract class AOMObjectImpl implements AOMObject {
2 public void preAdaptation(){...}
3 public void postAdaptation(){...}
4 public String adapt(NVP[] criteria, FactoryFinder there){...}
5 public String copy(NVP[] criteria, FactoryFinder there){...}
6 public String move(NVP[] criteria, FactoryFinder there){...}
7 public void remove(){...}
8 }

Figure 3.11: Abstract AOMObjectImpl class (Java)

3.3.1.7 Development Support

For supporting the developer, AOM provides an abstract AOMObjectImpl class for Java (see
Figure 3.11). It contains generic code for introspection (see Section 3.3.1.4) and fundamental
adaptation. Developers should inherit from this class to implement an AOM object. Through
this, developers only have to implement the pure application and fundamental adaptation logic
and to ensure state consistency among different facets (see Section 3.2.2.1).

The C++ prototype provides basic tool support. Due to the missing reflection support in
C++, it provides a special IDL compiler, which generates C++ methods for state introspection.
Additionally the implementation provides generic fundamental adaptation code as part of a
shared object file, which can be used by developers.

3.3.2 AWSM: Adaptive Web Service Migration

This section introduces details on the AXM-based prototypes using Web service technology.
The author developed an implementation for fundamentally adaptive Web services (i.e., AWSM
services) on the basis of Apache Axis [Apa06] using Java and an interoperable implementation
on the basis of gSOAP [EG02] with C++. The following sections briefly introduce Web services
and show the essential implementation details of both prototypes (analogous to Section 3.3.1).

3.3.2.1 Platform: Web Services

Web services are a wide-spread XML-based application-to-application communication technol-
ogy [W3C04c]. They are built upon standard Internet protocols and follow the service-oriented
architecture (SOA) approach, in which functionality is provided only by services [SN96, Sch96].
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Such services have an interface, a standardised service description and are addressed using stan-
dard communication protocols. Additionally, services can be composed of other services to build
up complete applications.

Web services are uniquely identified by Uniform Resource Identifiers (URIs). They allow
asynchronous document-based communication as well as remote method invocation. Service
interface and protocol bindings are specified using the Web Services Description Language
(WSDL) [W3C07e]. In WSDL, the interface is bound to a particular message protocol
that is used for accessing the Web service. Common Web services use the message-based
SOAP [W3C07b] protocol, a transport-protocol–independent XML application.

By building on XML, Web services are independent of platform and programming language. This
allows their use in a heterogeneous environment. Dynamic environments are supported as well,
as discovery and binding of Web services are handled at run-time. The Universal Description,
Discovery and Integration (UDDI) [OAS04], a SOAP-based service, offers a generic interface to
XML-metadata–based Web service discovery within a specific domain.

In contrast to CORBA, there is no specification for service migration, such as the CORBA
LCS (see Section 3.3.1.1). Addressing of fundamentally adaptive services is also not covered
by any specification and thus requires special treatment (see Section 3.3.2.6). Moreover, once
implemented for a specific Web service container, service code is not inherently portable to other
containers. Thus, dynamic loading of code is indispensable to load container-dependent code on
demand (see Section 3.3.2.5).

3.3.2.2 Implementation Entities

Figure 3.12 shows the AWSM implementation entities and their collaboration to fundamentally
adapt an AWSM service from one node to another. AWSM services implement the AWSMService
interface, which provides life-cycle methods with respect to fundamental adaptation. In addi-
tion to the generic AXM concept in Section 3.2.3 (see Figure 3.7), the AWSM service uses a
generic service-internal AWSMManager entity, which manages the whole adaptation on behalf of
the AWSM service (see Figure 3.12, Step 2). The AWSMManager entity is provided by the AWSM
prototype and is generic in the sense that it can be used by any AWSM service. For allowing
a customised factory discovery process, a call-back mechanism is used to select the best-fitting
factory out of the list of appropriate factories returned from the factory finder (see Figure 3.12,
Step 5). Due to the available and standardised UDDI discovery mechanism for Web services,
the AWSMFactoryFinder is implemented as a UDDI extension. It is able to search for factories
satisfying given criteria (e.g., name of facet to create and the needed context). Furthermore,
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Figure 3.12: Collaboration of implementation entities for AWSM

in contrast to the generic approach in Figure 3.7, the conceptual factory is split into two imple-
mentation entities: a generic AWSMGenericFactory and a specific AWSMFactory, which is able
to deploy a particular AWSM service facet (see Figure 3.12). This is essential to allow dynamic
loading of code at runtime (more details can be found in Section 3.3.2.5).

3.3.2.3 Coordination

Before starting the fundamental adaptation when receiving an adapt() request, the AWSM
system coordinates incoming and currently running requests. AWSM ensures that the incoming
adapt() request is the only running request in order to establish a consistent state transfer (see
Section 3.3.1.3).

The Axis-based prototype implements the coordination of requests with a request interceptor.
Therefore, the abstract class BasicHandler3 is extended, which is provided by Axis. If the
interceptor is registered at the Axis container, a generic invoke() method is called, whenever
an incoming request arrives at the container. As a parameter, a generic MessageContext object
is passed from the container, which contains the service name and method to invoke. This is
essential to intercept AWSM services only; standard Web services running within the same Axis
container are not affected by this coordination feature. For this purpose, a global list contains all
AWSM services, which have to be coordinated. For each AWSM service, there is an invocation
counter, which is increased for each incoming request and decreased when the corresponding
response is sent. When an incoming adapt() request is intercepted, the corresponding AWSM
service is marked as adapting within the global list. This results in the adapt() request and all

3http://ws.apache.org/axis/java/apiDocs/org/apache/axis/handlers/BasicHandler.html
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1 <wsdl:definitions xmlns:wsdl="...">
2 <wsdl:types>...</wsdl:types>
3 <wsdl:portType name="MyPortType">
4 <wsdl:operation name="getX"> ...
5 </wsdl:operation>
6 <wsdl:service name="MyService">
7 <wsdl:port>...</wsdl:port>
8 <awsm:states xmlns:awsm="...">
9 <state type="xsd:string" name="x" />

10 <state type="xsd:int" name="y" /> ...
11 </awsm:states>
12 </wsdl:service>
13 </wsdl:definitions>

Figure 3.13: WSDL description with implementation-independent state

further requests being delayed within a queue until all currently running requests are finished
(i.e., when the number of running requests is equal 0). Then, the adapt() request is unblocked.
When the adapt() response is sent successfully, all prior blocked requests are forwarded to the
new location (see Section 3.3.2.6).

The gSOAP approach works analogously. There, an AWSM-service–specific process_request()
method (part of the actual AWSM service implementation), which is responsible for serving
SOAP requests, implements the server-side interceptor for coordination on the basis of an invo-
cation counter.

Both approaches intercept external invocations only. Thus, it is important to note that develop-
ers have to ensure state consistency themselves in the case of application-internal invocations.

3.3.2.4 State Transfer

As already mentioned in Section 3.2.2.1, the application state has to be transferred to restore
the prior behaviour of the AWSM service at the target node. Therefore, an interoperable
state transfer format has to be defined. To support heterogeneous environments it has to be
language-, platform- and hardware-independent. This thesis proposes using XML schema data
types [W3C04d] for transferring state from/to the AWSMStateStore due to the fact that these are
used within standard SOAP messages, which fulfil the needed conditions of interoperability.
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Prior to transferring the state it has to be determined (i.e., externalisation). Java provides native
reflection for externalising the complete state of an object but only implementation-independent
state has to be transferred (see Section 3.2.2.1). Due to the fact that implementation-
independent state cannot be determined automatically [KSH05], the Axis prototype uses Java
annotations (@ImplementationIndependentState) to let developers mark implementation-
independent state. For mapping the Java state type to the corresponding transfer format
type, a standard Java-XML mapping is used as specified in the Java Architecture for XML
Binding (JAXB) [Sun06b].

Due to the missing reflection support in C++, AWSM specifies a getState() method, which
has to be implemented by the AWSM service developer in the gSOAP approach. In order to
help developers identifying the necessary implementation state, an extended WSDL description
is used, which contains a specification of the AWSM service facet’s implementation-independent
state (see Figure 3.13, lines 8–11). Such kind of WSDL description is automatically generated
by the Axis-based prototype on the basis of specified Java annotations.

The last step of state transfer is setting the state of the target AWSM service (i.e., internal-
isation). The Axis-based prototype uses Java reflection in conjunction with annotations to
automatically set the needed state. In the gSOAP prototype, the developer has to implement
a facet-specific setState() method. There, the aforementioned WSDL state description can
again be used to identify the needed implementation-independent state.

3.3.2.5 Dynamic Loading of Code

For supporting dynamic loading of code within the AWSM infrastructure, DCM is integrated
into the AWSMGenericFactory (analogous to the AOM approach in Section 3.3.1.5). If the
AWSMGenericFactory receives a create() request (see Figure 3.14, Step 1) and the code for the
necessary AWSM service facet is locally unavailable, DCM (i.e., DynamicLoader) is queried for
available implementations (Step 2). The AWSM service facet name and the application name
are used to identify the code within DCM. If available, DCM loads the code and deploys a
specific AWSMFactory (Step 3), which is able to deploy the needed AWSM service facet (Step 4
and 5). More details about DCM can be found in Section 4.1.

3.3.2.6 Identity and Addressing

As already mentioned in Section 3.2.1, the AXM design pattern ensures that a unique applica-
tion identity is maintained even while fundamentally adapting the application (i.e., the AWSM
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Figure 3.14: Dynamic loading of code with AWSM

service). Web services are in general uniquely identified by their service URI. The AWSM pro-
totype embeds the unique AWSM service identifier (i.e., instanceID) into the AWSM service
URI, which is encoded in a URI scheme as follows.

<serverURI>/<deploymentPath>/<applicationName>.<instanceID>4

With this scheme, multiple AWSM service instances of an application can be deployed on the
same host.

AWSM uses the unique AWSM service identity to address the AWSM service independent
of its facet and location. Therefore, a location tracking service manages current locations of
available AWSM services (comparable to AOM; see Section 3.3.1.6). AWSM services initially
register their current service address with the unique identity with a public service address at
the location tracking service. The public address is used as a permanent Web service reference.
All invocations are redirected by the Web service container using the location tracking service.
Whenever a Web service changes its location, it has to notify the location tracking service about
the new location (i.e., the reference is updated).

For improving the request performance of the Axis-based approach, an interceptor-based ap-
proach is used at the client-side. Therefore, the Java prototype provides an HTTPSender handler
implementation for client-side interception of SOAP requests over HTTP. It has to be regis-
tered at the client, which results in every invocation passing through the interceptor’s invoke()
method. Within this method, the location tracking service is used for determining the current
location of the AWSM service as described before. This mechanism allows forwarding requests
if required. The current location of an AWSM service given in a redirect response is cached.
Thus, subsequent invocations can directly be forwarded without redirection. A 404 Not Found
response (e.g., triggered by another migration) leads to invoking the original service URI again.

4e.g., http://www.uulm.de:8080/axis/services/MMPClient.04daf796-5f69-4100-b0ea-29da3040d2d3 for an
AWSM service implementing the mobile multimedia player client (see Section 2.2.2)
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1 public abstract class AWSMServiceImpl extends BuiltInStatefulService implements AWSMService
{

2 public void preAdaptation(){...}
3 public void postAdaptation(){...}
4 public String adapt(String xmlCriteria, String facFinderURI){...}
5 public String copy(String xmlCriteria, String facFinderURI){...}
6 public String move(String xmlCriteria, String facFinderURI){...}
7 public void remove(){...}
8 }

Figure 3.15: Abstract AWSMServiceImpl class (Java)

An alternative approach for addressing is based on P2P mechanisms. This can potentially solve
typical issues of server-based solutions, such as scalability and manageability issues. The current
location of a AWSM service is stored in a P2P network. The unique service identifier acts as the
key to store and retrieve this information. Whenever the AWSM service changes its location,
the current location is updated in the P2P network. If a service invocation fails due to the
AWSM service being moved to another location, an AWSM-provided client-side interceptor is
able to locate the current location via the P2P network and to transparently reinvoke the service
at the actual location.

Within the gSOAP-based approach, the global process_request() method serving SOAP re-
quests is again used to implement a server-side interceptor. This allows implementing a gSOAP-
based location tracking service as well. Unfortunately, there is no support for implementing a
client-side interceptor in gSOAP to improve forwarding performance with caching.

As already described in Section 3.2.2.4, all facets of an AWSM service should implement a
common interface for client-transparency of fundamental AWSM service adaptation.

3.3.2.7 Development Support

For supporting the developer, AWSM provides an abstract AWSMServiceImpl class (see Fig-
ure 3.15). It contains generic code for introspection (getState() and setState() methods as
part of the BuiltInStatefulService class on the basis of the introduced Java annotation), the
generation of the globally unique identifier and the fundamental adaptation methods. Develop-
ers inherit this class to implement an AWSM service. Then, in addition to providing the pure
application and fundamental adaptation logic, they only have to ensure the state consistency
among different AWSM service facets.
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The gSOAP prototype provides basic tool support. The methods getState() and setState()
are generated on the basis of the WSDL state description (see Section 3.3.2.4). Additionally,
the gSOAP implementation provides the fundamental adaptation code of an AWSM service as
part of a shared object file, which can be used by developers.

3.4 Case Studies: AXM for Adaptive Applications in Mobile and
UbiComp Scenarios

As part of this thesis, an AXM-based prototype implementation was developed for all scenarios
presented in Section 2.2. The following sections show the respective implementations and provide
measurements regarding their performance.

3.4.1 Cyber Foraging – Distributed Ray Tracing

As introduced in Section 2.2.1, the distributed ray tracing application leverages cyber foraging
scenarios.

3.4.1.1 Implementation

Figure 3.16 shows a class diagram of the needed facets of the distributed ray tracing application.
Three interfaces and their respective implementation classes represent the three required facets
for preparation, rendering and presentation of the frame. The preparation facet (i.e., Prepare
interface and PrepareImpl class) collects required data for the rendering process (i.e., title,
description, light settings and sphere settings); the renderJob() method initiates the work-
flow. The rendering facet (i.e., Job interface and JobImpl class) renders the frame within the
render() method. For this purpose, light and sphere settings are transferred with the fun-
damental adaptation into this facet. The rendered scene is stored in a frame variable. The
last facet is the result facet (i.e., Result interface and ResultImpl class). There, the title, the
description (entered into the first facet and passivated in the state store; see Section 3.2.2.3)
and the frame are displayed in a GUI. All facets share a common Status interface, which can
be used to monitor the application independent of the current facet and location.

Within the CORBA-based implementation on the basis of AOM, all three facet interfaces inherit
the LifeCycleObject interface (specified within the IDL description). The implementation
classes are described as IDL value types, which support the respective interface and inherit
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raytracer::PrepareImpl

title:string

desc:string

light:light[]

sphere:sphere[]

interface

raytracer::Prepare

+setTitle:void

+setDesc:void

+addSphere:void

+addLight:void

+renderJob:void

interface

raytracer::Job

+render:void

interface

raytracer::Result

+getTitle:void

+getDesc:void

+getFrame:point[]

raytracer::JobImpl

light:light[]

sphere:sphere[]

frame:point[]

raytracer::ResultImpl

title:string

desc:string

frame:point[]

interface

raytracer::Status

+getStatus:state

Figure 3.16: AXM implementation of a ray tracing application

AOMObject (which implicitly contains the code for internalisation, externalisation and life-cycle
management). The implementation-independent state of each facet is specified as part of the
IDL value type descriptions.

For the implementation with AWSM, all of the three corresponding AWSM service facet in-
terfaces inherit the AWSMService interface containing the needed life-cycle methods. All imple-
mentations implement the respective interfaces and inherit the abstract class AWSMServiceImpl,
which contains the life-cycle management code. The implementation-independent state is
marked with Java annotations and as part of the WSDL descriptions as described in Sec-
tion 3.3.2.4.

3.4.1.2 Performance Evaluation

This section presents an evaluation of the AOM and AWSM prototypes with respect to their
particular performance and transferred network data volume. Figure 3.17 shows the evaluation
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Name CPU RAM Network GCC Java
Desktop Intel Core2 Duo E8400 3.00GHz 4GB 100Mbit/s (LAN) 4.3.2 Sun 1.6.0_10-b33
EeePC Intel Atom N270 1.60GHz 1GB 100Mbit/s (LAN) 4.2.4 Sun 1.6.0_06
N810 TI OMAP 2420 400 MHz 128MB 54 Mbit/s (WLAN) 3.4.4 CACAO 0.99.3

Figure 3.17: Evaluation hardware and software

Platform Language Invocation Time (ms)
AOM AWSM

Factory Finder State Store Factory Finder State Store
Desktop Java 1.5 ± 0.2 1.6 ± 0.3 5.9 ± 1.2 6.9 ± 2.3

C++ 0.9 ± 0.2 1.0 ± 0.2 3.8 ± 2.4 4.8 ± 2.9
EeePC Java 3.0 ± 0.7 3.1 ± 0.6 35.0 ± 5.7 229.0 ± 8.0

C++ 1.6 ± 0.3 1.6 ± 0.4 17.0 ± 4.1 26.1 ± 8.0
N810 Java 10.0 ± 1.9 10.1 ± 2.1 234.3 ± 26.1 653.7 ± 368.8

C++ 3.1 ± 0.5 3.2 ± 0.6 128.0 ± 19.1 137.6 ± 23.4

Figure 3.18: Invocation time at the factory finder and the state store

hardware in use: a powerful desktop machine, an Asus EeePC subnotebook and a resource-
limited Nokia N810 Internet tablet. Such hardware represents typical hardware for the scenarios
described in Section 2.2. Regarding AOM, the Java prototype runs with JacORB 2.1, while the
C++ prototype uses Orbacus 4.3.0. For all AWSM evaluation cases the services run on top of
Apache Axis 1.4 within Apache Tomcat 5.5.27 in the Java environment and gSOAP 2.7.10 in
the C++ environment.

Invocation Times of Infrastructure Services To evaluate the infrastructures regarding invo-
cation time, the time to search for factories at the factory finder and to store state at the state
store were measured for both AXM systems. The respective methods (find_factories() and
store()) were invoked with the same parameters 100 times and the average duration was mea-
sured with the standard deviation (see Figure 3.18). For the Java setup, the first measurement
was removed due to JVM initialisation issues.

For the AWSM prototype, the differences between the C++ and Java implementations on the
desktop machine are negligible (only 2ms in average). In contrast to this, on the EeePC and
the N810, programming language differences have high impact on performance. On the N810,
the standard deviation is relatively high for the state store invocation time. This results from
the fact that the invocation times get higher with the invocation count due to the internal state
store implementation as an XML repository. There, invoking store() appends an XML node
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Adaptive Object Migration Duration (s) — Source –> Target
Java –> Java Java –> C++ C++ –> Java C++ –> C++

Setup: Desktop –> Desktop
1 Local Adaptation (Pre. –> Job) 0.107 ± 0.004 0.105 ± 0.004 0.003 ± 0.000 0.002 ± 0.000
2 Migration (Pre.) 0.113 ± 0.007 0.109 ± 0.006 0.003 ± 0.000 0.002 ± 0.000
3 Adaptation (Pre. –> Job) 0.111 ± 0.006 0.108 ± 0.005 0.003 ± 0.000 0.002 ± 0.000

Setup: Desktop –> EeePC
4 Migration (Job) 0.126 ± 0.005 0.114 ± 0.007 0.003 ± 0.000 0.003 ± 0.000
5 Adaptation (Job –> Res.) 0.128 ± 0.004 0.118 ± 0.008 0.003 ± 0.000 0.003 ± 0.000

Setup: Desktop –> N810
6 Migration (Job) 0.170 ± 0.009 0.139 ± 0.007 0.141 ± 0.008 0.059 ± 0.002
7 Adaptation (Job –> Res.) 0.173 ± 0.011 0.141 ± 0.009 0.144 ± 0.007 0.059 ± 0.003

Setup: EeePC –> Desktop
8 Local Adaptation (Pre. –> Job) 0.139 ± 0.006 0.131 ± 0.007 0.008 ± 0.000 0.008 ± 0.000
9 Migration (Pre.) 0.135 ± 0.007 0.124 ± 0.006 0.007 ± 0.000 0.007 ± 0.000

10 Adaptation (Pre. –> Job) 0.134 ± 0.004 0.123 ± 0.005 0.007 ± 0.000 0.007 ± 0.000
Setup: N810 –> Desktop
11 Local Adaptation (Pre. –> Job) 2.700 ± 0.247 1.120 ± 0.065 0.147 ± 0.007 0.066 ± 0.003
12 Migration (Pre.) 0.971 ± 0.053 0.920 ± 0.044 0.065 ± 0.002 0.065 ± 0.003
13 Adaptation (Pre. –> Job) 0.970 ± 0.052 0.919 ± 0.048 0.064 ± 0.002 0.064 ± 0.002

Figure 3.19: AOM: Duration of fundamental adaptation of the ray tracing application facets

to the XML repository and Java XML processing is slow on the N810. The AOM prototypes are
considerably faster compared to the AWSM entities. This results from the fact that the AWSM
prototypes use XML while the AOM entities use standard CORBA binary CDR streams for
communication. For AOM, the differences between C++ and Java entities are comparatively
small. Even on the N810, both AOM entities provide reasonable performance.

To sum up, the AWSM infrastructure should run on powerful machines (the more powerful they
are, the less impact they have on fundamental adaptation time). For the following evaluations the
desktop machines host the required infrastructure services. Thus, there is no need to differentiate
between Java and C++ infrastructure services anymore but particular attention is given to the
differences between source and target platform for fundamental adaptation. In the same way,
the desktop machines host the infrastructure entities for the following AOM evaluations to gain
comparable results with respect to the AWSM prototypes.

Fundamental Adaptation Duration with AOM Regarding fundamental adaptation perfor-
mance, the time needed to fundamentally adapt the ray tracing application facets was measured.
Figure 3.19 shows the results for the AOM prototypes. The evaluation cases represent the sce-
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nario of the ray tracing application as described in Section 2.2.1. To gain more realistic results,
the time needed to fundamentally adapt a specific facet was measured 100 times. For the Java
measurements, the first measurement was removed due to JVM initialisation issues. Figure 3.19
shows the average time needed and the standard deviation for each evaluation case.

Overall, the results show that a pure Java setting provides the worst performance while a pure
C++ variant has the best performance. Moreover, a Java to C++ setting is slightly faster than
a pure Java variant and a C++ to Java setting is slightly slower than a pure C++ variant.
The source platform performance has the most influence on the overall fundamental adaptation
performance. This results from the fact that the most demanding operations for fundamental
adaptation are processed at the source node (see Section 3.3.1.2).

It is expectable that the desktop to desktop setting (Figure 3.19, 1–3) provides the best perfor-
mance in general, while settings with the EeePC (4–5 and 8–10) and the N810 (6–7 and 11–13)
are considerably slower. Yet, at first glance, it is not obvious that the pure migration of the
Prepare facet (2, 9 and 12) is slightly slower than fundamental adaptation with migration to
the Job facet (3, 10 and 13). This results from the fact that the Prepare facet requires loading
more state than the Job facet (see Figure 3.16). More state requires more state transfer and
processing, which results in the slightly higher migration time. In contrast to this, the pure mi-
gration of the Job facet is faster than the fundamental adaptation with migration to the Result
facet (4–7) because the Result facet comprises more state that has to be loaded. Finally, local
fundamental adaptation on the N810 (11) with the Java prototype as source platform is con-
siderably slower than the fundamental adaptation with migration from the desktop to the N810
(7) due to the firm resource restrictions on the N810 device (128MB RAM being almost fully
used at runtime).

Fundamental Adaptation Duration with AWSM For the AWSM prototypes, the measure-
ments regarding the time needed to fundamentally adapt the ray tracing application facets were
repeated under the same conditions as in the AOM evaluation before. Figure 3.20 shows the
results.

In each evaluation case the pure Java setting provides the worst performance while the pure
C++ variant shows the best performance. Moreover, a C++ to Java setting is slightly faster
than a pure Java variant and a Java to C++ setting is slightly slower than a pure C++ variant.
In contrast to the AOM evaluation, the target platform performance has most influence on the
overall fundamental adaptation performance. This is due to the fact that deployment takes most
of the time in the AWSM prototypes. Especially in the Java case, Apache Axis provides very
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Adaptive Web Service Migration Duration (s) — Source –> Target
Java –> Java Java –> C++ C++ –> Java C++ –> C++

Setup: Desktop –> Desktop
1 Local Adaptation (Pre. –> Job) 1.979 ± 0.107 0.972 ± 0.018 1.950 ± 0.278 0.943 ± 0.003
2 Migration (Pre.) 2.007 ± 0.086 0.997 ± 0.022 2.003 ± 0.079 0.958 ± 0.005
3 Adaptation (Pre. –> Job) 2.000 ± 0.084 0.992 ± 0.017 1.969 ± 0.271 0.950 ± 0.004

Setup: Desktop –> EeePC
4 Migration (Job) 9.623 ± 0.629 5.322 ± 0.575 9.338 ± 0.870 5.128 ± 0.363
5 Adaptation (Job –> Res.) 9.718 ± 0.896 5.338 ± 0.609 9.497 ± 0.771 5.236 ± 0.446

Setup: Desktop –> N810
6 Migration (Job) 51.938 ± 0.572 28.267 ± 0.349 51.614 ± 0.570 28.057 ± 0.258
7 Adaptation (Job –> Res.) 52.115 ± 0.709 29.288 ± 0.376 51.776 ± 0.540 28.231 ± 0.376

Setup: EeePC –> Desktop
8 Local Adaptation (Pre. –> Job) 9.913 ± 0.814 5.378 ± 0.658 9.780 ± 0.520 5.237 ± 0.735
9 Migration (Pre.) 2.081 ± 0.097 1.153 ± 0.170 2.056 ± 0.097 0.978 ± 0.007

10 Adaptation (Pre. –> Job) 2.068 ± 0.084 1.146 ± 0.115 2.011 ± 0.99 0.954 ± 0.003
Setup: N810 –> Desktop
11 Local Adaptation (Pre. –> Job) 64.122 ± 0.679 29.442 ± 1.108 56.837 ± 0.966 28.478 ± 0.611
12 Migration (Pre.) 3.391 ± 0.474 1.806 ± 0.399 2.115 ± 0.092 1.055 ± 0.020
13 Adaptation (Pre. –> Job) 3.254 ± 0.402 1.793 ± 0.380 2.102 ± 0.099 1.053 ± 0.022

Figure 3.20: AWSM: Duration of fundamental adaptation of the ray tracing application facets

poor performance regarding deployment [SKHR08]. On the desktop machine, Axis deployment
of the particular AWSM services implementing the measured performance cases takes in average
0.586 ± 0.042 seconds. Thus, deployment consumes 17–30% of overall time. On the EeePC the
average deployment duration is 2.612 ± 0.585 seconds (i.e., 26–27% of overall time) and on
the N810 it is 50.665 ± 3.723 seconds (i.e., 79–97% of overall time). The C++ prototype
implementation compiles the target Web service from the source code on the fly if the compiled
code is unavailable. This is part of the deployment at the target location and enables support
for arbitrary platforms if the source code is available and compilable at the target.

Again, it is obvious that the desktop to desktop setting (Figure 3.20, 1–3) provides the best
performance and settings with the EeePC (4–5 and 8–10) and the N810 (6–7 and 11–13) are
considerably slower. Yet, for the same reasons as in the AOM evaluation, the pure migration of
the Prepare facet (2, 9 and 12) is slightly slower than fundamental adaptation with migration
to the Job facet (3, 10 and 13), while the pure migration of the Job facet is faster than the
fundamental adaptation with migration to the Result facet for both settings (4–7). Finally, due
to the firm resource restrictions on the N810 device (128MB RAM being almost fully used at
runtime), the local fundamental adaptation with Java as target platform is considerably slow.
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Ray Tracing Application Network Data Transfer (kB) Code Size (kB)
AOM AWSM AOM (Java/C++) AWSM (Java/C++)

Migration (Pre.) 6.110 9.736 15.625 / 52.735 1.532 / 9.376
Adaptation (Pre. –> Job) 6.055 9.485 13.737 / 48.8935 0.753 / 8.3405

Migration (Job) 11.077 16.585 13.737 / 48.8935 0.753 / 8.3405

Adaptation (Job –> Res.) 11.081 16.641 14.571 / 49.637 0.779 / 8.653

Figure 3.21: Network data volume of fundamental adaptation of the ray tracing application

Fundamental Adaptation Duration Summary To sum up, for the AOM prototypes the perfor-
mance of the source platform has the most impact on fundamental adaptation duration, while
the performance of the target platform has the most impact for the AWSM prototypes. For
both AXM systems, the C++ prototype is faster than the Java prototype. The results with
desktop and EeePC as target platforms show reasonable performance while the Java setting on
the N810 provides weak performance.

Yet, it is difficult to estimate if migration makes sense for a particular case as this is highly
application dependent. For the ray tracing application, ray tracing on the N810 in general takes
even longer than migrating the service on the desktop machine and ray tracing there. However,
this depends on the actual data set for ray tracing. To improve the evaluation results for the
AWSM Java prototype, deployment time has to be decreased. This could be done by porting
AWSM to a more efficient Web service container for mobile devices, such as SoapME , which is
introduced in Section 4.4. The C++ prototype automatically provides improved performance if
the compiled code is already available at the target location (this compiled code could also be
loaded with DCM as described in Section 4.1).

Transferred Network Data Volume The author also measured the transferred network data
volume for the prior test cases for both AXM systems. Figure 3.21 shows the results with
the respective facet code size (without the required basic AOM or AWSM functionality, which
is assumed to be available at all target factories). This is essential if the application code is
unavailable at the target and thus has to be loaded at runtime with DCM.

The Prepare facet has the maximum code size because it contains the functionality to initialise
the ray tracing configuration data. In comparison to the pure migration of the Prepare facet,
the fundamental adaptation to the Job facet requires transferring a slightly lower network data
volume because the Job facet needs less state variables to load (title and description are

5without ray tracing logic (code size highly depends on the required ray tracing functionality)
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mmp::ClientImpl
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+setFullscreen:void
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+stop:void

volume:int

isFullscreen:int

videoURI:string

Figure 3.22: AWSM implementation of mobile multimedia player application components

passivated). The Job facet has the lowest code size due to the fact that it provides only one
method to run the ray tracing job (this method is actually a dummy method in the prototype; the
overall code size highly depends on the ray tracing logic in use). The migration of the Job facet
requires more state transfer because the rendered scene is transferred (for the evaluation only a
very small dummy frame with a size of about 5kB is transferred). The fundamental adaptation
from the Job facet into the Result facet again requires slightly more network data transfer due
to the fact that parts of the initial configuration data are activated again. In comparison to
the Job facet, the Result facet has slightly more code size as it provides more methods. In
comparison to AWSM, the transfer volume of the AOM prototype is lower. This results from
the fact that AWSM uses XML-based SOAP communication, while AOM communicates with
standard CORBA CDR streams that use a binary transfer format. The code size of the AOM
implementations is bigger in comparison to the AWSM ones due to the fact that AOM object
implementations contain several (CORBA-) generated skeleton classes. Overall, the required
network data volume is reasonable, especially if the code is already available at the target
location (then, there is no need to transfer any code at all).

3.4.2 Follow-me – Mobile Multimedia Player

Figure 3.22 shows the AWSM implementation of the needed components for the mobile mul-
timedia player scenario (see Section 2.2.2). In contrast to the implementation of the previous
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section, both components do not represent application facets due to the fact that the application
does not provide fundamental adaptivity regarding functionality (i.e., interface).

As the client application is the remote control (i.e., Client interface and ClientImpl class), it
is not remotely accessible. Still, it is implemented as an AWSM service to provide mobility. The
implementation-independent state consists of the factory finder URI in use, the player URI to
control, the client state (e.g., video playing) and play information (i.e., full screen and volume).
This state is stored and restored whenever the client application migrates.

For being remotely controllable, the player (i.e., Player interface and PlayerImpl class) provides
its functionality as a Web service. There, basic functionality for playing, pausing and stopping
the video is offered. Additionally, the volume can be changed and the video can be set to full
screen. The implementation-independent state comprises the video state (e.g., playing), the
current playing time, the video URI, the volume and if full screen is enabled. This state is
needed whenever the player reinitialises the video with the prior setting after migration.

The mobile multimedia player application components provide fundamental adaptation in terms
of the respective implementation. For instance, the client component is able to run as a Standard
Widget Toolkit (SWT)-based GUI application on a standard device. Yet, on a mobile device
running only Java ME, an alternative implementation on the basis of the Mobile Information
Device Profile (MIDP) is used. For the player component, there are alternative implementations
based on the Java QuickTime API for Java [Ada05], the JMF [Sun02] and the MMAPI [Sun06e].
An appropriate implementation is dynamically selected according to the installed media frame-
work on the migration target.

There are further components needed for the mobile multimedia application to work properly,
such as a context service (see Section 4.2). Due to the fact that with these components it
is impossible to compare the performance with respect to the measurements of the previous
sections, the author only measured the migration time of the player component implemented in
Java between two standard notebooks (Intel Core2 Duo 2 GHz, 1 GB RAM), which are connected
via 54Mbit WLAN. In this setting, migration takes only between one and two seconds. This is a
reasonable delay. In particular, the migrating player plays the video until the create() method
returns from the factory. Thus, for the user the felt delay is even smaller. However, the part
of the media stream, which is presented at the original location during the migration process,
is replayed at the target location again. This is due to the fact that the player state has to be
transferred during migration but it allows the user refocusing the presentation.
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Figure 3.23: AXM implementation of report application

3.4.3 Crisis Management – Report Application

As already introduced in Section 2.2.3, the report application provides means for documenting
a crisis situation.

3.4.3.1 Implementation

Figure 3.23 shows the implementation concept for the report application. The three inter-
faces and their implementing classes represent the three roles of the mobile report workflow:
the reporter creates, the reviewer checks and the publisher handles reports (e.g., rescue co-
ordination centre as described in Section 2.2.3). The reporter facet (i.e., Reporter interface
and ReporterImpl class) allows entering data in a GUI to create a report with correspond-
ing data (i.e., creation date, reporter, subject). The reviewer facet (i.e., Reviewer interface and
ReviewerImpl class) provides means to check the report according to its importance. Therefore,
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the report itself, the subject and the creation date are transferred to implement migration (the
name of the reporter is not transferred to allow anonymous reviewing). The reviewer is able to
add a comment and the reviewer name is stored for documentation. The last facet implements
the publisher role (i.e., Publisher interface and PublisherImpl class). The publisher is able
to access all data entered by the reporter and the reviewer (here, the full state is retrieved from
the state store). Like in the ray tracer application, all facets share a common Status interface,
which can be used to monitor the application (See Section 3.2.2.4).

All facet interfaces of the CORBA-based implementation for AOM inherit the LifeCycleObject
interface. Within the IDL description, the implementation classes are described as value types
supporting the respective interface and inheriting AOMObject (implicitly contains code for in-
ternalisation, externalisation and life-cycle management). Like in the ray tracer example, the
implementation-independent state of each facet is specified within the IDL value type descrip-
tions.

All of the corresponding AWSM service facet interfaces of the implementation for AWSM inherit
the AWSMService interface, which contains the life-cycle methods. All implementations imple-
ment the respective interfaces and inherit the abstract class AWSMServiceImpl implementing
the life-cycle management. Again, the implementation-independent state is marked with Java
annotations as described in Section 3.3.2.4.

3.4.3.2 Performance Evaluation

Due to the fact that the evaluation results regarding fundamental adaptation duration in com-
parison to the ray tracing application are very similar, this thesis omits this evaluation for the
report application.

Transferred Network Data Volume Nevertheless, the author evaluated the required network
data transfer volume for both AXM systems. Figure 3.24 shows the results. The pure Reporter
migration requires transferring more data via the network than the fundamental adaptation to
the Reviewer facet because the Reporter facet comprising less state variables in comparison to
the Reviewer facet. Thus, pure migration duration is slightly higher than fundamental adapta-
tion. For the pure Reviewer migration more data is transferred compared to the fundamental
adaptation of the Reporter. This is due to the Reviewer facet comprising more state variables
being passivated. In comparison to the fundamental adaptation to the Publisher facet, pure
migration of the Reviewer facet requires less data transfer due to more state being activated in
the Publisher facet. Again, this leads to fundamental adaptation duration being slightly higher
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Report Application Network Data Transfer (kB) Code Size (kB)
AOM AWSM AOM (Java/C++) AWSM (Java/C++)

Migration (Rep.) 6.212 10.196 14.199 / 44.938 1.790 / 8.662
Adaptation (Rep. –> Rev.) 6.123 10.112 12.729 / 41.748 1.687 / 7.307
Migration (Rev.) 6.248 10.280 12.729 / 41.748 1.687 / 7.307
Adaptation (Rev. –> Pub.) 6.327 10.369 13.406 / 43.181 1.716 / 7.344

Figure 3.24: Network data volume of fundamental adaptation of the report application

than pure migration. AOM leads to less network data transfer compared to AWSM. This re-
sults from using binary encoded CDR in CORBA while using XML for Web services. The
code size of all facets for the respective prototypes is comparable; the reporter facet requires
most code because it provides functionality to enter data. Again, the code size of the AOM
implementations is bigger in comparison to the AWSM ones due to the fact that AOM object
implementations contain several generated skeleton classes. Overall, the transferred network
data volume is reasonable, especially if the code is already available at the target location.

3.5 Summary

To sum up, AXM introduces a novel architectural design pattern. In contrast to related work,
it supports developing adaptive applications by providing highly flexible means to fundamen-
tally adapt applications in terms of the available state, provided functionality, implementation
in use and the current location (i.e., migration). The AXM pattern is independent of the con-
crete implementation infrastructure and platform. It only requires support for implementation-
language–independent interfaces and data structure descriptions that can be mapped to different
implementation languages. This has been proved by two prototypes, the CORBA-based AOM
system and the Web-service–based AWSM platform, which are both implemented without any
changes regarding the respective middleware platform. For both, there are interoperable imple-
mentations for Java and C++. For showing the benefit of the approach, details are provided
on implementing the introduced example applications for mobile and UbiComp scenarios on the
basis of the AXM design pattern. The evaluation of these applications shows that the imple-
mentation platform (i.e., CORBA vs. Web services) has a high impact on the performance.
Nevertheless, all prototypes show reasonable performance for most6 settings.

6The evaluation settings with the Nokia N810 device running Java as target platform provide weak performance.
Yet, the evaluation shows that using C++ as an alternative target platform on the N810 considerably improves
performance.
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As already mentioned before, this thesis advocates the use of Web services as communication
technology in mobile and UbiComp scenarios as these have already achieved acceptance in
standard environments. Additionally, there is already promising work on Web services providing
reasonable communication between heterogeneous sensors [LKNZ08]. Thus, for the following
chapters, AWSM represents the default implementation of AXM.

The development of adaptive applications on the basis of the prototypes is a reasonable task for
experienced software developers using the respective basic development support. Nevertheless,
AXM-based application development is still quite complex due to its highly flexible fundamen-
tal adaptation support. Thus, further support to ease application development with the AXM
design pattern and to ensure application consistency (e.g., state consistency between different
application facets) is desirable. Chapter 5 introduces a model-driven approach for easing the de-
velopment of AWSM services. This approach could also be adopted to support the development
of AOM objects.

For implementing sophisticated applications for mobile and UbiComp scenarios there is a need
for further infrastructure support, such as dynamic loading of code and support for application
context. The following chapter presents such infrastructure support. In conjunction with the
AXM prototypes, these services contribute to a powerful mobile and UbiComp platform.
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This chapter introduces novel infrastructure services that support sophisticated applications in
mobile and UbiComp scenarios. These are a service for the dynamic management of code, a
generic context service, an entity discovery service (i.e., locating users, devices and services) and
a lightweight Web service container. The following sections present these services in detail with
an elaborate discussion of the respective related work.

4.1 Dynamic Management of Code

Dynamic management of code is a crucial and often neglected part of distributed systems fac-
ing increasing dynamics, complexity and heterogeneity. Mobile and UbiComp scenarios even
strengthen this trend of distributed systems. As the local availability of suitable code cannot be
assumed in such environments, this thesis proposes a generic concept for a decentralised dynamic
code management (DCM) infrastructure in Section 4.1.3. The whole process of publication, look-
up, implementation selection and the final loading of platform-specific code is decentralised and
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requires only basic P2P functionality. In addition to code selection on the basis of functional
needs, the concept supports the selection process with specifying non-functional requirements
as well. This is an essential issue in mobile and UbiComp scenarios (Section 4.1.2 presents an
in-depth discussion of the necessity of non-functional properties). In contrast to related work,
such as the centralised approach proposed by Kapitza and Hauck [KH03], the novel DCM infras-
tructure allows any participating peer in the network to offer and obtain platform-specific code.
This thesis presents a JXTA-based prototype for dynamic management of platform-specific code
that is built on the basis of the generic concept.

OSGi [OSG07a] emerged as a de-facto standard1 for modularising and managing all kinds of
complex Java-based software, such as car infotainment systems, integrated development envi-
ronments (IDEs, e.g., Eclipse) and application servers (e.g., WebSphere). Concierge [RA07] is a
very lightweight implementation of the OSGi specification that especially supports mobile and
UbiComp scenarios. Hence, Section 4.1.4 shows an integration of the code management service
with OSGi. This integration allows centralised and decentralised dynamic discovery, selection
and deployment of OSGi components and services with their respective dependencies. It sup-
ports automatic component selection by functional and non-functional properties. The service
is transparently integrated into the OSGi system and does not require any changes to the OSGi
platform. The end of the section proposes an integration of AWSM with the OSGi-based DCM
service.

The following section gives a broad overview on related work regarding the dynamic management
of code.

4.1.1 Related Work

Many code deployment systems are server-based and rely on a central repository. Thus, the
following systems suffer from well-known limitations of server-based solutions, such as high
administrative effort and lack of scalability. A P2P approach can solve these issues and still
include server nodes. None of the presented approaches supports the automatic selection of the
best-fitting software according to non-functional requirements. Yet, Section 4.1.2 highlights the
necessity of non-functional properties in context of this thesis.

Kapitza and Hauck [KH03] present the Dynamic Loading Service (DLS), a CORBA service for
dynamic code loading. It allows the installation of locally unavailable code on the basis of an IDL

1OSGi enjoys wide industry acceptance as it facilitates lightweight techniques for dynamic component updates
and automatic code dependency resolution during system runtime.
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interface name. Therefore, a local DLS client queries a central repository and returns available
implementations. Unlike the approach of this thesis, implementation selection is only supported
by simple policies and dependent code is not resolved automatically.

Java Web Start [Sun05b] is a deployment system for Java software on the basis of the Java
Network Launching Protocol. Requirements of the application and the needed code are described
with XML. A Java Web Start client is able to install the application by evaluating the XML
description. Yet, Java Web Start is restricted to Java and targets the deployment of complete
applications. Thus, it is not suited for dynamic and incremental dependency resolution as needed
in the context of mobile and UbiComp scenarios.

Paal et al. propose a distributed code loading infrastructure based on multiple application
repositories that can be dynamically queried by a custom application loader [PKF05]. The
system offers fine-grained code loading based on class collections, which are represented by class
subsets of a Java archive. However, the system is limited to the Java programming language
and application repositories have to be preconfigured at initial deployment time to enable code
loading.

A P2P-based architecture for remote loading of Java classes is described by Parker and
Cleary [PC03]. This approach shows an alternative way to the standard Java class loader
mechanism and is exemplarily realised using JXTA. In comparison to the approach of this the-
sis, it lacks the flexibility to describe and to search for suitable program code and is restricted
to Java.

There is also related work with respect to dynamic management of code for modularised ap-
plications on the basis of components [Szy02]. For instance, the SATIN component model was
developed to support reconfiguration of mobile applications at runtime [ZME06]. It provides
discovery mechanisms to search for available components. New components can be integrated
into the application by installing or migrating them to the local host. Yet, the approach is
restricted to a proprietary component framework.

In context of OSGi, a central code server is provided by the OSGi Bundle Repository
(OBR) [OSG06]. OBR is based on a Web server providing an XML file describing available
bundles. This XML can be parsed by clients at runtime. Yet, current clients do not support
dynamic changes. Unlike the approach of this thesis, OBR does not support queries without
the fully-qualified bundle name and thus does not support discovery on the basis of keywords
or other criteria. A simple distributed OBR was presented by Frenot et al. [FR05]. However,
only selection and loading of bundles based on pure Java package dependencies but no selection
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based on service (i.e., application) dependencies is supported. Just as with the OBR, bundles
have to be installed explicitly.

4.1.2 Necessity of Non-functional Property Support

Before deployment it is necessary to evaluate if a certain implementation code suits the needs
of an application, which should be deployed. This applies to all candidates with the required
functional support. For an improved resource usage a dynamic code management platform
should neither require the loading nor the deployment of implementation code for verifying if
a certain implementation suits application needs. Instead, it should support this process by
representing all kinds of non-functional properties in the same way as functional and compati-
bility properties. Therefore, it is necessary to represent non-functional properties as values that
can be compared and rated. Thus, there has to be an evaluation function (e.g., a benchmark)
that provides a value for rating and comparing implementations of the same functionality. The
evaluation function and the conditions for performing the evaluation have to be agreed among
all implementation providers. This is a non-trivial requirement but it enables to reason about
non-functional properties. Additionally, there has to be a document outlining the procedure to
measure the required non-functional properties. If for some reasons (e.g., an open system) dif-
ferent measurement settings are used, an ontology, for instance on the basis of OWL [W3C04a],
could be used to gain a common understanding of the general evaluation conditions.

4.1.2.1 Analysis

As part of this thesis, the non-functional properties performance and resource demand were
analysed on the basis of three different implementations of the OSGi Hypertext Transfer Protocol
(HTTP) service [OSG07a].

Providing information via HTTP is needed for various kinds of applications. Consequently, an
HTTP implementation is needed for different general conditions, such as to provide a basic
location service on an embedded device. On a server system, the service can be used to serve
all kinds of interactive applications that are concurrently accessed by a large number of users.
In both use cases, an HTTP service has to be provided but there are different non-functional
requirements for the respective implementations. In the first case on the embedded device, the
service implementation should be lean and less resource consuming. In the second case on the
powerful device, it should provide good performance and scale up to a large number of users.
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Analysed Bundle Requests/s Memory Demand (kB) Code Size (kB)
NanoHTTPD 289 19.6 22

Knopflerfish HTTP 334 33.2 126

Knopflerfish HTTP 399 1613.22 1553

with Native Proxy

Figure 4.1: Performance and memory consumption of OSGi HTTP implementations

For the following analysis three different HTTP service implementations were considered, each
having different advantages under certain conditions and demands:

• A simple HTTP service based on NanoHTTPD [Elo08]. NanoHTTPD comprises only a
single Java class. It has a very low footprint in terms of memory and code size. The
drawback of NanoHTTPD is the comparable low performance due to the lack of multi-
threading support.

• Knopflerfish HTTP as an average OSGi HTTP service implementation

• Knopflerfish HTTP extended by an additional server-side caching proxy. The idea is to
offload the transfer of static files from the Java Virtual Machine (JVM). This improves
performance but the drawback of this implementation is its dependency on native code for
the caching proxy (i.e., to the Linux operating system).

4.1.2.2 Analysing Performance

Like most non-functional properties, performance is complex to measure. Measurements highly
depend on the configuration and on the benchmarks with their settings. A dynamic code man-
agement platform should not make any assumptions about how or what kind of values are
measured to characterise the performance of a component. It should just require information to
determine these values. Thus, an implementation provider should be able to gain the necessary
information to describe a component in a complete way. For instance, there are approaches to
model the evaluation conditions for software performance using OWL, such as proposed by Lera
et al. [LJP06].

In the context of this analysis the httperf tool [MJ98] was used to measure the performance of the
HTTP service implementations in terms of requests per second. Two machines with a 3.2GHz

233.2kB (JVM) + 1580kB (ext.)
3126kB (Bundle) + 29kB (ext.)
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CPU and 1024Mb RAM running Sun JDK 1.5_09 served as evaluation platform (i.e., client and
server machine). Figure 4.1 shows the results. As expected, NanoHTTPD provides the slowest
implementation due to its missing support for multi-threading. The standard Knopflerfish HTTP
service is slightly faster. Yet, it is not as fast as the proxy-extended variant.

4.1.2.3 Analysing Resource Demand

Resource demand has various dimensions, such as memory, disk space, CPU and bandwidth.
Additionally, logical resources, such as open files and sockets and even software licences can
be accounted. Yet, this section focuses on memory demand as it is an important criterion to
determine if a certain implementation is executable on a given resource-restricted device, such
as a mobile phone or a PDA. Therefore, the memory usage of the deployed implementation was
measured. Figure 4.1 outlines the results. NanoHTTPD needs only 19.6kB as only 43 classes
of the implementation and the Java standard library have to be loaded and instantiated. Due
to providing more features, such as support for multi-threading and object pool support, the
Knopflerfish service demands 33.2kB memory. Finally, the proxy-extended variant uses the same
amount of memory inside the JVM as the Knopflerfish implementation but it needs 1580kB of
additional memory for the proxy as a native process.

4.1.2.4 Scenario

Considering the aforementioned three implementations, a dynamic code management platform
should be able to select a suitable implementation depending on performance requirements and
resource demand (i.e., memory demand). There should be default priorities that are defined by
the developer. For instance, on powerful machines, performance should be rated higher than
resource consumption. This leads to an implementation primarily being selected on the basis of
requests per second; then, resource consumption is taken into account.

On an average machine (e.g., desktop or notebook), the proxy-extended variant is selected as
it provides the best performance. This implementation has specific system requirements as it
includes native code that is only executable on a Linux system. If the requesting system runs
a different operating system the standard Knopflerfish HTTP implementation is loaded. On
resource-limited devices, such as mobile phones and PDAs, resource demand is rated higher
than performance. This leads to the NanoHTTPD implementation being loaded.
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4.1.2.5 Discussion

To sum up, support for non-functional properties is essential for a sophisticated dynamic code
management platform. Especially in the case that multiple functionally-equivalent implementa-
tions are available, taking non-functional requirements into account can improve system perfor-
mance and allows resource-aware implementation selection.

Yet, there has to be a standardised procedure (e.g., a benchmark) for making certain kinds of
non-functional properties (e.g., performance and resource demand) measurable and therefore
accountable during implementation selection. The outlined scenario assumes that all imple-
mentations are evaluated in context of the same environment setting. This is applicable for
small scenarios but might be complicated in open distributed systems, in which all kinds of
companies and open source projects are able to provide implementations. Today, for instance, a
Web server is selected based on features and performance. In most cases, performance is either
advertised by the project itself or—if available—by using standard benchmarks. This way, the
approach of this thesis integrates what could be called current-best-practice in an automated
code deployment process.

Additionally, it should be noted that all kinds of benchmarks assume certain scenarios, which
might not apply for the current deployment situation (e.g., if the memory footprint is measured
under low load but the deployed component is actually under high load most of the time). Yet,
the author advocates that considering non-functional properties during deployment definitely
improves the selection process in contrast to a selection without this information. For certain
corner cases the evaluation function has to be adapted and extended but the approach of this
thesis automatically improves the general case.

4.1.3 Generic Infrastructure for Decentralised Dynamic Management of
Platform-specific Code

The following sections introduce a generic and decentralised peer-to-peer-based lookup, selection
and loading process for dynamic management of code with taking functional as well as non-
functional properties into account. It allows multiple parties to independently and non-reliably
provide implementations for certain functionality. Section 4.1.3.3 shows a JXTA [Gon01] imple-
mentation on the basis of this generic concept. JXTA is used because of its flexibility: it allows
replacing routing mechanisms (e.g., unstructured topology replaced by structured topology or
centralised approach) without having to change the application itself (i.e., the prototype).
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Figure 4.2: Process of automatically loading implementation code
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Figure 4.3: Description of implementation code

4.1.3.1 Generic Decentralised Dynamic Management of Code

This section elaborates on the properties and requirements that have to be considered for dy-
namic code management (DCM). Then, it introduces the basic infrastructure and outlines the
basic workflow to publish, lookup and select particular implementations.

Dynamic Management of Code and Properties for Implementation Selection For provid-
ing automatic and dynamic loading of implementation code at runtime, a code management
platform has to provide several functions (see Figure 4.2). First, implementation code has to
be automatically discovered according to a given description (see below). Appropriate imple-
mentations have to be automatically selected and transferred to the local environment. Last,
code dependencies have to be automatically resolved. If they cannot be resolved, a backtracking
mechanism should load an alternative implementation of the previous selection if possible.

To automate the entire loading process it should run without user interaction. Thus, for dynamic
loading of appropriate code at runtime, implementations have to be described with metadata.
The author identified categories of properties and requirements that have to be satisfied or at
least taken into account during the selection process (see Figure 4.3).

The interface determines the implemented functionality of an application at programming lan-
guage level. Yet, for allowing the generic specification of functionality in a programming-
language–independent manner, the interface has to be specified on the basis of a generic interface
description language, such as CORBA IDL or WSDL.

70



4.1 Dynamic Management of Code

Functional properties express additional functional aspects beyond the bare provision of an in-
terface, such as the supported middleware platform. Implementations of the same functionality
might also possess certain non-functional properties that specify quality-of-service aspects, such
as timing behaviour and resource consumption. It is hard to identify a generic set of functional
and non-functional properties that apply to a major number of applications. Thus, a dynamic
code management platform should provide a flexible interface that enables applications to in-
troduce code for custom evaluation.

Due to the fact that functionality can be implemented in various programming languages (e.g.,
Java and C++) and for specific run-time environments (e.g., Linux and Windows), particular
compatibility requirements for a certain implementation have to be considered as well, such as the
required programming language and execution environment. Kapitza and Hauck [KH03] outlined
that such compatibility requirements define a limited set of properties (e.g., compiler, processor
and operating system). Thus, it can be automatically determined whether an implementation
is executable in the context of a requesting application.

Last, implementation code can have dependencies on other code, such as required libraries.

Basic Infrastructure For dynamic decentralised management of code, the author proposes an
infrastructure that is composed of three basic entities.

A dynamic loader provides an interface for requesting locally unavailable functionality. This
entity is able to discover, select and integrate an appropriate implementation into the address
space of a requesting application.

The discovery process is supported by an implementation repository that stores information
about available implementation code. This thesis favours a repository on the basis of a P2P
overlay network. This can overcome typical issues of server-based solutions, such as exposing a
single point of failure, scalability, and administrative effort. Furthermore, in a P2P infrastructure
server nodes can also be integrated if appropriate. A decentralised implementation repository
requires only P2P support for keyword search.

The implementation repository itself is updated by multiple code providers. These are enti-
ties that provide implementation code themselves and publish metadata descriptions about the
implementation code.

71



4 Infrastructure Services for Mobile and Ubiquitous Computing Environments

Basic Data Structures of the Implementation Repository Using the aforementioned set of
description properties allows selecting the best-fitting implementation code. Therefore, all data
about available implementations is published as metadata descriptions in the scope of the im-
plementation repository. To avoid duplicated information and to improve extensibility, these
descriptions should be modularised into four kinds of metadata.

An interface description contains the fully-qualified name of the interface and the interface itself
in an abstract manner (e.g., with IDL or WSDL). Within the description, interfaces and complex
data types in use are also referenced by their fully-qualified names. This allows dynamic lookup
of unknown interfaces and data types.

An extended functional description specifies all functional and non-functional implementation-
independent properties. These are properties that can be provided by various implementations
and therefore are used for selecting a particular implementation out of similar implementations
providing the same interface.

An implementation description describes a concrete implementation and its compatibility re-
quirements. It includes a reference to the location of the code and a description of the initially
accessed implementation element. For instance, in the context of Java this would be the class
name of a factory.

Last, a dependency description describes dependencies on other functionality and specific im-
plementations. This can be specified by referencing the interface and the implementation de-
scription, respectively.

Basic Workflow of Publication, Selection and Loading of Code Before publishing an imple-
mentation, a code provider has to generate appropriate metadata, i.e., the interface description,
the extended functional description (referencing the interface description), the implementation
description (referencing the extended functional description and the concrete implementation)
and the dependency description. These metadata descriptions are published via the decen-
tralised code repository. Additionally, the concrete implementation code has to be published, if
it is not already served via a separate service.

If an application requires locally unavailable functionality, it passes the fully-qualified name of
the required interface with an optional specification of the desired extended functional properties
to a dynamic loader entity. This dynamic loader requests the implementation repository to
look up the interface description (if the needed functionality is not available, an exception is
returned to the calling application). Then, the repository is queried for extended functional
descriptions supporting the requested interface. If available, an ordered list of appropriate
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extended functional descriptions starting with the best-fitting one is returned. On the basis of
this list, the dynamic loader queries the repository for implementation descriptions. These should
be evaluated with respect to a policy, such as the first-fitting or the best-fitting implementation
being selected. Finally, the referenced code has to be loaded.

In case of functional and implementation dependencies the dynamic loader is used again to load
the required implementations as per description.

4.1.3.2 JXTA and Dynamic Management of Code

This section gives a brief introduction to the JXTA platform and presents the JXTA built-in
facility for dynamic management of code.

JXTA Overview JXTA is a generic P2P platform [Gon01]. It specifies programming-language–
independent protocols for fundamental P2P functions, such as storing and retrieving data.

JXTA nodes are called peers and implement a super peer infrastructure: standard peers are
called edge peers and super peers are called rendezvous peers managing a set of edge peers.
Independent from the peer type, peers are organised in peer groups. All JXTA resources, such
as peers and peer groups, are uniquely identified and represented by advertisements (i.e., XML
metadata structures for describing resources). Advertisements are used for resource publication
and discovery. JXTA introduces pipes as communication channels for providing an abstraction
from the underlying physical network infrastructure.

JXTA is a platform-independent specification. For instance, there are interoperable implemen-
tations for standard Java, Java ME, C, Perl, Python and Ruby.

Dynamic Lookup and Loading of Services JXTA provides a generic module framework for
supporting the dynamic integration of JXTA services (i.e., modules) on the basis of code loading.
For this purpose, a set of advertisements is introduced. A module class advertisement announces
the existence of a module and thus provides an abstraction from the class of provided functional-
ity. This advertisement is referenced by a module specification advertisement specifying different
module versions, which is itself referenced by a module implementation advertisement providing
implementation-specific details such as the code location.

JXTA already allows building a decentralised module taxonomy to support the discovery and
loading of services. Yet, module class advertisements only announce the availability of a general
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category of functionality. This gives application developers an idea of a particular module spec-
ification and supports the selection process at a very high level but for an automated module
selection process at application level, additional conventions have to be established. Therefore,
the Java reference implementation of JXTA makes implicit assumptions that a module imple-
mentation provides a certain interface for starting and stopping a module. However, this is
neither specified by the JXTA protocol specification nor declared within advertisements. Ad-
ditionally, JXTA offers no support for determining and specifying the interface of a module
being offered to higher layers, such as an application. This makes it difficult to provide multiple
implementations supporting the same protocol and platform but providing different properties.
Furthermore, module implementation advertisements should allow the provisioning of compat-
ibility information but this is not standardised so far. This results in JXTA implementations
specifying their own format and parameters, which prevents the use of module implementations
in context of different JXTA implementations.

To sum up, the JXTA support for dynamic loading and integration of services leads to platform-
specific implementations and does not support automatic management of arbitrary code.

4.1.3.3 A JXTA-based Infrastructure for Decentralised Dynamic Management of Code

Although the JXTA approach for dynamic management of code seems to be generic and flexible,
the prior section outlined its weaknesses and shortcomings. Thus, it cannot be used as a generic
and platform-independent infrastructure for dynamic code management. This section introduces
a novel JXTA-based infrastructure for dynamic code management on the basis of the presented
generic concept (see Section 4.1.3.1).

Advertisements for dynamic code management This thesis introduces novel advertisements
conforming to the specified requirements in Section 4.1.3.1 to provide a custom code manage-
ment infrastructure on top of JXTA. Figure 4.4 shows the novel advertisement types and their
relations. Resources are published by three advertisements in a specific JXTA code peer group.
JXTA advertisements have a Universally Unique Identifier (UUID) and are able to reference
each other using these identifiers.

With respect to Section 4.1.3.1, the basic data structures of the implementation repository are
mapped to the corresponding advertisements. An interface description advertisement (IDA)
announces the mere existence of an interface (e.g., HTTP service interface; see Section 4.1.2)
and can be searched using a fully-qualified interface name or keywords. It contains a section
with advised criteria, which recommend optional and mandatory functional and non-functional
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Figure 4.4: Relations of DCM JXTA advertisements

properties for describing a specific implementation (see Section 4.1.2). The interface description
is not part of the IDA. It is described in one or more referenced resource advertisements (RAs),
which represent an arbitrary resource. IDA-referencing code description advertisements (CDAs)
describe implementations of an interface for a specific platform with the extended functional
description containing functional as well non-functional properties, such as the resource demand
(e.g., an HTTP service with low resource demand). The CDA references RAs, which contain
the implementation description with metadata for loading and instantiating the resource as well
as implementation properties, such as size, filename and checksum.

Decentralised Implementation Repository JXTA already provides a standard discovery ser-
vice, which allows searching for and publishing of arbitrary advertisements. Yet, it supports
only search requests with one key-value pair as search criteria. Thus, it is impossible to search
for advertisements with multiple functional and non-functional properties at the same time. To
overcome this issue a query could be executed with only one key-value pair and incompatible
advertisements could be filtered out on the requesting peer side. However, this would lead to a
high processing load on the requesting side as well as high network load. Hence, an extended
JXTA code discovery service was developed as part of this thesis. This service allows discovering
advertisements with arbitrary criteria. Thus, incompatible advertisements are already sorted
out at the resource-providing peers.

For loading and provisioning of code resources a code sharing service was developed. This service
is able to automatically create an RA with the concrete loading address for a given resource (the
IDA as well as the CDA has to be provided by the developer). The service manages physical
resource provisioning as well. In the prototype, a simple HTTP-based resource provider was
implemented; here, the service automatically starts a Web server serving the provided resource.
The service supports resource loading as well. Therefore, an RA has to be passed to the service.
The transfer method is dynamically selected on the basis of the RA data. Specific transfer
handlers implement the particular mechanism and can be loaded on demand as well. There is
a JXTA-based handler as a basis. It enables seamless data transfer across firewalls and using a
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Figure 4.5: Dynamic code management services

Bluetooth connection for data transfer due to JXTA-provided transparency.

Dynamic Code Management Services The DCM platform consists of three services (see Fig-
ure 4.5). The loading service supports publication as well as automatic selection and loading of
implementation code on the basis of the aforementioned JXTA services. The repository service
manages and provides already loaded and locally available resources. With the help of these
services, the resolver service allows automatic code dependency resolution.

The loading service enables dynamic integration of implementation code. Figure 4.6 shows
an exemplary selection process for an HTTP service implementation with optional support
for dynamic content and maximal throughput with respect to the available implementations.
Therefore, the loading service expects either an interface or an implementation name as input.
Additionally, functional and non-functional properties specify the required resource. There are
mandatory and optional properties. Mandatory properties build the basis for the selection
of compatible implementation code. Optional properties are used for rating all compatible
implementations that have been found.

Searching for code resources is implemented with the aforementioned JXTA code discovery
service. An important factor is the time period the loading service waits for incoming adver-
tisements. Due to the fact that this is highly application- and environment-dependent, the
code discovery service allows the specification of a timeout as well as a threshold for incoming
advertisements after which the selection process can start.

The evaluation of found resources is implemented by a comparison of the metadata of correspond-
ing CDAs and finally results in an implementation ranking on the basis of scores. Therefore,
optional properties have a quantifier that is defined by the implementation developer and repre-
sents a relative importance of the requirement (throughput has a quantifier of 40 and support for
dynamic content has a quantifier of 50 in Figure 4.6). These quantifiers can also be overwritten
by runtime parameters in order to allow a user-defined discovery. The loading service provides
a set of type handlers, which are used for comparing particular non-functional demands with
non-functional properties of a specific CDA. These properties have specific types, for instance,
string or version. The corresponding type handler allows a comparison of the typed properties.
Whenever a specific type handler is unavailable it can be loaded dynamically using the DCM
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Figure 4.6: Dynamic code selection process for an HTTP service

infrastructure (type handlers are implementation code as well). If a CDA fulfils an optional de-
mand, the corresponding score is assigned to it. Scores are added if further optional properties
are met (in Figure 4.6 CDA 3 is ranked highest because it supports maximal throughput and
dynamic content). For an improved evaluation min/max type handlers were developed as well.
These credit the full score to the best-fitting CDA, a null-score to the worst-fitting one and
a continuous value for those in between (e.g., required for the maximal throughput property).
Finally, the best ranked resource is loaded using the corresponding RA.

The repository service manages already loaded and locally available resources. In order to save
time and network resources, applications are able to search for cached implementations at the
local repository service first. Subsequently, the loading service can be used to search for remote
implementations using JXTA.

The loading service and the repository service build the basis for providing the resolver service,
which enables automatic code dependency resolution of resources that were loaded. Therefore,
the resolver service reads dependencies from a special resolve descriptor. The resolve descriptor
contains the interface name (prefixed by byIDA) as well as mandatory and optional functional and
non-functional demands (see Figure 4.7). These demands can be separated into sections, which
implement a namespace. Optional demands are prefixed with ‘o’ and have a score, while manda-
tory demands are prefixed by ‘m’. A dependency on a specific implementation leads to a specific
byCDA section within the resolve descriptor. Again, it defines functional and non-functional
demands of the specific implementation. Dependency resolution is achieved by first4 querying
the repository service for implementations being already locally available. If no appropriate

4The search method order is configurable in the prototype.
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1 byIDA:org.osgi.service .http.HttpService: {
2 compatibility {
3 m:os.name:String:windows
4 m:lang.name:String:java
5 m:code−size:min:200kB
6 m:memory−demand:min:100kB
7 }
8 properties {
9 o:50:dynamic−content:boolean:true

10 o:40:throughput:max:
11 }
12 }

Figure 4.7: Resolve descriptor with IDA dependency

implementation is found, the loading service is used to search for best-fitting implementations.
In case of functional dependencies, the loading service starts with searching for IDAs with the
required interface name, whereas for specific implementation dependencies the service starts
with searching for CDAs with the needed implementation name.

4.1.4 Dynamic Management of Platform-specific Code with OSGi

As already mentioned, OSGi emerged as a de-facto standard for modularising and managing
all kinds of complex Java-based software. With Concierge, OSGi is available on typical devices
for mobile and UbiComp scenarios. Thus, in addition to the platform-independent prototype
on the basis of JXTA, this thesis integrates the generic DCM approach into OSGi as well.
Figure 4.8 shows the architecture. The JXTA P2P services for the decentralised implementation
repository and the dynamic code management services, which were presented in Section 4.1.3.3,
are provided as OSGi bundles. The following paragraphs introduce OSGi and the particular
integration efforts with an enhanced OSGi bundle definition. Then, Section 4.1.4.6 presents an
integration of the novel OSGi DCM service with AWSM.

4.1.4.1 OSGi

OSGi is an open and standardised service platform defined by the OSGi Alliance [OSG07a].
The platform provides a lean Java-based component framework, which allows the installation,
update and uninstallation of components at runtime. Components are standard Java archives
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Figure 4.8: DCM architecture for OSGi

with a special manifest containing metadata. Such components are called bundles and can
contain libraries and applications in terms of OSGi services. These services implement a regular
Java interface and are registered with this interface name and optional metadata at an OSGi
platform service registry. Bundles are able to share functionality on the basis of Java packages
that can be exported and imported. The coordination of such bundle dependencies is part of
the OSGi framework.

Following the idea of the service-oriented architecture [Bar03], OSGi services can be built on
basis of other bundles’ services. Due to the fact that OSGi was originally designed with focus on
local applications, such as gateways and set-top boxes, the OSGi framework provides functions
for local service discovery and instantiation. Thus, services are able to collaborate only within
the OSGi system’s frontiers. Automatic service dependency resolution with remote service
repositories is not part of the OSGi specification, but services have to be installed locally by
an administrator5. Dependencies can in fact be described with the bundle manifest header
Import-Service but the actual resolution of service dependencies is left to bundle developers
even in the local case. Therefore, OSGi provides support for monitoring the availability of
local services. Since OSGi release 4, there is a declarative services specification [OSG07b]. It
provides an automatic approach for service dependency resolution. Yet, it is restricted to a
local OSGi framework. Up to now, only few OSGi framework implementations, such as Eclipse
Equinox [Ecl09c], provide an implementation.

5OSGi release 4.2 [OSG09] that has just been approved in September 2009 contains a remote services specification
but there is no implementation so far.

79



4 Infrastructure Services for Mobile and Ubiquitous Computing Environments

1 Name: org.knopflerfish.bundle.http.HttpServiceImpl
2 Version: 1.3
3 Interface : org.osgi . service .http.HttpService
4 InterfaceVersion : 1.0
5 InternalName: knopf_http_1_3
6 compatibility {
7 os.name:String:linux
8 os.version :version :[2.4;2.6)
9 }

10 properties {
11
12 code−size:min:155kB
13 memory−demand:min:1613.2kB
14 dynamic−content:boolean:true
15 throughput:max:399
16 }

Figure 4.9: Exemplary code description manifest

4.1.4.2 Extended Bundle Description

In addition to the standard OSGi bundle manifest [OSG07a], further manifests were added
by the author to describe bundles with respect to the DCM platform. These manifests allow
automatic JXTA advertisement generation in the loading service (i.e., IDA and CDA) and bundle
dependency specification. They are ignored by OSGi framework implementations that are not
aware of the DCM platform.

Interface description manifests describe the service interfaces within a bundle and are used for
IDA generation and respective code description manifests contain information for CDA genera-
tion. Figure 4.9 shows an exemplary code description manifest that describes an HTTP bundle
for Linux version equal to or greater 2.4 and less than 2.6 providing an HTTP service with
support for dynamic content.

The standard OSGi bundle manifest header Import-Service is used to specify service depen-
dencies. As already mentioned, a resolve descriptor is introduced for specifying dependencies
on other bundles with functional and non-functional demands (see Figure 4.7). There, the in-
terface name within the Import-Service header maps to the interface name within the resolve
descriptor (prefixed by byIDA). A Require-Bundle header describes a bundle dependency and
thus results in searching for a specific implementation described by a CDA (see Figure 4.10 for
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1 Bundle−SymbolicName:
2 org. knopflerfish .bundle.http.HttpServiceImpl
3 Bundle−Version: 1.3
4 Bundle−Name: HTTP service bundle
5 Bundle−Activator: org.knopflerfish.bundle.http.Activator
6 Require−Bundle: org.knopflerfish.bundle.http.impl.HTTPBase
7 Import−Package: org.knopflerfish.bundle.http.impl.util ,
8 org. knopflerfish .bundle.http.impl.tools

Figure 4.10: Bundle manifest with dependency on HTTPBase bundle

a bundle manifest describing a dependency on an HTTPBase bundle providing shared HTTP
functionality).

4.1.4.3 Manual start of loading process: OSGi console

Most OSGi frameworks provide a management console (e.g., for manual bundle installation and
starting). DCM was seamlessly integrated into the OSGi console of Apache Felix [Apa09a] and
Eclipse Equinox [Ecl09c] as a part of this thesis. For resolving the dependencies of an installed
bundle the command DCM_resolve <bundle_id> is used (bundle_id identifies the bundle to be
resolved). Internally, the resolver service manages dependency resolution (see Section 4.1.3.3).
There is also a basic backtracking mechanism: if dependencies of dependent bundles cannot be
resolved, an alternative from the previous selection is tried. For installation with automatic
resolving of bundle dependencies DCM_install <url> is used (url specifies the bundle file
location).

4.1.4.4 Automatic start of loading process: Service Tracker

For seamless deployment of locally unavailable services a standard OSGi service tracker [OSG07a]
is used. This enables a completely automated process of selection, loading and installation of
the best-fitting bundle and services without user interaction.

In general, a service tracker decouples OSGi bundles from directly monitoring whether required
services are available at runtime. For this purpose, a service tracker autonomously observes
service registration and deregistration activities within the OSGi framework. This capability
allows resolving required services with the service tracker. Therefore, the service tracker expects
filter criteria, such as the service name and service vendor in terms of an LDAP string [OSG07a].
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These filter criteria enable determining a specific implementation in case of multiple suitable
ones. Some filter criteria are proposed by the OSGi specification but user-defined criteria are left
open to developers. Parameters within the LDAP strings are matched against service properties,
which can be specified at service registration. A timeout can be specified for the case that a
required service is unavailable.

Within the scope of this thesis, an existing service tracker implementation was extended to
automatically deploy bundles, which implement a required service according to user-defined
requirements. In general, this enables bundle developers who use a traditional service tracker to
implement a blueprint of a service-based application (i.e., an application construction plan on
the basis of an initial service with all required bundle and service dependencies that build up the
whole application) without caring about local availability of the needed services; node-tailored
services are automatically deployed by the novel service tracker. The OSGi-compliant service
tracker enables a seamless integration of service-containing bundles without any OSGi framework
modifications. Therefore, it uses the aforementioned dynamic code management services (see
Section 4.1.3.3). The preferred method order (i.e., use local bundle or always load the bundle
with the DCM platform) is specified as an ordered tuple within the LDAP string. If no such
policy is specified, first locally available bundles are used. Then, if appropriate local bundles
are unavailable the DCM platform is used.

To seamlessly integrate the DCM platform within the service tracker, given LDAP filter cri-
teria specifying non-functional requirements are automatically mapped to the DCM platform
for performing queries for bundles providing the needed services. For this purpose, the LDAP
string is parsed and non-functional requirements, which are intended for the DCM platform, are
automatically extracted (these are prefixed by dcm). Then, an OSGi-local query is performed for
determining whether an appropriate implementation for the requested service is already avail-
able. Potential service candidates are matched against the given non-functional requirements
and the best-fitting one is returned. If no adequate service implementation is found, the service
tracker uses the DCM platform (see Section 4.1.3.3). Therefore, a resolve descriptor is generated
for the service interface and the given non-functional requirements are inserted as mandatory
and optional items. For avoiding network traffic, the repository service queries its local cache
for bundles containing appropriate service implementations. If no such bundles are available
the loading service is used. A suitable bundle satisfying at least the mandatory requirements
is automatically discovered, selected, downloaded, and installed. In case of service and bundle
dependencies, the resolver service attempts to resolve these dependencies with the DCM services
as already described. A basic backtracking mechanism is started if dependent bundles cannot
be resolved (see previous section). If all dependencies are successfully resolved, the bundles can
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Bundle Size Platform Deployment Time (s)
LAN WAN

Local Network Inter-University Internet

0.1 MB
DCM 1.55 ± 0.10 1.55 ± 0.07 1.55 ± 0.06
OBR 0.42 ± 0.10 0.48 ± 0.05 0.49 ± 0.05

1 MB
DCM 1.90 ± 0.05 2.31 ± 0.10 4.80 ± 0.24
OBR 0.56 ± 0.05 0.64 ± 0.06 3.01 ± 0.17

10 MB
DCM 6.81 ± 0.08 11.42 ± 0.22 33.80 ± 0.26
OBR 3.31 ± 0.09 3.32 ± 0.12 24.74 ± 0.21

Figure 4.11: Evaluation of bundle loading time with DCM vs. OBR

be started. When starting bundles, their new services are registered and the OSGi framework
propagates service events. The service tracker listens for these events and manages references
of all appropriate service candidates matching the non-functional requirements.

For preventing the OSGi framework from locking during DCM network operations, the novel
service tracker performs remote queries, downloading and bundle installation within a separate
thread. Consequently, service queries can be repeated continuously by the service tracker un-
til an appropriate service implementation is available without affecting the OSGi framework
operation.

4.1.4.5 Evaluation: Dynamic Code Management vs. OSGi Bundle Repository

This thesis evaluates DCM on the basis of JXTA 2.4.1 in comparison to the server-based OSGi
Bundle Repository (OBR) to determine the overhead of the decentralised approach in contrast
to a pure server-based solution. The OBR provides a central Web server with an XML file
describing bundles that can be downloaded on demand. A typical scenario of the measurement
case would be the dynamic loading of an application on demand. Therefore, the application
developer has to specify some kind of application construction plan in terms of bundle and
service dependencies. These dependencies can be resolved either automatically using the DCM
platform or manually with the OBR.

For the evaluation, an OSGi bundle was implemented, which requests a locally unavailable
bundle at startup time. It measures the time to load, install and start the requested bundle. For
the loading process either DCM or the OBR is used. Due to the fact that the OBR automatically
loads the first available bundle implementation, DCM is also configured to select the first-fitting
bundle in order to obtain comparable results. The OBR client parses an XML description of the
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repository at startup time and thus does not support repository changes at runtime. To allow
dynamic changes at runtime, this XML file has to be parsed each time before the discovery
process. Thus, this time is taken into account for the OBR performance cases to make it
comparable to the DCM approach. Both systems, an DCM-providing node as well as the OBR,
are running on the same machine during the measurements. The bundle size was diversified
to estimate the overhead of the JXTA-based code management infrastructure. The loading
process is evaluated for different network configurations. Figure 4.11 shows the loading time of
a particular bundle with the loading-client and the particular infrastructure being in the same
local network (switched 100Mbit LAN), in different but inter-university–connected networks
(fast WAN connection between University of Erlangen and Ulm University) and in different
Internet-connected networks (6Mbit DSL WAN). The experiment was repeated 20 times and
the average deployment time was calculated with the standard deviation. Apache Felix 1.0.0
running on Sun Java 1.6.0_03 was used as evaluation platform. An AMD Athlon 64 2.20GHz
processor with 1GB RAM acted as client machine, while an Intel XEON 2.40GHz processor
with 2GB RAM acted as server machine hosting either the OBR or the DCM platform.

For the performance evaluation in the local network, the OBR outperforms the DCM platform.
However, while for a 0.1 MB bundle OBR is factor 3.69 faster than DCM, the factor shrinks6 to
2.05 for a 10 MB sized bundle. Performance in the inter-university WAN scenario is similar to
the local network scenario. Although the DCM results show that the JXTA data transfer does
not scale well, bundle sizes greater than 1 MB are rather uncommon for OSGi. The Internet
WAN scenario is similar to the previous performance cases. However, it shows the great potential
of DCM: while the probability of a local-network–connected OBR repository is quite low, the
probability of another DCM code sharing peer within the same local network having already
cached a needed bundle is higher (e.g., a team working in the same department probably needs
the same software; thus, the probability is high that a local team member already shares a
required update). This can drastically decrease deployment time due to loading from a local-
network–connected node instead of an Internet-connected one (OBR Internet WAN deployment
times vs. DCM LAN deployment time).

Additionally, DCM solves some issues of the OBR. For instance, OBR does not support non-
functional properties during the discovery and selection process. Moreover, it automatically
selects the first only functionally fitting bundle. OBR is a pure server-based solution with its well-
known limitations, such as scalability (the performance evaluation was made with a very small
bundle repository providing only 10 bundles; in case of a bigger one, a longer XML file would have

6Discovery time is independent of the bundle size, whereas the transfer time increases accordingly. Thus, with
an increasing bundle size, discovery time becomes insignificant.
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Figure 4.12: Integration of DCM with AWSM

to be loaded and parsed). The P2P approach enables each OSGi system running DCM to share
bundles, which reduces administrative efforts to a minimum. Moreover, DCM is independent of
the data transfer mechanism (OBR is restricted to HTTP). For the measurements, the JXTA-
based data handler was used, which provides the ability to transfer data across firewalls and via
Bluetooth. Last but not least, using the OBR forces manual bundle selection, while DCM allows
transparent service instantiation (see Section 4.1.4.4). Thus, considering the issues that were
solved in comparison to the OBR, the overhead of the DCM platform is adequate. Especially
in the case that a local DCM system already loaded a needed bundle the overhead of the P2P
approach is low or it performs even better than the OBR.

4.1.4.6 Integration with AWSM

Due to its excellent support for modularised Java software, OSGi is a good candidate to mod-
ularise AWSM service facets (this way, fundamental AWSM service adaptation as introduced
in Section 3.3.2 can be implemented with bundle reconfiguration). As a proof-of-concept, the
author developed a prototypical integration of DCM on the basis of OSGi with AWSM. It
is possible to run Axis2 on top of OSGi. Therefore, standard OSGi bundles have to be ex-
tended by a services.xml description, which specifies the OSGi services to expose as Axis Web
services [AE08].

Figure 4.12 shows the approach to integrate AWSM into an OSGi environment running DCM.
For this purpose, a generic factory is implemented as an OSGi service, which is remotely ac-
cessible as an Axis SOAP Web service. The factory implements the generic factory interface as
specified in Section 3.3.2.2 (thus, it is externally not recognisable as an OSGi service) and uses
the DCM service tracker to install the required target Web service facet (see Figure 4.12, step
3). If the code is not available, the service tracker tries to install the target service as described
in Section 4.1.4.4. If the installation is successful, the service is started with the standard OSGi
command. AWSM services that are implemented as OSGi services include a services.xml file,
which specifies the Web service to expose. Thus, after installation, the provided OSGi service
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automatically registers itself as a SOAP Web service to Axis to implement the desired target
Web service facet.

4.1.5 Basic Security Considerations

This section discusses security risks that may arise when using the DCM platform. These are
first split into network and local risks. Then, possible solutions are provided.

Network Risks In general, JXTA is an open P2P infrastructure, in which any JXTA peer may
join and leave the network. However, peers may behave maliciously and thus compromise the
network. JXTA provides the concept of secure peer groups for this purpose. There, only peers
that provide pre-negotiated credentials are able to join such a group. This establishes trust
between peers [The07a].

JXTA messages are plain XML files. This enables peers—especially rendezvous peers—
modifying these messages without notice of any other peer. A solution to this would be using
standard XML signatures [Net02]. Additionally, peers may intercept bundle code transfer. Es-
pecially when transferring confidential data, such as bundles developers have to pay for, this is
a serious concern. A solution would be the development of a transfer handler using transport
layer security (TLS). JXTA XML messages could be secured using XML encryption [W3C02].

Another issue are rendezvous peer crashes. This leads to unreachable subnets. An effective
solution could be implemented within the subnets. There, peers have to monitor the rendezvous
peer. In case of a crash, any edge peer within the subnet becomes a rendezvous peer (JXTA
provides basic mechanisms to implement such behaviour).

Local Risks A serious problem with dynamic code loading is malicious code. Due to the fact
that both prototypes (i.e., standalone JXTA and OSGi) are Java-based they provide standard
Java security mechanisms, such as sandboxing [WLAG93]. OSGi provides additional support
for digital code signatures [Nec97] and a special optional Permission Admin service for a fine-
grained security-related framework configuration since release 4 [OSG07a].
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4.2 Generic Context Service

As already mentioned, the increase of mobile and interconnected devices demands for equally
ubiquitous and mobile applications. Due to the heterogeneity of devices, applications have to
adapt to the environment they are executed in (e.g., on the basis of the AXM pattern; see
Chapter 3). This requires context management in the environment and context-sensitivity of
the application.

This section introduces a novel generic context service with a generic context model. The context
service has a modular architecture and provides context collection, discovery and monitoring. It
is generic in the sense that it offers extension points for integrating future context domains and
provides a Web service interface for standard-compliant interaction in heterogeneous environ-
ments. After briefly considering security, the section shows the integration of the prototype into
the AWSM platform, which provides fundamental adaptivity to applications (see Section 3.3.2).
As a use case, the implementation of the novel mobile media player application (see Section 2.2.2)
is described in detail with respect to the implementation of context awareness.

4.2.1 Background

This section first defines context as it is used in this work. Then it presents the current state-
of-the-art with respect to context modelling approaches.

4.2.1.1 Context

Context is known in several scientific fields such as linguistics, psychology and computer science.
This work focuses on definitions used in the latter. Besides low-level definitions of context such
as the process context used with multitasking, there are also high-level definitions. For the first
time, Schilit et al. [SAW94] define context as a set of three aspects: Where are you? Who are you
with? What resources are nearby? Dey [Dey01] criticises that it is impossible to define context
by naming all of its components because these are highly situation dependent. Additionally, he
disagrees with the limitation to the user perspective and thus gives an own definition describing
context as any information that can be used to characterise the situation of an entity (i.e.,
person, place or object relevant to the user-application interaction). Due to the fact that Dey’s
definition is a very generic approach, it is used in this thesis to define the requirements of the
generic context model.
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4.2.1.2 Context Modelling

The number of sensors in modern devices is constantly increasing. This allows fine-grained
descriptions of the application environment. However, standardised context modelling and dis-
tribution are required for interoperability.

There are several approaches to model context, which mainly differ in complexity of syntax
and expressiveness. For instance, Schilit et al. [SAW94] use key-value-pairs to store context
information. Yet, key-value-pairs are a very limited approach as they do not support hierar-
chies/namespaces for separating identically named properties of different context components.

Graphical models, for instance on the basis of Object Role Modelling (ORM) are amongst others
used by Henricksen et al. [HIR03]. They use them in the design phase of context modelling and
for defining schemas to store context into relational databases. However, this approach is neither
processible nor reasonable for small mobile devices.

Further modelling approaches use object-orientation, markup languages and ontologies. There
is no clear separation between these approaches, for instance, Composite Capability/Preference
Profiles (CC/PP) [W3C07a] for describing device specifications and user preferences are ex-
pressed with the Resource Description Framework (RDF) [W3C04b]. RDF is an XML applica-
tion, which can be used to define ontologies by building a graph with interlinked nodes represent-
ing resources. The edges of an RDF graph describe relations between resources. OWL [W3C04a]
is built on top of RDF to create a more expressive ontology language. Adding object-oriented
language concepts, such as classes and inheritance, OWL allows modelling complex relations
between entities. For instance, Strang et al. [SLPF03] use OWL in a context model to allow
contextual service discovery. Due to its sophisticated features, the high expressiveness and the
use of XML, OWL is an excellent candidate for modelling context in a generic way.

4.2.2 Related Work

Context provisioning is a very popular research area. The following paragraphs give a broad
overview by describing possible approaches with particular realisations.

For instance, Schmidt et al. [SAT+99] describe a system generating events when entering/leav-
ing certain situations. For gathering characteristic context information about such situations,
physical and logical sensors are used. These either detect physical values, such as brightness and
temperature or logical values belonging to a specific device such as available bandwidth and the
currently connected GSM cell. Both types of values are processed and unified in a higher layer
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called cues to derive higher level context descriptions. Due to a multi-tier architecture, sensors
can be flexibly added to support further context components. However, there is no insight on
how to model context and due to the missing documentation of the system interface, the usabil-
ity remains unclear. The most severe limitation is the missing support of context distribution.
This is essential to share context information between different components within a UbiComp
platform.

Dey et al. [DAS99] create a context environment as a basis for several UbiComp applications,
such as indoor-navigation and location-based messaging. The environment is aware of context,
such as nearby persons, and provides applications with events at context changes. The authors
use the concept of widgets known from GUIs to encapsulate sensor-specific drivers and protocols.
These context widgets can be linked among each other and thereby build up complex context
descriptions. For separating application logic from context processing, context interpreters ag-
gregate widgets. Applications obtain context information using a centralised context server. All
components can run on different devices and thus be distributed. The context information is
modelled with XML and spread with a proprietary protocol. Thus, in contrast to standard
protocols, such as Web services, developers cannot use code generators to create communication
stubs. Moreover, there is no support for query languages to specify required context profiles.

Indulska et al. [IRRH03] describe how to build context-aware systems on top of CC/PP. They
identify context detection, interpretation and management as main challenges. The authors pro-
pose a three-tier architecture with awareness modules to abstract from sensors/actors, a context
manager to manage aggregated context information in a context repository and a context-aware
application layer. Applications are able to subscribe to notifications on context changes. Al-
though context modelling with CC/PP elements allows reusing an existing ontology, it is heavily
limited to a concrete application domain (i.e., describing capabilities of mobile devices).

Da Rocha and Endler [dRE06] present an approach for context management in UbiComp en-
vironments. Yet, in contrast to the system proposed in this thesis, they use object-oriented
context modelling. This requires a proprietary infrastructure supporting context operations,
such as store and query. Unlike the approach of this thesis, they assume the context ser-
vice and the infrastructure being built upon the same middleware. The approach of this thesis
supports heterogeneity by building only on standards, such as Web services and OWL.

There are context services, which are—in contrast to the generic approach of this thesis—
restricted to single context components. For instance, Ranganathan et al. [RAMC+04] developed
a context service for location awareness in UbiComp environments.
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4.2.3 Requirements

The following sections define requirements for a generic context model and management. These
serve as a guideline for designing and implementing the novel context service as part of this
thesis.

4.2.3.1 Context Model

Due to the fact that the context model should suit a generic context service in terms of supporting
as many applications as possible, the most important requirement is the extensibility of the
context model to abstract from a concrete application domain. Therefore, it should provide an
initial ontology, which allows adding further context components. For reusing existing context
components the modelling language should support some kind of inheritance. Additionally, it is
desirable to model equivalence relations between properties that are named differently but share
the same semantics.

A further requirement is support for decentralised modelling. Developers should be able to
compose ontologies from different sources. Sources should include publicly available context
components and individual domain-specific ones.

The chosen modelling language should be supported by an application programming interface
(API) in the most relevant programming languages. This eases context processing inside the
context service. Furthermore, ensuring compatible data types through all layers of the context
service calls for a type system. Due to the fact that context analysis is the basis of context discov-
ery and monitoring, the modelling language should provide a corresponding querying language.
Both languages should be accepted standards in order to ensure future interoperability.

4.2.3.2 Context Management

Context management should aggregate information from multiple distributed context services.
For immediately reflecting changes in dynamic parts of the environment the knowledge base
should be continuously updated. In order to allow context discovery, the knowledge base should
provide a public interface using standard protocols. Such an interface should accept complex
queries, which define context profiles (e.g., requested by mobile applications for initiating migra-
tion). Then, this query should be executed by the knowledge base for discovering the requested
context.
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Figure 4.13: Context model structure

In addition to the public interface, there should be an event mechanism that allows inform-
ing about context changes. Detecting required context violations enables applications reacting
autonomously at runtime.

4.2.4 Context Service

This section first presents the generic context model of the context service. Then, it shows the
architecture and describes the approach for context management.

4.2.4.1 Context Model

Figure 4.13 shows the structure of the context model. Each context has a serviceId defining its
scope to correlate context to physical objects (e.g., regarding AWSM, the id allows the factory
finder to correlate context to particular factories; see Section 4.2.6). The property createdAt
contains the creation time, which can be used for implementing caching strategies for context
discovery. A context consists of multiple context components. These components represent
topics such as network, audio, video and user. Such a context component consists of properties
(with name, value and possible value range), further context components or both. The properties
averagingInterval (interval of values being considered for averaging) and frequency can be
used to measure the continuousness of context components (could be referenced within a context
query).
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Figure 4.14: Context service architecture

According to the evaluation of modelling approaches in Section 4.2.1.2, the model is realised
with standard OWL (i.e., OWL Lite [W3C04a]). This allows using the standard query lan-
guage SPARQL. Extensibility is achieved with OWL inheritance mechanisms using the RDF
schema element rdfs:subClassOf. Value ranges and equivalency relations are specified with
rdfs:range and owl:equivalentProperty elements.

4.2.4.2 Architecture

Figure 4.14 shows the service architecture, which is divided into three layers to separate the func-
tional aspects of context sensing, collection and processing (e.g., proposed by Dey et al. [DAS99]
and Coutaz et al. [CR02]).

At the lowest layer, sensors (i.e., virtual sensors) collect context data. Each sensor belongs to
exactly one context component (see Figure 4.13). This eases the extensibility of the context
model.

A sensor is able to collect information from different sources, such as static configuration files,
individual detection methods and user interaction. Static context information can be provided
in XML configuration files. These documents contain key-value-pairs allowing sensors to parse
context information. Keys are the URIs within the context ontology, which uniquely identify
context component properties. Unlike static information, dynamic information needs continuous
detection at runtime. Corresponding detection methods have to be implemented individually.
Yet, there is a basic naming convention: a detection method for property x is named detectX()
and must return a value with the appropriate data type being specified in the context ontology.
Another alternative for delivering context information to a sensor is user interaction, for instance,
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Figure 4.15: Context management

using a GUI (sensors are implemented as Java Management Extensions (JMX) Beans, which
makes them accessible for graphical management tools, such as the JConsole [Sun08]).

Depending on the information characteristics, each property value is continuously updated and
these continuous values can be averaged using a Gaussian filter. Functionality being shared by
all sensors, such as updating and averaging, is located within an abstract sensor class. Thus,
developers have to implement only the parts that are related to a particular context component.
Additionally, as part of this thesis, an Eclipse plugin was developed, which is able to generate
sensor-specific code templates out of OWL context component descriptions.

One layer above, the sensor manager is situated. It is able to dynamically instantiate sensors
and aggregates their information in a context description (i.e., OWL instance of the context
model). The public methods getContext() and getContextComponents() provide OWL con-
text descriptions according to application needs.

A context service makes context publicly available to UbiComp platforms, such as AWSM.
It is implemented as a Web service and delegates requests to an internal/configured sensor
manager.

4.2.4.3 Context Management

Local context descriptions delivered by context services have to be managed domain-wide to
build up a comprehensive knowledge base. Figure 4.15 shows the responsible context manager
and its relation to context services and UbiComp platforms, such as AWSM.
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1 PREFIX ctx: <http://domain.com/context#>
2 PREFIX net: <http://domain.com/network#>
3
4 SELECT ?serviceId
5 WHERE {
6 ?context ctx:serviceId ?serviceId ;
7 ctx:hasContextComponent ?network.
8
9 ?network net:upstream ?up;

10 net:downstream ?down.
11
12 FILTER(?up > 1000000 && ?down > 5000000)
13 }

Figure 4.16: Sample context query in SPARQL

Context prefetching reduces query response times at the knowledge base. Thus, the context
manager periodically requests information from registered context services. This thesis advo-
cates such a pull strategy because it supports resource-limited devices as context services can
be implemented as passive entities and thus be as lightweight as possible. Context descriptions
are buffered in a context store within the context manager.

The context manager executes search queries using SPARQL. Figure 4.16 shows an exem-
plary query selecting the serviceId of each context that matches a minimum network up- and
downstream. The query method of the context manager expects a Boolean parameter speci-
fying whether to query information that is cached or to pull current information from context
services.

Context monitoring builds the basis for autonomous behaviour, such as rule-based migration.
Thus, the context manager provides a context monitor as well. For monitoring particular con-
text, listeners can be registered at the context manager with the monitored context’s serviceId,
the monitored condition and the call-back address (i.e., URL). These registrations are delegated
to the context monitor, which periodically checks if the context still meets the given conditions.
Once a condition is violated the monitor notifies the corresponding listener by sending a message
to its registered call-back address.
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4.2.5 Basic Security Considerations

This section provides a basic view on security concerns with respect to the presented design of
the context service.

In general, sensors, the sensor manager and the context service should be deployed on the
same local node. There, ensuring a secure environment should be a trivial issue. Yet, sensors
are implemented on the basis of JMX, which allows remote access to beans [Sun08, Sun06c].
Thus, it is possible that sensors and the sensor manager are deployed on different nodes. In
this case, there has to be a trust relationship between both entities. If there was no such
relationship, malicious sensors could provide wrong context and unauthorised sensor managers
could access private context, respectively. Furthermore, data transfer should be encrypted to
avoid eavesdropping (e.g., JMX supports Secure Sockets Layer (SSL)).

Moreover, there has to be a trust relationship between the context services and the aggregating
context manager. Under other circumstances, malicious context services could provide wrong
context and unauthorised entities acting as a context manager could read private context, re-
spectively. Again, data transfer should be encrypted to prevent other entities from wiretapping.
Due to the fact that both services are implemented as Web services, standard Web service data
encryption mechanisms on the basis of WS-Security can be used [OAS06].

For mobile and UbiComp platforms, such as AWSM, it is a severe issue to ensure a trust rela-
tionship with the context manager. Otherwise, malicious context services could falsify decisions
made on the basis of discovered context and malicious context managers could wrongly notify
about violated context constraints, respectively. For reasons of data confidentiality, data transfer
should be encrypted again.

As already described in Section 3.2.4, trust can be implemented with centralised or decentralised
infrastructures (i.e., public key infrastructure (PKI) [FS03] and Web of trust [CDF+07]). JMX
supports X.509 certificates [CSF+08] to implement such an approach while WS-Security [OAS06]
can be used for implementing trust between Web services.

4.2.6 Integration of Context Support into AWSM

This section shows the integration of context support into AWSM. Then, it describes the
implementation of the novel mobile media player application (see Section 2.2.2) on the basis of
the context-enhanced AWSM platform.
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1 public interface ContextAwareAWSMService extends AWSMService {
2 public String adapt(String targetFacet, String context, String facFinderURI);
3 public String copy(String targetFacet, String context, String facFinderURI);
4 public String move(String targetFacet, String context, String facFinderURI);
5 public void contextChanged (String condition);
6 }

Figure 4.17: ContextAwareAWSMService interface (Java)

As already described in Section 3.3.2, the AWSM prototype allows migrating to locations, where
a needed facet can be created. In addition to this functional criterion, non-functional criteria
(i.e., context) shall be considered during migration target discovery. Thus, the AWSM service
interface is extended with several life-cycle methods that allow specifying the target context (see
Figure 4.17). Such a context profile is specified with SPARQL and thus can internally be used
for context discovery without change. However, discovering migration targets is not processed
by the AWSM service itself but delegated to the factory finder (see below). Another addition to
the AWSM service interface is necessary to receive notifications about context changes. In this
case the method contextChanged() is called by the context monitor. The parameter specifies
the context condition (i.e., SPARQL query), which enables applications reacting to particular
context changes. This behaviour is comparable to standard GUI toolkits, in which events also
contain information about their source.

The factory finder (see Section 3.3.2) integrates context-awareness into the factory search. There-
fore, factories do not only register supported facets but also the serviceId (see Section 4.2.4.1)
of the responsible context service (typically colocated on the respective factory’s device). The
factory finder allows searching for factories, which are able to create a certain facet and are
located in a desired context. The context is specified with a SPARQL query and the discovery
process is delegated to a known context manager (see Section 4.2.4.3). Appropriate factories
are found by determining the intersection of both search results (matching facet and context).
These factories are returned as a list of factory addresses ordered according to similarity with
the requested context (e.g., specific location with minimum CPU).

4.2.6.1 Context-aware Mobile Media Player Application

This section describes the prototypical implementation of the novel mobile media player as a
proof-of-concept for the AWSM platform in conjunction with the context service. The me-
dia player is able to fundamentally adapt to its environment by automatically migrating for
spontaneously using presentation resources in the user’s surroundings (see Section 2.2.2).
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Figure 4.18: Context-aware mobile media player GUI

Today, several manual steps have to be carried out in the following scenario: a person moving
around listens to a song on a mobile media player. When this person enters her living room
the same song should continue to play on a stationary device. With the AWSM platform,
such a mobile media player providing this functionality only has to extend the AWSM service
implementation. Then, the player can be moved to another device without any user interaction
(see Section 3.4.2).

Figure 4.18 shows the media player GUI of the prototype implementation. The client window
has two main areas for player control and migration. The top area contains controls that
trigger calls to the player Web service. The lower part of the migration panel provides a list
of context profiles (i.e., SPARQL queries) with different priorities, for instance on display size,
audio quality and network capacity for watching streaming content. Additionally, queries can
be added and edited at runtime. The ordered result of a search for appropriate factories using
the factory finder is displayed in a list below. Therefore, context services run on factory devices
with location sensors and provide context information to a context manager being queried by
the factory finder. For migrating to one of these targets the user has to select the respective
factory, choose the component to be moved and press the migrate button (results in invoking
move() at the AWSM service; see Section 3.3.2).

In addition to manually triggered migration, the media player supports automatic migration as
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well. Therefore, context monitoring is used to get notified about the context profile being vio-
lated in the player’s current context. This is caused by changed context, such as less network ca-
pacity and different user location. By overriding the AWSM service method contextChanged()
the player is able to react to a context violation. Then, it autonomously migrates to another
appropriate location. With such a mechanism, behaviour can be implemented, in which the
mobile player automatically follows its user, such as described in Section 2.2.2. Therefore, the
context profile specifies that the target needs to be located in the user surroundings (described
with SPARQL).

A proof-of-concept prototype shows that even time-critical applications benefit from the AWSM
approach in conjunction with the context service. In average, migration of the media player
between two standard notebooks (Intel Core2 Duo 2 GHz, 1 GB RAM) being connected via
54Mbit WLAN takes only between one and two seconds. This seems to be a reasonable delay.
The part of the media stream, which is presented at the original location during the migration
process, is replayed at the target location when the player is completely moved to the new
location. This is due to the fact that the current player state is transferred during migration.
Yet, it allows the user refocusing the presentation.

4.3 Entity Discovery with the Session Initiation Protocol

For many mobile and UbiComp applications, it is essential to discover entities, such as users,
devices and services with given characteristics. For instance, in the context of the report appli-
cation introduced in Section 2.2.3, the rescue coordination centre initially has to discover users
with computing devices that are located in the geographical surroundings of the scene.

If the AWSM infrastructure in conjunction with the context service introduced in Section 4.2 was
deployed on all these devices, discovering users with particular computing devices in the scene
surroundings would not be an issue. Yet, in most cases, this assumption would probably not
apply. Thus, this thesis proposes an alternative solution that is implemented on top of standard
network infrastructure for next generation networks [ITU04] as proposed by the IP Multimedia
Subsystem (IMS) specification [3GP09]. IMS has already achieved acceptance among mobile
phone7 service providers and is built on top of the Session Initiation Protocol (SIP) [RSC+02],
a generic protocol for session management that is a broadly accepted standard for multimedia

7This thesis advocates that mobile phones have already achieved being ubiquitous. Thus, they can be assumed
available in many mobile and UbiComp scenarios, such as the spontaneous reporter scenario of Section 2.2.3.
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communication and especially Voice over IP (VoIP). With respect to the mobile report appli-
cation (see Section 2.2.3), SIP can also be used to send a multimedia message with the needed
initial code for the reporter (i.e., a basic AWSM infrastructure with the reporter service facet).

The following sections present a novel SIP-compliant extension that provides a mechanism for
registering and discovering SIP endpoints with particular user, device and available service
characteristics. It requires only small extensions on top of the classical SIP implementations
and obviates the additional overhead of implementing separate discovery services. This approach
has several advantages. In the case that there are already SIP entities on the devices, there is no
need for another infrastructure providing dynamic discovery of entities. SIP users already have
to register with the SIP infrastructure; as a side effect, associated entities (i.e., users, devices and
services) can also be registered within one SIP registration transaction. Consequently, the overall
network infrastructure complexity is reduced. This can improve the general manageability.

Standard SIP infrastructure relies on central entities that are typically located in the Internet
(i.e., SIP registrar and proxy servers as part of the SIP provider network). Thus, it cannot
be assumed to function properly in many mobile and UbiComp scenarios, in which an area-
wide Internet access cannot be guaranteed (e.g., in disaster management scenarios as described
in Section 2.2.3). As a part of this thesis, the author developed a novel decentralised P2P
architecture for SIP signalling on the basis of JXTA [Gon01]. The approach does not require
any central entities for maintaining the SIP traffic, while preserving compatibility with standard
SIP endpoints. As a result, it can for instance be used to build up ad-hoc communication
networks by means of a spontaneous point-to-point network between available communication
devices within a particular geographic area. Additionally, entity discovery capabilities were
seamlessly added into this infrastructure to provide dynamic location of required entities in
such environments.

The last part of the chapter evaluates the novel P2P SIP concept in comparison to standard SIP
within three scenarios: in addition to an already mentioned point-to-point network, which can be
found in many mobile and UbiComp scenarios, local and wide area networks are examined. The
results show that the novel P2P approach compares well in terms of response time, especially
in the possible mobile and UbiComp setting. Yet, as it employs the standard JXTA routing
mechanism, it results in more traffic for maintaining the peer-to-peer overlay.

4.3.1 Session Initiation Protocol

The Session Initiation Protocol (SIP) was developed by the Internet Engineering Task Force
(IETF) [RSC+02]. The protocol is designed for session management and coordination in general.
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Figure 4.19: Message flow for SIP session establishment

Hence, it allows users to establish, modify and terminate sessions. Today, SIP is widely used
for session management of multimedia sessions, such as VoIP, video conferences or Video on
Demand (VoD).

SIP is a text-based protocol, which is built upon standard Internet protocols, i.e., the Internet
Protocol (IP), the Transmission Control Protocol (TCP) and the User Datagram Protocol
(UDP). The client-server model is used as communication paradigm: a request from the client
is answered by a response from the server. SIP specifies the behaviour of several network entities:
user agent (UA), registrar, location service and proxy server.

Figure 4.19 shows the message flow and affected entities for establishing a session. For initiating
a session between two terminals, an INVITE message is sent. A UA is a logical SIP entity
that is responsible for establishing, modifying and terminating sessions. Therefore, it is able
to send and to receive appropriate SIP messages. Messages contain a unique SIP URI, which
identifies the target UA. They are sent to an initially configured SIP proxy server. SIP proxy
servers are responsible for forwarding messages to the target UA. If the target SIP URI is
located in a remote domain, the message is forwarded to a proxy server that is responsible for
the specific domain (see Figure 4.19, message 2). The address of a responsible proxy is obtained
by retrieving an SRV (i.e., service) record from the Domain Name System (DNS) [RS02]. If the
receiver is located in the domain of the proxy server, the location service is queried for the actual
communication contact address, to which the request is forwarded (message 3–5). The location
service stores registration information about available UAs of a specific domain. Therefore, UAs
initially have to register their contact data with a SIP REGISTER message. This message is sent
to a preconfigured registrar, which is able to store the information into the location service.

Figure 4.20 shows a standard SIP call setup between two UAs (i.e., Alice and Bob). As already
mentioned before, an INVITE request is sent to establish a session. Bob’s UA answers with a
180 Ringing response. This denotes that the UA notifies Bob about an incoming session request.
When Bob accepts this session request, the UA sends a 200 OK response. Finally, the session
is considered established and media data can be transferred after Bob’s UA receives an ACK
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Alice (UA) Bob (UA)

Both Way RTP Media

INVITE

180 Ringing

200 OK

ACK

BYE

200 OK

Figure 4.20: Standard SIP call setup and termination between Alice and Bob

request (i.e., session acknowledgement) from Alice. For terminating the session either of them
sends a BYE request that has to be answered by a 200 OK response.

By now, the SIP protocol has reached a mature state, which results in a number of stable open
source implementations, such as the JAIN SIP protocol stack [NIS09].

4.3.2 SIP Extension to support Entity Discovery

Recent SIP entities rely on using particular entity discovery mechanisms, such as the Service
Location Protocol (SLP) for service location [GPVD99]. Yet, an integration of entity discovery
into SIP has several advantages, especially if used within an infrastructure that is already based
on SIP. There, the standard registration procedure for SIP devices and for associated entities
is the same. Combining the registration of both, basic SIP location information and entity
descriptions, allows an efficient registration with only one processing step for both registration
types. If a separate entity discovery infrastructure was used, the UA would have to register
entities after having registered its SIP identity at the registrar. Moreover, using SIP as the
only protocol for session management and entity location leads to less code at the side of the
UAs. There is no need for the implementation of a special entity discovery technique. Yet, a few
extra functions on top of a standard SIP implementation for entity registration (i.e., creating the
appropriate body messages; see following section) as well as entity discovery have to be added.
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Figure 4.21: Entity registration using SIP REGISTER request

Thus, especially for small/embedded devices in mobile and UbiComp settings, this SIP-only
solution is an advantage, as memory and computing power can be saved.

It is also possible to integrate legacy entity discovery servers by using registrars acting as proxy
servers. For instance, SIP service registration requests could be transformed to standard SLP
requests and then sent to an already available SLP server.

4.3.2.1 Registering Services

For being available to other UAs, UAs initially have to register their identity at the SIP registrar
(see Section 4.3.1). It is reasonable to register available entities in a similar way. This thesis
proposes a mechanism, in which entity descriptions are sent in addition and together with the
basic SIP location information (i.e., current endpoint address) in the SIP REGISTER message.
Thus, the registrar acts as a node that collects entity descriptions for later search requests. The
information about available entities (i.e., associated with the UA) is attached to the SIP request
in the message body (see Figure 4.21).

SIP messages can carry bodies with arbitrary content. Similar to HTTP, SIP body con-
tents are specified by MIME types [Lev98]. For instance, for the establishment of multime-
dia sessions, the body may contain a message in the format described as Session Description
Protocol (SDP) [HJ98]. Yet, bodies can also be used to carry messages of any entity discovery
protocol, such as SLP for service location.

Figure 4.22 shows an example of registering a printer service using an SLP description. The
registrar extracts this information and stores it in the location service. If the registrar does
not support the entity description format, a ‘415 Unsupported Media Type’ error response is
returned. In this case, the UA has to repeat the registration request without the attached
message body to ensure standard SIP registration. The UA is able to register its associated
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1 REGISTER sips:registrar.uulm.de SIP/2.0
2 Via: SIP/2.0/TLS client.uulm.de:5061;
3 branch=z9hG4bKnashds7
4 Max−Forwards: 50
5 From: Bob <sips:bob@uulm.de>;
6 tag=a73kszlfl
7 To: Bob <sips:bob@uulm.de>
8 Call−ID: 1j9FpLxk3uxtm8tn@uulm.de
9 CSeq: 1 REGISTER

10 Contact: <sips:bob@client.uulm.de>
11 Content−Type: text/directory;profile="x−slp"
12 Content−Length: 116
13
14 URL: service:lpr://www.uulm.de:598/xyz
15 Attributes: (SCOPE = STUDENTS),
16 (PAPERCOLOR = YELLOW),
17 (PAPERSIZE = A4)

Figure 4.22: REGISTER-request containing SLP service description of a printer service

entities with an alternative format or an alternative infrastructure. If the entity description is
successfully stored in the location service, a standard ‘200 OK’ response is returned.

4.3.2.2 Searching for Services

This section describes the approach for entity discovery using SIP. Ahead of searching for
entities, a UA has to get acquainted with the entity discovery infrastructure. There are different
possibilities for the UA to get informed about the available entity discovery service (i.e., possibly
offered by the registrar server).

A very basic solution is the static configuration in the client implementation or in a configuration
file. Yet, due to the fact that user interactions are required if the infrastructure changes, such
solutions are inefficient and error-prone in dynamic mobile and UbiComp environments.

Brunner et al. [BSN05] describe the possibility to configure a UA using Dynamic Host Configu-
ration Protocol (DHCP) extensions [Sch02, SV03]). Yet, this is a very limited solution because
it requires DHCP (though, not all devices use DHCP). Additionally, the DHCP server has to
be modified for returning the entity discovery configuration data in the responses.
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Figure 4.23: Entity discovery using SIP OPTIONS request

A practical solution, especially for UAs on small/mobile devices, is to take advantage of the
SIP REGISTER request. This is always the initial step of a UA for attaching to a SIP-enabled
network infrastructure. The UA registers at the registrar server with the standard REGIS-
TER request and the response contains information about the entity discovery infrastructure.
The REGISTER response contains a Contact header with a SIP or a SIPS URI with a pa-
rameter containing discovery=true and the supported entity description formats (e.g., Contact:
<sip:user@abc.com;discovery=true;format=slp;>). A UA capable of the entity discovery mech-
anism is able to use this information for later discovery processing.

A concrete entity discovery request is initiated by a standard SIP OPTIONS message (see
Figure 4.23). In general, OPTIONS is used to determine the capabilities of a UA [RSC+02].
Like other SIP messages, OPTIONS allows attaching arbitrary data that represent the criteria
the entities have to satisfy (Figure 4.24 shows an exemplary query describing a printer service for
students). First, the discovery server (e.g., the registrar) parses the attached message body. If
the server is not able to understand the content a ‘415 Unsupported Media Type’ error response
is returned that includes the supported entity description formats in the Contact header. If the
server succeeds in parsing the data, it queries the location service for compatible entities. These
entities are returned in the message body of a ‘200 OK’ response (if no entities are found, an
empty message body is returned).

Another approach keeps entity discovery transparent for the UA. This can be implicitly realised
by a smart SIP proxy server. An application of smart proxies based on SIP was already proposed
for managing multimedia session configuration [GLK04, GLKM04]. A standard SIP proxy server
is not able to use information that is attached to a SIP message. Yet, it is possible to use this
information in the proxy server to initiate a search for needed entities, such as users with mobile
devices that are located in a given geographical area (see Section 2.2.3). For this purpose, the
UA initiates the session such as in the standard case by sending an INVITE request with an
appropriate query as message body to the next known proxy server. This proxy server locates
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1 OPTIONS sip:registrar@uulm.de SIP/2.0
2 Via: SIP/2.0/UDP client.uulm.de;
3 branch=z9hG4bKhjhs8ass877
4 Max−Forwards: 50
5 To: <sip:registrar@uulm.de>
6 From: Alice <sip:alice@uulm.de>;tag=1928301774
7 Call−ID: a84b4c76e66710
8 CSeq: 63104 OPTIONS
9 Contact: <sip:alice@client .uulm.de>

10 Accept: text/directory ; profile ="x−slp"
11 Content−Type: text/directory;profile="x−slp"
12 Content−Length: 27
13
14 lpr//(&(SCOPE = STUDENTS))/

Figure 4.24: OPTIONS-request containing SLP query

the required devices and automatically involves these entities in the session establishment. The
affected UAs cannot distinguish between a standard call-setup and this case [GLSH+06].

4.3.2.3 Updating and Removing Services

For keeping the entity information up-to-date, entity changes must lead to an update of their
registration entries at the location service. This can be done as follows:

• A basic approach requires monitoring available entities with respect to the local machine.
Whenever a change of the entities is recognised, the UA sends a REGISTER message to
the registrar to update the list of available entities. Yet, this naive approach generates a
lot of overhead with respect to resources.

• An improved solution is the use of the periodic REGISTER request, with which UAs refresh
their registration periodically in order to keep their SIP address ‘online’ [RSC+02]. This
results from the fact that each entry in the location service has a particular expiration time.
These successive registrations can also be used to update the state of available entities.
The UA checks local entities and sends an up-to-date list of entities as an attachment of
the REGISTER request.

Removing entities integrates in SIP as well. For removing a UA and its associated entities
a standard deregistration request has to be sent to the registrar. This is done by sending a
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REGISTER message containing an expire-value of ‘0’. In this case, the registrar removes the
entry with the information about available entities from the location service. Removing only
particular entities is realised by sending a standard REGISTER message that contains only
those entities that should remain available in the message body.

4.3.2.4 Basic Security Considerations

It is very important to provide a secure infrastructure for entity discovery. Otherwise UAs relying
on the infrastructure could get connectivity problems if the infrastructure becomes unavailable
or misbehaves. This is especially the case if the smart SIP proxy approach is implemented due
to the fact that UAs are not even able to recognise the difference to standard SIP proxies (see
Section 4.3.2.2).

A severe issue is to ensure that only authorised UAs are able to register, update and remove
associated entities. Otherwise, malicious UAs are also able to register and replace entities. A UA,
which uses these entities, is not able to recognise such possibly malicious entities. Protection
can be achieved with standard SIP technologies, such as digest authentication and S/MIME
certification [RSC+02]. Other solutions to this security issue can be developed on the basis of
lower level (i.e., below SIP) security mechanisms at network access and attachment (e.g., using
SIM cards [ETS94] to ensure the authenticity of mobile devices).

Moreover, certificates can also be used with respect to particular entities. Then, UAs are able
to decide if they would like to rely on uncertified entities as well.

4.3.3 Decentralised SIP with Extension to support Entity Discovery

Using the proposed traditional SIP infrastructure results in high administrative efforts and
potential single points of failure within the network (i.e., proxy and registrar servers). Such
requirements do not fit typical mobile and UbiComp scenarios that are characterised by a spon-
taneous network infrastructure (see Chapter 2.3). With respect to VoIP, Skype [Sky09] started
the trend to use P2P techniques to overcome the typical issues of server-based approaches. Yet,
in contrast to SIP, Skype uses proprietary protocols for session management lacking interop-
erability. This inspired efforts to integrate P2P mechanisms into the standard SIP protocol as
well.

The key contribution of this section is the presentation of a novel P2P SIP architecture on
the basis of JXTA [Gon01]. JXTA allows the integration of arbitrary application layer P2P
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protocols. This is necessary for supporting different network topologies. For instance, nodes in
structured (distributed-hash-table–based) P2P systems are characterised by generating higher
maintenance traffic [ESZK04]. Thus, configurability of the P2P routing mechanism can save
resources, especially on mobile devices. Unlike recent efforts, such as the approach of Bryan et
al. [BLJ07] and Singh et al. [SS05], the novel architecture is designed on the basis of available
standards and open architectures only. The proposed system is standard-SIP–compliant and
integrates entity discovery as proposed in Section 4.3.2. The performance results of the prototype
show that it is a serious alternative to standard SIP in terms of response time, especially in a
typical mobile and UbiComp point-to-point network setting. Yet, maintenance traffic is quite
high, which currently restricts the use of the prototype implemented with the default JXTA
routing mechanism within mobile networks that are accounted by data volume for reasons of
expense.

4.3.3.1 Related Work

Applying P2P techniques to SIP is a popular area of research [BL07]. There is already a lot
of work on concepts, terminology, infrastructure, requirements and remaining issues (e.g., the
allocation and protection of SIP names) [WBMS07]. Basically, there are two possible approaches
to integrate P2P mechanisms into SIP. Either P2P is integrated into the SIP protocol or UAs
and proxies rely on a separate P2P service.

Bryan et al. developed a P2P SIP extension called dSIP, which uses P2P mechanisms [BLJ07].
The idea is to maintain a P2P overlay on the basis of extended SIP messages serving as a
distributed registrar server for resource location. The protocol extension allows publishing and
querying contact information, which is required for routing SIP messages without the need of
any central server entities. Therefore, additional SIP headers are introduced but no new SIP
methods (i.e., message types) are needed. dSIP is designed to support various P2P protocols.
In order to guarantee minimal compatibility between potential participants at least Chord has
to be supported [ZB07, SMK+03]. dSIP peers (i.e., terminals that are compatible to dSIP) have
to provide server-like as well as infrastructure-maintaining functionality, i.e., they have to act
like registrar and proxy servers at the same time. In contrast to the work of this thesis, dSIP
demands an extended SIP protocol. The approach of this thesis builds on standard SIP and the
standardised and open platform JXTA that allows the seamless integration of arbitrary routing
mechanisms.

The P2P SIP IETF working group currently follows a different approach. They design RELOAD,
a lightweight resource location and discovery service [JLR+09a]. It is particularly designed to
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support P2P SIP. For instance, it ensures unique SIP URIs. Yet, it can be used by other
applications as well. If RELOAD is used for P2P SIP, the participating entities use the overlay
as a separate storage and lookup service for SIP URIs [JLR+09b]. Thus, for session management,
standard SIP can be used. Yet, in contrast to the approach of this thesis, P2P mechanisms are
not transparently integrated into SIP. This requires changes to the implementation code of
available SIP entities.

With SIPPEER Singh and Schulzrinne developed a P2P SIP adaptor, which allows participating
into a P2P network without changes to the UA by implementing a P2P SIP proxy [SS05, SS06].
SIPPEER should run on the same host as the UA and has to be configured as outbound SIP
proxy. Then, all messages of the UA are automatically sent through SIPPEER, which provides
an extended location service on basis of the OpenDHT [RGK+05] infrastructure for registra-
tion and discovery (OpenDHT uses the Bamboo [RGRK03] P2P implementation as underlying
infrastructure). Yet, the approach of this thesis provides a more generic architecture for the
integration of P2P technology into SIP by building on standard SIP and JXTA, in which arbi-
trary routing mechanism can be integrated. This is especially important for devices in mobile
and UbiComp settings.

In addition to the state-of-the-art, this thesis integrates P2P-based entity location. Especially
in mobile and UbiComp scenarios, where entity location is essential [BSSW03], decentralised
techniques can solve typical issues of server-based approaches, such as scalability and high
administrative efforts.

4.3.3.2 Design

This section introduces a JXTA-based SIP location service (JXTA-LOC), which can be used by
standard SIP entities. This leads to SIP entities that externally behave according to standard
SIP but internally use the JXTA-LOC (see Figure 4.25(b), messages 2–3). SIP proxies relying
on the JXTA-LOC are able to discover the target UA in the JXTA network and to directly
forward messages without the need for further proxies (messages 1 and 4). This results in a
reduced session establishment time (in comparison to standard SIP in Figure 4.25(a)). Therefore,
registrars also use the JXTA-LOC to store information about UAs in the JXTA network while
maintaining standard SIP compliance. The proxy and the registrar should be located locally
with respect to the UA for an improved network usage. Yet, a direct integration of the JXTA-
LOC into the UA is possible as well. This results in direct communication without the need for
proxies but requires code changes at the UA.
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Figure 4.25: Message flow for SIP session establishment

Additionally, entity discovery was integrated into the concept according to Section 4.3.2. This
allows UAs registering associated entities in the JXTA network and searching for them. For
instance, UAs are able to search for services when connecting to a new access network, such as
a multimedia message service. Alternatively, a UA could also initiate a search for users with
mobile devices that are located in a given geographical area, such as required in the report
application of Section 2.2.3.

The novel P2P SIP approach on the basis of JXTA allows coexistence with the standard SIP
infrastructure. Proxies being responsible for a specific JXTA domain are also able to act as
gateways between the different network topologies. This is comparable to traditional telephone
network gateways.

4.3.3.3 Implementation with Advertisements

For the implementation of the JXTA-LOC the concept of SIP domains was transferred to JXTA
peer groups. Therefore, UAs register their contact information in a specific peer group, which
represents the corresponding SIP domain (actually, the peer group name is the SIP domain
name with prefix ‘sip:’).
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1 <!DOCTYPE jxta:SIPAdvertisement>
2 <jxta:SIPAdvertisement xmlns:jxta="...">
3 <Id>urn:jxta:uuid−0146...5DD301</Id>
4 <Key>sip:bob@uni−ulm.de</Key>
5 <Type>jxta:SIPAdvertisement</Type>
6 <Contacts>
7 <Contact>sip:bob@134.60.77.162:5060</Contact>
8 </Contacts>
9 <Contents>

10 <Content type="text/directory;profile=x−slp">
11 URL: service:lpr://www.uni−ulm.de:598/xyz
12 Attributes: (SCOPE = STUDENTS),
13 (PAPERCOLOR = YELLOW),
14 (PAPERSIZE = A4)
15 </Content>
16 </Contents>
17 </jxta:SIPAdvertisement>

Figure 4.26: Extended advertisement with printer service information

UA contact information as well as information about associated entities are stored and discovered
in the JXTA network by an extended advertisement that contains all needed information (see
Figure 4.26). A Key represents the publicly addressable SIP-URI, Contacts contains the current
endpoint addresses of the UA and Contents includes the description of associated entities (here,
a printer service described using SLP).

SIP registrations are published with associated entity information as advertisements with a
given time after which they expire. This time directly maps to a SIP registration expires
header [RSC+02].

Whenever JXTA-LOC–based SIP proxies receive a SIP message, they first extract the target
SIP-URI from the SIP request. Then, they search for the advertisement with the corresponding
Key-field. If they successfully discover an appropriate advertisement, they forward the message
on the basis of the Contacts-field. Discovered advertisements are stored in a local cache for
future use.

Entity discovery is implemented with the SIP OPTIONS message as proposed in Section 4.3.2.2.
Particular requests are embedded as SIP attachment and queried by the proxy server on the
basis of the Contents-field if the format is supported (again, there has to be a type-specific
handler, which is able to interpret the contents). Alternatively, the SIP INVITE message allows
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integrating entity discovery with call-setup (see Section 4.3.2.2). For instance, this allows call-
setup within a given area for calling everybody at a specific location for emergency reasons, such
as needed in the reporter application (see Section 2.2.3).

4.3.4 Performance Evaluation

This section presents a performance evaluation of the JXTA-based P2P SIP prototype imple-
mentation. The needed entities (i.e. UAs and proxy servers) were implemented with JAIN
SIP 1.2 [NIS09] and JXTA 2.4. Additionally, a standard SIP location service was implemented
on the basis of a standard Java Hashtable as data store.

4.3.4.1 Testbed Description

The concept was evaluated with ns-2 [FV09], an open-source discrete event simulator supporting
networks with various topologies. For gaining realistic results the emulation feature of ns-2 was
used that imitates a given network configuration to the application. This allows considering
timing behaviour, which is important for evaluating P2P applications. The emulated nodes run
on top of User-Mode Linux [Dik06], a virtual machine running Linux. This approach allows
running the application to evaluate in a standard Linux environment, in which network traffic
is intercepted and injected into the ns-2 network simulator, without any modifications to the
application. For each simulated network node, a User-Mode Linux process is started. The
emulation was performed on an AMD Athlon XP 2500 with 512 MB RAM.

4.3.4.2 Scenario Description

The novel P2P SIP approach was evaluated with three scenarios.

• local area network (LAN): a small switched network with 15 machines, which are con-
nected with 100Mbit/s data rate with 2ms latency.

• point-to-point network (PTP): 30 randomly meshed machines with an average of 0.5Mbit/s
data rate with 10ms latency.

• wide area network (WAN): four LANs connected by a router; 100Mbit/s connection within
the LANs with 10ms latency; 5Mbit/s connection between LANs with 50ms latency.
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Figure 4.27: Local area network

In all scenarios, one sender was deployed, which rotationally sends 319 byte SIP MESSAGE
requests to three identical receivers on predefined nodes. In the P2P SIP scenarios, a JXTA-
based proxy/registrar server was deployed on the receiver and sender node, whereas in standard
SIP scenarios proxy servers were placed on different nodes within the networks. In the LAN and
the PTP scenario, the sender and receiver applications were deployed on random but distinct
nodes, in the WAN scenario on random nodes within different LANs.

4.3.4.3 Results

This section shows the results of evaluating the prototype within the aforementioned scenarios.
Firstly, Figure 4.27 shows the evaluation of the round trip time of sequential SIP MESSAGE
requests and the number of SIP and JXTA packets within the network with respect to the
simulation time in the LAN scenario. It is obvious that the first requests in the P2P SIP
scenario take much longer than in the standard SIP case. This is due to the JXTA discovery
process: when the SIP proxy receives the MESSAGE request, it queries the JXTA network for
the actual contact address of the target UA. In the standard SIP scenario, this is performed
by DNS, which is apparently faster because of its centralised nature. After the third request
(i.e., three receivers), the round-trip time of P2P SIP is lower than in the standard SIP setting
because the target address is already cached (see Section 4.3.3.3). This saves at least one hop
because in P2P SIP there is no more need for the proxy server within the target UA’s domain
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Figure 4.28: Point-to-point network

(see Figure 4.25). The number of packets in P2P SIP is higher because of JXTA discovery,
which is based on local broadcast, and the JXTA maintenance traffic.

Secondly, Figure 4.28 evaluates the round trip time of sequential SIP MESSAGE requests and
the number of packets within the network according to the simulation time in the PTP scenario.
Such as in the previous LAN scenario, the round-trip times of the first P2P SIP requests are
higher than of standard SIP, and lower from the fourth request on. This is again due to the
JXTA discovery process and caching mechanism. The variance in round-trip time, especially for
P2P SIP, is higher compared to the LAN scenario because of the randomly meshed topology
and therefore not predefined routing of SIP messages within the PTP network. The number of
packets in P2P SIP is again higher compared to standard SIP. In comparison with the LAN
scenario, the number of packets in P2P SIP is higher because of the randomly meshed nature
of the PTP scenario.

Thirdly, Figure 4.29 evaluates the round trip time of sequential SIP MESSAGE requests and the
number of packets within the network according to the simulation time in the WAN scenario.
Again, the round-trip time of the first P2P SIP messages is higher than with standard SIP,
but is lower from the fourth request on because of JXTA discovery and caching mechanisms.
The variance is higher compared to the LAN scenario but lower compared to the PTP scenario
because of the predefined routing paths with one particular router connecting the four LANs.
The number of packets in P2P SIP is again much higher in comparison with standard SIP because
of JXTA discovery and maintenance traffic. Yet, compared to PTP, the number of packets is
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Figure 4.29: Wide area network

lower because of the JXTA rendezvous peer concept, which reduces inter-LAN communication
by introducing a super peer structure.

In all scenarios, the first requests take considerably longer. This could be improved by periodi-
cally searching for advertisements in the domain. This results in more addresses being cached.
Yet, such an approach reduces the response time but increases the overall traffic. Another al-
ternative to decrease the initial lookup time would be the use of an improved customised JXTA
routing mechanism.

P2P SIP reduces administrative tasks as it does not require the management of central servers.
Thus, it is predestined for already self-organising PTP networks, such as in (wireless) mesh
networks that are present in many mobile and UbiComp settings. The author additionally mea-
sured the scalability of P2P SIP in comparison to standard SIP in the PTP scenario. Figure 4.30
shows that the number of overall packets increases with the number of actively participating
entities because of the JXTA discovery and maintenance traffic. This results in a relatively
high data volume, which leads to high costs in networks that are accounted by data volume
(e.g., mobile phone networks). Yet, due to the fact that the P2P SIP approach is built on top of
standard JXTA, it is possible to replace the standard routing protocol with a particular protocol
for mobile networks without having to change the prototype.
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4.4 SoapME : A Lightweight Java ME Web Service Container

With UbiComp becoming reality there is a great potential of computing power in the sur-
roundings. This can be provided by mobile devices such as mobile phones and PDAs building
spontaneous networks. A possible approach is resource provisioning in terms of services fol-
lowing the paradigm of the service-oriented architecture [Bar03]. For service provisioning, Web
services are an accepted standard. As already mentioned, this thesis advocates that these can
also be used in mobile and UbiComp scenarios (see Section 3.3.2). Moreover, Web services es-
pecially support the heterogeneous nature of mobile and UbiComp environments by building on
XML technology to implement interoperable communication. Yet, most available Web service
containers do not consider the demands of resource-limited devices.

The Java Micro Edition (Java ME) provides a Java environment for small mobile devices, such
as PDAs and mobile phones. It requires only minimal resources and provides two configurations,
i.e. the Connected Device Configuration (CDC) and the Connected Limited Device Configuration
(CLDC). CDC is intended for powerful devices, whereas CLDC is running on resource-limited
devices as well. Therefore, CLDC uses a Kilobyte VM (KVM)—a minimal virtual machine
(VM)—instead of a standard JVM. Among several runtime restrictions, CLDC has no support
for reflection and custom dynamic class loading. Thus, each class has to be deployed within the
same archive as the running application (i.e., MIDlet).

This section presents SoapME , a novel SOAP-based Web service container for Java ME. SoapME

115



4 Infrastructure Services for Mobile and Ubiquitous Computing Environments

is very lightweight. For supporting as many devices as possible SoapME is based on CLDC be-
cause CLDC-compatible applications are also running in a CDC environment [Sun06a]. Having
broad acceptance in the Web service community, SOAP [W3C07b] is used for Web service in-
vocations. Unlike related work, SoapME provides dynamic deployment of SOAP-based Web
services at runtime. The SoapME prototype provides several extension points, for instance for
invocation interception and changing the transport protocol. It shows reasonable performance
on a standard mobile phone and is compliant to the standard SOAP test collection specification.
Thus, SoapME perfectly suits mobile and UbiComp settings.

Up to now, there is no comparable Web service container for Java ME CLDC. There exist several
Web service containers for standard Java, such as Apache Axis [Apa06] but there is only one
very rudimentary Java ME CLDC Web service container (i.e., JME SOAP Server [Sou06a]). In
contrast to SoapME , JME SOAP Server does not provide any extension points and does not
support dynamic deployment at all.

The following section gives a broad overview on related work.

4.4.1 Related Work

There is a lot of work on client-side access to Web services. Amongst others, Apache Axis
provides such an implementation for standard Java environments [Apa06]. KSoap [Sou06b]
provides even a client-side SOAP framework for Java ME CLDC environments. Furthermore,
there is a Java ME Web services specification by Sun providing an optional package for client-
side SOAP Web service access (JSR 172 [EY04]). However, the focus of SoapME is only Web
service provisioning. Thus, client-side access is merely needed for testing purposes.

There are Web service containers for several platforms. Most of these containers restrict them-
selves to a standard JVM and are characterised by high resource demands in terms of CPU,
physical memory and disk space. There are Web service containers for Java ME as well but
these are either incomplete or do not support CLDC environments. Both variants, standard
Java as well as Java ME Web service containers, are described in the following.

4.4.1.1 Standard Java Web Service Containers

Apache Axis [Apa06] is a SOAP-based Web service container. For providing its full functionality,
it requires a Java Servlet container such as Apache Tomcat [Apa09b] as runtime environment.
Axis comprises a three-layer architecture. A transport layer provides an abstraction from the

116



4.4 SoapME: A Lightweight Java ME Web Service Container

transport channel, a SOAP layer from SOAP-specific tasks, and a service layer from service-
specific tasks. Each layer can contain chains to perform specific behaviour via interception.
Axis supports SOAP versions 1.1 and 1.2 and Web service descriptions using WSDL [W3C07e].
WSDL documents are created on demand by accessing a specific Uniform Resource Location
(URL). Axis is a very rich Web service container focusing on a standard Java environment.
The resulting hardware and software requirements disqualify Axis from being used on resource-
restricted devices, such as in mobile and UbiComp scenarios.

There are other Web service containers as well, such as Metro [Sun09c]. Metro can be used as
a standalone Web service container or embedded into a standard Java Servlet container. Metro
shows equal platform restrictions as Axis by supporting only standard Java environments. Thus,
it cannot be used in a Java ME CLDC environment with support for resource-limited devices.

4.4.1.2 Java ME Web Service Containers

JME SOAP Server [Sou06a] is a Web service container for Java ME CLDC. Similar to Apache
Axis, it splits the invocation process into transport-, SOAP- and service-specific components.
For simulating the missing reflection of CLDC, custom wrappers are used for a generic invocation
method. Unlike SoapME , these wrappers have to be implemented manually. Additionally, there
is a tight coupling between services and the container, which lacks dynamic deployment. It is
impossible to extend the container for dynamic deployment without a complete refactoring.

Srirama et al. presented an approach for mobile Web service provisioning [SJP06]. For a
prototype implementation PersonalJava [Sun09b] is used. Yet, it does neither support Java ME
CLDC nor dynamic Web service deployment. This disqualifies its use for mobile and UbiComp
scenarios.

DPWS4j [SOA08] is a Web service stack, which is compliant to the Device Profile for Web
Services specification [Mic06]. However, it demands for powerful devices running Java ME
CDC.

4.4.1.3 Summary

Overall, there is no reasonable Web service container for Java ME CLDC. Yet, there are
alternatives for standard Java environments and there are even some basic approaches for small
devices. Nevertheless, these approaches for small devices do not support dynamic deployment.
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4.4.2 SoapME Requirements

The author identified several requirements concerning the SoapME Web service container for
Java ME. The following basic requirements should be supported:

• Support for Java ME CLDC to support as many resource-limited devices as possible.

• SOAP as communication protocol because SOAP is the common communication protocol
for Web services. Due to the fact that many clients support SOAP version 1.1 but only
few support version 1.2, SoapME should support both in order to be future-proof.

• Dynamic Web service deployment at runtime because it provides a powerful instrument in
dynamic mobile and UbiComp scenarios avoiding a restart of the Web service container.

• Manageability in order to increase the acceptance. This includes several stakeholders:
service consumer, provider, developer and system developer. For each stakeholder the
handling of installation, removal and configuration should be manageable. Each kind of
stakeholder has a particular view of the Web service container which has to be considered.

• Extensibility for covering future features and special requirements. This includes exten-
sions such as further communication protocols, transport protocols and interceptors.

In addition to the basic requirements, there are platform requirements as well. As a software
requirement, SoapME demands for the support of server sockets providing the underlying com-
munication. Server sockets are only supported in Java ME MIDP 2.0. [JSR06], which leads to
specific hardware requirements (e.g., minimum display size of 96x54px, minimum main memory
of 384kB and basic network capabilities).

4.4.3 SoapME

This section first introduces the architecture of SoapME with details on the architectural com-
ponents and their local communication. Then, it presents the concept for dynamic Web service
deployment at runtime.

4.4.3.1 Architecture

The architecture of SoapME is split-up into a central generic Web service proxy and several
custom Web service providers (see Figure 4.31). Both components contain parts of the Web
service framework. SoapME provides the Web service proxy, which delegates received SOAP
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Figure 4.31: SoapME architecture

requests to the corresponding Web service provider. The custom Web service provider has to be
implemented by the developer. It executes the service call and returns an appropriate response
to the Web service proxy. The Web service proxy creates and returns the corresponding SOAP
response.

Such a proxy delegation pattern allows dynamic deployment of Web services. Therefore, the
Web service proxy enables installing Web service providers at runtime. Due to the fact that
Java ME CLDC does not allow dynamic loading of code at runtime, the Web service proxy as
well as Web service providers are implemented as MIDlets and thus run within their respective
own KVM to support the dynamic deployment of Web services at runtime (see Section 4.4.3.2).
However, Java ME does not provide standard inter-MIDlet communication8. Thus, SoapME
uses local sockets (see below).

Web Service Proxy The Web service proxy performs all mapping and delegation tasks between
the client and the Web service endpoint. Therefore, a request is initially processed by the SOAP
processing chain, which consists of three containers (i.e., transport, SOAP and service container;
see Figure 4.32). The transport container abstracts from the particular network channel and
transport protocol in use. Then, requests are delegated to the SOAP container, which performs
SOAP syntax checks, abstracts from the SOAP message and checks if the service exists. The
service check is important to save essential runtime resources. Otherwise, resources would be
reserved and CPU runtime consumed even if the corresponding service was not available. Finally,
the service container invokes the service using local socket communication with the Web service
provider. For this purpose, a mapping from the service name to the local service port is used
(the service name is extracted by the local transport channel). In case of an error in the request
processing chain, a SOAP fault is immediately returned omitting the remaining containers.

8This is a feature that will be part of MIDP 3.0 [Mot09], which has not yet been approved.
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With respect to the basic SOAP process, the Web service proxy is part of a Model-View-
Controller (MVC) architecture [Ree79]. All view tasks are enclosed in a GUI-providing part of
the Web service proxy. Controller tasks are performed in the containers of the SOAP processing
chain. The model (i.e., the data) is stored in the particular Web service providers or in record
stores (i.e., a basic kind of database for Java ME applications).

Web Service Provider Unlike the Web service proxy, the Web service provider invokes the
actual Web service endpoint. Therefore, it maps SOAP-specific data structures of the service
request to Java data structures and invokes the locally registered Web service. In general, Web
services have a specific service style [W3C07e]. SoapME has built-in support for document- and
RPC-based services. Other style variants are possible and can be integrated with reasonable ef-
fort (by an extension of the Service interface, see Section 4.4.4). Depending on the service style,
a service is called via a DocumentStyleWrapper or an RPCStyleWrapper. These objects manage
necessary transformations and call the service in a style-specific way. For performing generic
service invocations, the service-style layer is abstracted using a WebServiceStyleWrapper. The
wrapper object receives a simple SOAP Message with several ComplexType and SimpleType
objects. For this purpose, mappings between SOAP and Java data types are specified in an
encoding style. Considering SOAP there is a default SOAP encoding style [W3C07c], which
is supported by SoapME . As a basic extension mechanism, further encoding styles, which are
identified by a specific URI, can be registered at an encoding style registry.

Generic functionality for Web service providers is encapsulated into the abstract class
WebServiceMIDlet, which can be extended by custom Web service provider implementations.
The abstract class includes the creation and management of the endpoint for interaction with
the Web service proxy. Thus, service developers do not have to implement the required commu-
nication behaviour (see below).

Services are registered with their respective service-style at a common ServiceRegistry using
a unique service-name. Interceptors can be specified at the same time as well. An Interceptor
object is able to manipulate input and output service parameters. This allows extending the
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architecture according to individual needs. Among the service parameters are SimpleType,
ComplexType and ServiceObject objects. A SimpleType represents a basic data type, such as
a String, and a ComplexType is used for unknown complex structures, such as a SOAP struct.
A ServiceObject extends ComplexType by providing support for self-designed SOAP structs
with a particular Java mapping for deserialisation and serialisation. Each ServiceObject has
to be registered at a ServiceObjectRegistry.

With respect to the missing reflection support of CLDC, services have to offer a static interface
for generic invocation support. Therefore SoapME introduces two generic delegation methods;
one for document and one for RPC style invocations. In a document style invocation a complex
element represents the whole document, while in a RPC style invocation the method name
and parameters can be used by the called method to delegate the invocations to the particular
method implementations (see Section 4.4.4).

Local Communication The local communication between the Web service proxy and the Web
service provider is implemented with bidirectional sockets (see Figure 4.31).

An incoming message is parsed at the Web service proxy to recognise faults as soon as possible.
To avoid another costly XML parsing step at the service provider and to reduce the commu-
nication overhead, the local communication does not use XML. Instead, SoapME introduces a
basic communication format, which is powerful enough to transfer the relevant information.

An Extended Backus-Naur Form (EBNF)-like notation of the basic SoapME communication
format is shown in Figure 4.33. It specifies three types of objects: simple type, complex type
and fault. A simple type represents a simple request message element with text as content.
A complex type is a request message element with sub elements (simple types and complex
types). The complex type uses the encoding style of the SOAP request as this implies no need
for transformation at the Web service proxy and allows service-specific encoding styles. The
third object type is the fault object. It abstracts from the message exchange for SOAP faults.
In contrast to the other object types, it is only sent from the Web service provider to the Web
service proxy. In case of fault detection at the Web service proxy, the requesting client is notified
without informing the corresponding Web service provider.

Incoming request messages are first split-up into a header and a body part. Then, for both
message parts, single elements are encoded as simple and complex types and then send to the
Web service provider via the socket. The Web service provider invokes the endpoint and returns
an encoded message that may also contain simple types, complex types and faults. Then, the
Web service proxy creates and returns an appropriate response to the client.
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1 Type ::= SimpleType | ComplexType | Fault
2
3 SimpleType ::= ’s’ sname id snamespace attribute sdata
4 sname ::= value
5 snamespace ::= value
6 sdata ::= reference | normal
7 reference ::= ’r ’ value
8 normal ::= ’n’ stype value
9 stype ::= value

10
11 ComplexType ::= ’c’ cname id [cnamespace] [encoding] [ctype] [prefix] [attribute] cdata
12 cname ::= ’n’ value;
13 cnamespace ::= ’ns’ value
14 encoding ::= ’e’ value;
15 ctype ::= ’t ’ value;
16 prefix ::= ’p’ value;
17 cdata ::= ’d’ <int> Type;
18
19 Fault ::= ’ f ’ code reason description
20 code ::= value;
21 reason ::= value;
22 description ::= value;
23
24 id ::= value
25 attribute ::= ’a’ value;
26 value ::= <int> <chars>

Figure 4.33: Grammar of local communication format

4.4.3.2 Dynamic Deployment

Dynamic deployment of Web services is a crucial part of SoapME . It allows installing and
removing of Web services at runtime. Hence, SoapME provides a deployment service, i.e., a
standard Web service with an interface for installation and removing of arbitrary Web service
providers at runtime. Therefore, remote deployment services are used: deployment services
allow listing of as well as searching for all downloadable Web service providers (i.e., services
managed by the deployment service that can be downloaded and deployed).

The deployment service is implemented as a standard Web service with RPC style. Its function-
ality as well as the installable Web service provider packages are delivered by an HttpServer,
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which implements a basic socket-based channel and an extended Bluetooth channel. Thus, it
is also possible to discover and install a service with standard Bluetooth mechanisms. This is
especially useful in mobile and UbiComp scenarios with spontaneously connecting devices.

In the SoapME prototype, the deployment service answers a search request with a SOAP struct
containing DeploymentInformation. This struct comprises information, such as the service
name, service information and a Bluetooth address. The Bluetooth address is embedded to accel-
erate the service discovery process (otherwise, any Bluetooth device in the surrounding area could
answer the query, which would require filter mechanisms). Internally, DeploymentInformation
is registered at a DeploymentInformationRegistry, which is used by the deployment service
to manage available services.

As already described in Section 4.4.3.1, Web service providers run within their own KVM as
standard MIDlet. For dynamic deployment these have to be started on demand after the neces-
sary code has been loaded. Yet, in general, Java ME CLDC does not allow starting MIDlets out
of another MIDlet. There are several Java ME extensions and libraries, which can be used to
start applications. Yet, these are restricted to specific vendor platforms and devices. A possible
approach to overcome this issue is using the standard push registry [Ort03], which allows initial
registration of MIDlets to a specific port. Then, in case of an incoming connection at this port,
the MIDlet is automatically started if it is not already running. Due to the fact that the push
registry is a standard component of Java ME MIDP 2.0 the author favours this approach to
maintain standard compliance.

Depending on the capabilities of the respective device, a specific installation process is chosen.
If the device supports the push registry and allows file system access, a custom configuration
file containing the particular push registry port to use is built on the device. In case of push
registry support without support for file system access, the custom installation file containing the
respective push registry port is built on server side and then loaded to the device. If there is no
push registry support, the installation file is installed via the basic Java ME over-the-air (OTA)
provisioning mechanisms [JSR06].

Dynamic deployment of Web services leads to security issues, which are common to dynamic
deployment of applications in general (see Section 4.1.5). To provide at least some kind of
basic security, SoapME makes use of standard Java ME security mechanisms, such as signing
of code.

123



4 Infrastructure Services for Mobile and Ubiquitous Computing Environments

1 public interface Service {
2 public Object callMethod(String method,Vector params,Vector inContext,Vector outContext)

throws ProcedureNotFoundException;
3 public Object call(Object o,Vector inContext,Vector outContext) throws

ProcedureNotFoundException;
4 }

Figure 4.34: Service interface

1 public abstract class ServiceObject extends Type {
2 public abstract Vector getValues();
3 public abstract void set(String name, Object value);
4 public abstract Object get(String name);
5 }

Figure 4.35: Abstract ServiceObject class

4.4.4 Service Development

For creating a custom Web service provider a MIDlet has to be implemented. Therefore, the
abstract class WebServiceMIDlet provides generic code for socket and record store management.
This frees the developer from implementing low-level logic. The actual Web service endpoint has
to implement a specific Service interface (see Figure 4.34). The call() method is invoked in
case of document-style calls, whereas the callMethod() method is invoked in case of RPC-style
calls. Due to the missing reflection in Java ME CLDC, both methods provide means for a single
invocation entry point, which is used for dispatching the invocations to the actual implementa-
tion methods. The dispatching logic has to be implemented by the developer; however, there
is a basic code generation tool that was created as part of this thesis, which creates the corre-
sponding class of a given interface with the dispatching logic. The inContext and outContext
parameters implement the Web service context (e.g., client identification or a session cookie)
and are directly mapped to SOAP headers.

In case of user-defined Java Beans as parameters, the corresponding class extending
ServiceObject has to be registered with a qualified name at the ServiceObjectRegistry (im-
plements serialisation and deserialisation; see Section 4.4.3.1). Without this registration, such a
parameter would be handled as a ComplexType. Figure 4.35 shows the abstract ServiceObject
class. The abstract methods overcome the missing reflection support of Java ME CLDC. They
have to be implemented by the Java Bean developer in order to dispatch invocations to the right
getter and setter methods. In addition to complex data types, SoapME supports vectors and
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1 public interface Interceptor {
2 public void doIntercept(ComplexType msg, byte version);
3 }

Figure 4.36: Interceptor interface

1 public class HelloWorldWebService implements Service{
2 public Object call(Object o, Vector inContext, Vector outContext) throws

ProcedureNotFoundException {
3 if (o != null && o instanceof SimpleType) {
4 // invoked method is sayHello?
5 if (((SimpleType)o).getName().equals("sayHello")) {
6 // ok, send response!
7 return new SimpleType("echoHelloWorld","Hello "+((SimpleType)o).getValue());
8 }
9 ...

10 }
11 // something bad happened...
12 return null;
13 }
14 ...
15 }

Figure 4.37: Hello World service implementation

primitive data types. Vectors are mapped to SOAP arrays and primitive data types to their
XML Schema equivalent.

The Web service endpoint (i.e., implementing the Service interface) has to be registered at
the ServiceRegistry. This implies the specification of the service name, invocation style and
possible interceptors. The latter can be called before or after a service invocation and have to
implement the Interceptor interface (see Figure 4.36). An interceptor has only one method,
which expects the whole abstracted Web service message as ComplexType. This allows changing
the whole message in a very flexible manner.

Figure 4.37 shows an exemplary Hello World Web service implementation for document-style
invocations. The communication between the Web service proxy and the provider is transparent
for the Web service endpoint. A Web service provider only has to ensure the handling of all
data types.
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Nokia E51

SoapME

MacBook Core 2 Duo

Axis 1.4

Client

54 MBit WLAN

Figure 4.38: Evaluation setup

4.4.5 Evaluation

This section shows a brief evaluation of the SoapME prototype. First, it describes tests regarding
standard SOAP compliance and then it presents a performance evaluation with respect to service
invocation in comparison to Apache Axis.

4.4.5.1 Compliance

For measuring the compliance of SoapME the SOAP conformance test collection [W3C07d]
was used. SoapME achieves positive results regarding SOAP body processing with handling of
SOAP structures, arrays, references and SOAP faults.

Header processing was not implemented as part of the Web service proxy as it is not required
for most applications. Thus, this functionality is not part of the SoapME basic infrastructure
to keep it as small as possible. For achieving compliance to the SOAP conformance test col-
lection regarding header processing, this functionality has to be manually implemented within
the respective Web service provider using the inContext and outContext parameters (see Sec-
tion 4.4.4).

4.4.5.2 Performance

SoapME is implemented with strong consideration of runtime and performance issues. For
instance, due to the restricted resources of mobile devices running Java ME CLDC, SoapME
performs manual garbage collection when large memory blocks can be freed (e.g., after a service
invocation).

Figure 4.38 shows the setup to measure the performance of SoapME . The Web service proxy
and the Web service provider run on a Nokia E51 mobile phone with a 369MHz CPU and
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Service Platform Invocation Style Response Time (ms)
Average Minimum Maximum

Hello World SoapME sequential 554 521 571
parallel 1703 631 2764

Axis 1.4 sequential 15 10 20
parallel 20 10 30

Java Bean SoapME sequential 637 611 671
parallel 2311 1642 3084

Axis 1.4 sequential 36 10 321
parallel 41 10 360

Figure 4.39: Evaluation of service invocation duration

96MB RAM. For comparison, an Apache Axis version 1.4 Web service container runs on a
MacBook Core 2 Duo with a 2GHz CPU and 2GB RAM. In both scenarios, a standard Java
client connects via a 54Mbit WLAN connection to the particular Web service container using a
standard socket connection. Then, the time duration of sending a SOAP request until receiving
the corresponding response was measured. Therefore, the client sends 100 requests and measures
the average duration in case of sequential as well as parallel requests (100 parallel threads for the
requests in the Java client). This was measured for two scenarios: a basic Hello World service
and complex Java Bean interaction (DeploymentInformation as parameter, see Section 4.4.3.2),
which was implemented for SoapME and Apache Axis.

Figure 4.39 shows the evaluation results. An important fact to note is that a simple ping request
in the scenario takes 200ms to the Nokia E51 and only 2ms to the MacBook. This results from
the fact, that the performance of the socket implementation on Java ME is poor; even local
communication between the Web service proxy and the actual Web service provider takes about
120ms in average. If socket communication via WLAN was left out, a Hello World request
with SoapME takes 354ms in average, while it takes 13 ms with Apache Axis. The Java Bean
interaction provides similar results but the first Axis invocation takes 321ms due to Axis-internal
initialisation. In general, we think that SoapME provides reasonable performance with respect
to the resource limitations of its evaluation platform. As soon as that there is an improved
socket implementation, this can drastically improve overall performance of SoapME because
of the local socket communication. Moreover, until now there is no comparable Web service
container running on top of Java ME CLDC, which makes SoapME unique.
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4.5 Summary

This chapter introduced four services to support application developers implementing sophisti-
cated applications for typical mobile and UbiComp settings:

1. A dynamic code management service

2. A generic context service

3. An entity discovery service on the basis of SIP

4. SoapME , a lightweight Java ME Web service container

First, the chapter presented a generic and decentralised approach to dynamically discover, se-
lect, load and integrate platform-specific code on demand. This is a highly essential service
in dynamic mobile and UbiComp scenarios as implementation code cannot be assumed to be
available (i.e., pre-installed) on all possible devices in advance. In the proposed approach, spe-
cific implementation code is automatically selected on the basis of functional and in particular
non-functional properties. Section 4.1.2 provided an elaborate discussion of the necessity of con-
sidering non-functional properties in such a system. According to the common P2P idea, every
peer within the infrastructure is able to load code and also to provide this code on demand.
The prototype implementation extends and improves the mechanisms for dynamic code loading
of JXTA. Yet, the proposed generic concept can be applied to any P2P infrastructure that at
least supports keyword search. Additionally, Section 4.1.4 showed a transparent integration of
DCM into OSGi. In contrast to related approaches, the OSGi prototype allows centralised and
decentralised sharing and discovery of bundles and services at runtime. Moreover, resources
are automatically selected on the basis of functional and particularly non-functional properties.
Finally, Section 4.1.4.5 presented a performance evaluation of the prototype in comparison with
the OBR and Section 4.1.4.6 showed a seamless integration of the prototype into AWSM.

Secondly, Section 4.2 sketched the design of a generic context service with a generic context
model. Providing a notion of context is essential in mobile and UbiComp settings to support
run-time decisions, such as if an application should be fundamentally adapted. For the imple-
mentation only standards were used, such as OWL for describing and SPARQL for querying and
monitoring context. The approach builds up a highly modular and thus extensible architecture,
which allows adding context components and their sensors at runtime. The context service pro-
vides a standard Web service interface. This eases the integration with mobile and UbiComp
infrastructures, such as AWSM, by providing high interoperability due to standard-compliant
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interaction. With the seamless integration of the context service, AWSM becomes a powerful
mobile and UbiComp platform.

Thirdly, Section 4.3 presented a novel approach of integrating entity location into SIP. Such a
mechanism is essential in many mobile and UbiComp scenarios, in which specific entities have
initially to be discovered (e.g., mobile report application introduced in Section 2.2.3). It provides
a lightweight alternative if the generic context service is not available. The solution integrates
well with the SIP protocol by keeping standard compliance while being able to flexibly transport
any entity description format. Thus, the approach can be used in any SIP-capable networks,
such as proposed by IMS, which is currently used to implement next generation mobile phone
networks. The combination of entity discovery with session management has the benefit that
instead of using separate protocols, only one SIP stack is needed for both, session management
and entity discovery. Thus, SIP-only management reduces resource usage on embedded and
mobile devices as many of these devices already provide a SIP stack to consume VoIP services.
Additionally, Section 4.3.3 presented a novel P2P architecture for SIP signalling on the basis
of the generic and open P2P platform JXTA. Thus, it obviates the need for central proxy
servers, which results in a self-organising P2P network without the need for central servers.
Such a topology especially fits spontaneous mobile and UbiComp scenarios, such as introduced
in Section 2.2. Yet, the approach still guarantees compatibility to standard SIP entities and
seamlessly integrates entity discovery. Section 4.3.4 showed an evaluation of the concept within
a broad range of scenarios: in addition to a typical mobile and UbiComp PTP network setting,
a WAN and a LAN scenario. Overall, the results show that the P2P SIP approach with JXTA
provides good response time but results in more traffic for maintaining the P2P overlay in
comparison to standard SIP.

Finally, Section 4.4 presented SoapME , a highly flexible and lean Web service container for
Java ME CLDC. It was designed and implemented with a strong focus on the support of
resource-limited devices in order to provide a generic communication platform for mobile and
UbiComp scenarios. SoapME has a code size of only about 200kB and supports dynamic
deployment of Web services at runtime. Therefore, it requires support for multiple running
KVMs on the device (e.g., supported by Nokia E51). SoapME offers several extension points,
for instance request/response interception and integration of arbitrary transport protocols (e.g.,
binary XML instead of standard SOAP). The evaluation proves SOAP 1.2 conformance and
reasonable performance on a Nokia E51 mobile phone. To the best of the author’s knowledge,
SoapME is the first Web service container for Java ME CLDC providing dynamic deployment
and reasonable performance.
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This thesis proposes AWSM services to implement applications in mobile and UbiComp scenarios
(see Section 3.5). AWSM services provide means to fundamentally adapt an application in
terms of its location (i.e., weak service migration), available state, provided functionality and
implementation in use. At the same time, AWSM services maintain a unique service identity
that allows addressing the Web service independent of its current fundamental adaptation state
(required to foster the collaboration between different applications). Although AWSM services
provide great flexibility for fundamentally adaptive applications, developers have to manually
implement the actual adaptation logic.

This section presents a model-driven approach to ease the development of fundamentally adap-
tive applications on the basis of AWSM services. Therefore, the concept of a self-adaptive mobile
process (SAMProc) is introduced in Section 5.1, which provides a novel abstraction for funda-
mentally adaptive applications. The basic idea is to describe the application as a SAMProc and
to use this information to automatically generate the fundamental AWSM service adaptation
logic with a tool.

As a novel description language, Section 5.2 presents the Self-adaptive Mobile Process Execution
Language (SAMPEL), an XML application to describe a SAMProc. Due to the fact that the
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Business Process Execution Language (BPEL) already provides means for orchestration of stan-
dard Web services, SAMPEL is implemented as a BPEL extension, which additionally supports
describing AWSM service behaviour regarding fundamental adaptation. Section 5.2.2 shows
a tool, which automatically generates the fundamental adaptation logic of the corresponding
AWSM service. Thus, developers have to implement the pure application logic only.

Moreover, Section 5.3 introduces an Eclipse plug-in that allows describing fundamentally adap-
tive applications with a graphical notation. Modelling with the Eclipse plug-in leads to an
automatic generation of an appropriate SAMPEL description. Thus, in the overall process, the
SAMProc approach allows generating the fundamental adaptation logic of an adaptive applica-
tion with only a few clicks.

In comparison to related work, such as proposed by Ishikawa et al. [ITYH06] and
DEMAC [KZL06], the SAMProc approach is more lightweight at runtime because node-tailored
code is generated, which is not interpreted but executed at runtime. Yet, more details on related
work can be found in Section 5.4.

5.1 Building Adaptive Applications with Self-adaptive Mobile
Processes

This section sketches the novel approach of specifying applications on the basis of a self-adaptive
mobile process (SAMProc). It is defined as follows:

A self-adaptive mobile process provides a high-level abstraction for fundamentally
adaptive applications. Internally, it can be seen as an ordered execution of activities.
It is able to fundamentally adapt itself in terms of state, functionality and implemen-
tation to the current context and to migrate either for locally executing services at
the target or for accessing a particular context, while maintaining its unique identity.

The basic idea is that application developers should be able to model a fundamentally adaptive
application with its interactions and deployment aspects as a SAMProc following the idea of
the model-driven architecture (MDA) [OMG03]. MDA aims at separating pure functionality
from the implementation technology. Therefore, it allows specifying high-level models, which
are transformed into concrete implementations by an automatic code generation process.

Figure 5.1 shows the overall transformation and code generation process in the context of the
mobile report application introduced in Section 2.2.3. In the first step, the application developer

132



5.1 Building Adaptive Applications with Self-adaptive Mobile Processes

Automatic      Programme Code Generation

Automatic      Dynamic deployment

Automatic      Transformation in SAMProc

Application Description

PublisherReporter Reviewer

Java ME

Java SE

C++

Migration

Migration

Rep.

Rev.

Pub.

Infrastructure

Description of

Self−adaptive

Mobile Process
<SAMPEL>

    ...

</SAMPEL>
Developer

AWSM Services / AOM Objects

Reporter

Facet

Reviewer

Facet

Publisher

Facet
Developer

Figure 5.1: MDA-like development of a SAMProc

models the required application functionality as well as interactions and deployment aspects as
a SAMProc (see Section 5.3). Then, this model is automatically transformed into a SAMProc
description represented by the novel description language SAMPEL (see Section 5.2). At this
step, the application developer is able to manually refine the SAMProc description. In the next
step, a tool automatically generates the AWSM service1 application code from the SAMProc
description (see Section 5.2.2). The presented tool is able to automatically create code skeletons
for all required implementations (i.e., Web service facets) of a SAMPEL process description.
These code skeletons have already built-in support for fundamental application adaptation.
Thus, the developer only has to implement the pure application logic. Finally, the application
code is distributed using the DCM service as described in Section 4.1.

1Yet, such a tool could generate appropriate AOM object code as well (see Section 3.3.1).
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The following sections present the model-driven approach to ease the implementation of funda-
mentally adaptive applications with AWSM services.

5.2 Self-Adaptive Mobile Process Execution Language

This section introduces the Self-adaptive Mobile Process Execution Language (SAMPEL) as a
novel XML application to describe SAMProcs. SAMPEL is an extension of BPEL [OAS07],
which is an XML application commonly used for describing business processes that are realised
by Web services. Such a business process consists of the involved Web service interfaces, the
interaction between them and a process state. Thus, BPEL is commonly characterised as a
means for orchestration of Web services to build a business process. Like Web services, BPEL
uses WSDL to describe the involved Web service interfaces. Moreover, a BPEL process itself is
offered as a Web service. It is interpreted by BPEL engines, such as ActiveBPEL [Act09].

The way to describe processes with BPEL is suitable for describing SAMProcs as well. Yet,
BPEL does not meet all requirements for SAMProcs. First, BPEL was particularly designed
for business processes with focus on orchestration of Web services whereas SAMProcs rely on
advanced concepts such as application facets and active process state. BPEL lacks support for
these concepts. Additionally, BPEL processes are designed to be executed at a static location,
whereas SAMProcs provide concepts for fundamental adaptation with support for migration.
Hence, BPEL does not provide the indispensable support for distribution aspects of SAMProcs.
For instance, before migrating, a SAMProc has to select an appropriate location. Therefore,
it needs context information about possible targets, such as available resources, being matched
with its own context requirements. BPEL has to be extended for describing such required
context. Furthermore, current devices being used in mobile and UbiComp environments are
highly resource-limited. Thus, it is in general not feasible to run a BPEL engine on these
devices due to its high resource usage. Unlike BPEL, the SAMPEL process is not interpreted by
a particular SAMPEL engine but used for node-tailored code generation. Additionally, SAMPEL
supports fundamental adaptation of a SAMProc. There, the process is able to fundamentally
adapt itself according to the current execution platform.

The following section presents the SAMPEL description language in detail. Particular impor-
tance is attached to the extensions of BPEL. Then, Section 5.2.2 introduces a tool for the
automatic generation of AWSM service code on the basis of SAMPEL.
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1 <process ... >
2 ...
3 ACTIVITIES+
4 </process>

Figure 5.2: Basic BPEL process description

5.2.1 Description Language

Like BPEL, a SAMPEL description is always paired with at least one WSDL description, which
declares the SAMProc interfaces (i.e., the interfaces of the application facets being implemented
by the SAMProc).

5.2.1.1 Processes and Instances

A crucial difference between BPEL and SAMPEL is the conceptual view on a process. A BPEL
process is an instance within a BPEL engine and always has similar behaviour (e.g., starting with
accepting a purchase order, then communicating with the involved Web services and eventually
informing the purchaser about the shipping date). Unlike this, a SAMPEL process (i.e., a
SAMProc) is characterised by a highly dynamic behaviour since it can get fundamentally adapted
by even changing the execution location at runtime, where it exists as an instance and handles
user interactions (e.g., the mobile report application; see Section 2.2.3). Additionally, SAMProcs
provide means to change the process state at runtime. Due to the inherent dynamics, a SAMPEL
process is more functional oriented as opposed to a BPEL process (i.e., SAMPEL focuses on
process functions instead of offering predefined process behaviour, such as in the purchase order
example). This difference is reflected in the BPEL description by the placement of activities.

Figure 5.2 shows the process definition of a BPEL process with its activities. Activities specify
the process behaviour, such as invoking an application and assigning a value to a variable. A
BPEL process has activities in the main scope, whereas a SAMPEL process has not. Due to
the functional oriented design, the activities of a SAMPEL process are basically determined by
the activities within method definitions (i.e., eventHandler; see below). Figure 5.3 shows the
basic layout of a SAMPEL description. The process element contains all remaining parts of a
SAMProc, which are explained in more detail in the following.
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1 <process ... >
2 <partnerLinks>+
3 ...
4 </partnerLinks>
5 <variables>?
6 ...
7 </variables>
8 <correlationSets>
9 ...

10 </correlationSets>
11 <eventHandlers>
12 ...
13 </eventHandlers>
14 </process>

Figure 5.3: Basic SAMPEL process description

1 <scope>
2 <partnerLinks>?
3 ...
4 </partnerLinks>
5 <variables>?
6 ...
7 </variables>
8
9 ACTIVITIES+

10 </scope>

Figure 5.4: Basic SAMPEL scope description

5.2.1.2 Scopes

A scope is a container for activities. As such, it is a structuring element that forms the control
sequence of other elements. There are two kinds of scopes, the main scope of a process and its
sub-scopes. The main scope is implicitly defined by the process element and contains global
variables, correlation sets and methods as shown in Figure 5.3. It must contain at least one
method definition. Otherwise, the process has no activities. Sub-scopes (i.e., local scopes) can
be defined by the scope element. As shown in Figure 5.4, sub-scopes must contain activities to
be executed as part of the scope and can contain elements that are used by the activities within
the scope or its sub-scopes, such as local variables.

136



5.2 Self-Adaptive Mobile Process Execution Language
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Figure 5.5: Partner links

5.2.1.3 PartnerLinks

Partner links are a SAMPEL concept inherited from BPEL. They allow declaring the commu-
nication endpoints of the SAMPEL process and its partner services. SAMPEL allows declaring
partner links in the main scope as well as in sub-scopes. Figure 5.5 shows the concept of partner
links illustrated for the mobile report application. There, both processes—the reporter and the
supervisor2—are represented by their SAMPEL description and WSDL description. Each pro-
cess describes its communication endpoint by means of a partner link (i.e., RLink for the reporter
process and SLink for the supervisor process). Each partner link relates to a partner link type
of its WSDL description, which works as a bridge between partner links and a specific WSDL
port type (contains the available operations for the communication). The same applies to the
endpoints of other services (see Figure 5.5 for the partner link RLink1 which links to the partner
link type SType of the supervisor process). These definitions allow referring to communication
partners within the process description.

Figure 5.6 outlines the corresponding definition of partner links in a process description and
2i.e., the mobile report application was extended with a particular supervisor entity that provides information

about currently required information. This can highly increase the report quality.
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1 <!−− SAMPEL −−>
2 <process name="Report" xmlns:rpt="e1.wsdl">
3 <partnerLinks>
4 <partnerLink myRole="Reporter"
5 name="RLink1"
6 partnerLinkType="rpt:RType" />
7 </partnerLinks>
8 </process>
9

10 <!−− WSDL −−>
11 <definitions targetNamespace="e1.wsdl"
12 xmlns:plnk="http://schemas.xmlsoap.org/ws/2003/05/partner-link/"...>
13 ...
14 <plnk:partnerLinkType name="RType">
15 <plnk:role name="Reporter"
16 portType="tns:ReportPortType" />
17 </plnk:partnerLinkType>
18 </definitions>

Figure 5.6: Partner link example

a WSDL description. The upper part with the process element belongs to the SAMPEL
description and the lower part with the definitions element to the corresponding WSDL
description. A partner link must be defined inside a partnerLinks container element and is
composed of a role (denoted by the myRole attribute), a name (denoted by the name attribute)
and the partner link type (denoted by the partnerLinkType attribute). The name of the
partner link is referred within the process description to specify a communication endpoint for
an activity. The role and partner link type refer to the WSDL description to select the WSDL
port type for that communication endpoint. Due to the fact that WSDL does not inherently
provide the ability to define partner link types, they are injected into the WSDL description
by means of an additional partner link namespace. As shown in Figure 5.6, a partner link type
has a name (denoted by the name attribute) and must have at least one role element inside.
A partner link from the process description points to a specific role element in the WSDL
description by following the role and the name of the partner link type. Eventually, the role
element refers to a WSDL port type with its portType attribute.
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1 <variables>
2 <variable name="report" type="xsd:string" />
3 <variable name="recID" messageType="rpt:ID"/>
4 ...
5 </variables>

Figure 5.7: Variable description example

5.2.1.4 Variables

An important means for storing temporary values or maintaining the process state are variables.
SAMPEL allows variable declarations in the main scope and sub-scopes with the variable ele-
ment. The variables in the main scope are global variables and are treated as the implementation-
independent process state (i.e., considered for migration; see Section 3.3.2). Variables within
sub-scopes are local variables used by activities in the sub-scope and its nested sub-scopes. Fig-
ure 5.7 shows an example for two variable declarations with respect to the report application. A
variable must be declared within the variables container and is composed of a variable name
(denoted by the name attribute) and a data type for the value. The data type can be declared
either using an XML schema type (denoted by the type attribute; see Figure 5.7, line 2) or as
a reference to a WSDL message type (denoted by the messageType attribute; line 3).

5.2.1.5 Correlation Sets

SAMProcs are created at a particular location. Then, they are able to fundamentally adapt by
migrating to other locations. Thus, there can be multiple instances of the same SAMProc at
the same location. For distinguishing between them, SAMPEL inherits the concept of corre-
lation sets from BPEL to create a unique identifier. It is composed of two parts in the form
process-id.instance-id. The process identifier identifies the SAMPEL description and the
instance identifier identifies an actual process instance of that process description. The instance
identifier is derived from one correlation set only. Therefore, it must be defined within the
process element.

Figure 5.8 shows how to define a correlation set for identifying a mobile report application in-
stance within SAMPEL and WSDL. Correlation sets have to be defined in the process descrip-
tion inside a correlationSets element and consist of a name (denoted by the name attribute)
and properties (denoted by the properties attribute). The name of a correlation set is ref-
erenced from within the process description, whereas the properties have to be defined in the
corresponding WSDL description (i.e., properties must be mapped to message types defined in
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1 <!−− SAMPEL −−>
2 <process ... >
3 <correlationSets>
4 <correlationSet name="ID"
5 properties="rep:ReporterID rep:ReportNr" />
6 ...
7 </correlationSets>
8 ...
9 </process>

10
11 <!−− WSDL −−>
12 <definitions xmlns:vprop="http://docs.oasis-open.org/wsbpel/2.0/varprop" ...>
13 ...
14 <vprop:property name="ReporterID" type="xsd:int" />
15 <vprop:propertyAlias propertyName="ReporterID" messageType="inMsg" part="ID" />
16 ...
17 </definitions>

Figure 5.8: Correlation set to identify report instance

the WSDL description3). This way, correlation to an instance can be determined from incoming
messages. All properties are represented by a property element that has a name (denoted by
the name attribute), is of particular XML schema type (denoted by the type attribute) and can
be assigned to a WSDL message type by means of a propertyAlias element. The property
alias refers to a property with its propertyName attribute and to a WSDL message type with its
messageType attribute. If the WSDL message type has more than one part, the part attribute
addresses the appropriate part of the WSDL message type with its name.

5.2.1.6 Methods

The behaviour of SAMPEL processes is basically described by the activities within their meth-
ods, which are specified with the onEvent element. Figure 5.9 specifies a setReport method
as part of the mobile report application. An onEvent element requires several mandatory at-
tributes: a reference to a partner link that declares the communication endpoint, the port type
of the partner link (needed in case of several available port types), a name for the method (de-
noted by the operation attribute) and a message type that declares the input of the method.

3The vprop-namespace (http://docs.oasis-open.org/wsbpel/2.0/varprop) inherited from BPEL allows to extend
WSDL with the capability to describe properties.
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1 <eventHandlers>
2 <onEvent partnerLink="ReporterPL"
3 portType="ReporterPT"
4 operation="setReport"
5 messageType="ReportMsg"
6 variable="Message" >
7 <correlations>
8 <correlation set="ReporterCS" />
9 </correlations>

10
11 <requires>
12 <property key="role" value="Reporter" />
13 </requires>
14
15 <scope>
16 ...
17 </scope>
18 </onEvent>
19 ...
20 </eventHandlers>

Figure 5.9: SAMPEL: method description for reporter

In addition to these mandatory attributes, there is an optional variable attribute that implic-
itly creates a local variable in the scope of the method and fills that variable with the values
submitted at method invocation. Moreover, each method must have a scope for activities and a
reference to the correlation set to use (to address the right instance on the basis of the received
message).

5.2.1.7 Distribution Aspects

Distribution aspects are specified with the requires element, which can be placed as part of an
onEvent element (see Figure 5.9, line 11–13). It can also be placed before an activity and thereby
effect only the following activity. Figure 5.10 shows a basic example where the scope is restricted
to the reviewer role (i.e., abstract facet; see Section 3.2.1). A property element requires a
key (denoted by the key attribute) and a value (denoted by the value attribute). SAMPEL
allows multiple properties inside the requires element, which are interpreted as follows. If two
properties have different keys, then the values are linked in a logical ’and’ manner. They are
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1 <requires>
2 <property key="role" value="Reviewer" />
3 </requires>
4 <scope>...</scope>

Figure 5.10: SAMPEL example for distribution aspects

1 <invoke partnerLink="SupervisorPL" operation="getRequiredInfo" portType="SupervisorPT" >
2 <toParts>
3 <toPart part="ID" fromVariable="varId" />
4 </toParts>
5 <fromParts>
6 <fromPart part="RequiredInfo" toVariable="varRequiredInfo" />
7 </fromParts>
8 </invoke>

Figure 5.11: SAMPEL: invocation at supervisor

linked in a logical ’or’ manner in case of the same keys. This forms a property set with key/value-
pairs that restricts an activity. SAMPEL allows specifying SPARQL queries as well. There, the
key of the property element is denoted by ‘sparql-query’ and the value contains the SPARQL
query. In case of a SPARQL query only additional ‘role’ property elements are allowed. This
feature to describe requirements regarding distribution is unique to SAMPEL (i.e., not part of
BPEL).

5.2.1.8 Basic Activities

Activities determine the behaviour of a process. Therefore, SAMPEL inherits BPEL activities.
There are structuring activities and basic activities, which differ in such that structuring activ-
ities form the execution flow of nested structuring or basic activities. For instance, two basic
activities can be either executed sequentially or in parallel depending on the surrounding struc-
turing activity. Basic activities actually contribute to a process step and are essential elements,
such as a variable copy operation and waiting for an answer.

Communication with other applications is covered by the invoke activity (see Figure 5.11 for an
invocation at the supervisor within the report application). For invoking an application (e.g.,
a Web service), a partner link of the desired application has to be specified (denoted by the
partnerLink attribute). Furthermore, the name of the operation has to be provided and an
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1 <receive partnerLink="SupervisorPL" operation="getRequiredInfo" portType="SupervisorPT" >
2 <fromParts>?
3 <fromPart part="RequiredInfo" toVariable="varRequiredInfo" />
4 </fromParts>
5 </receive>

Figure 5.12: SAMPEL: wait for an invocation at the supervisor

1 <reply partnerLink="SupervisorPL" operation="getRequiredInfo" portType="SupervisorPT"
variable="result" />

Figure 5.13: SAMPEL: replying to an invocation at the supervisor

optional port type can be specified. Parameters of the invocation are specified with the toPart
element.

Waiting for an invocation can be specified with a receive activity. Figure 5.12 shows how
to define such an activity with an example waiting for an invocation from the mobile report
application at the supervisor. This is similar to an invoke activity for the partner link, operation
and port type. These attributes address a communication endpoint to wait for. The received
message can be copied to local variables.

Sending a reply to an invocation is an important activity for communication with other appli-
cations. A reply element either corresponds to an onEvent or a receive element (i.e., there
has to be a partner link to identify the corresponding element). As shown in Figure 5.13, a
variable containing the return value has to be provided. In comparison with standard program-
ming languages, a reply activity for an onEvent immediately replies to the caller but does not
necessarily stop the onEvent activity. This allows executing activities even after the reply.

Assigning a value to a variable is done by the assign activity, which copies a value to a des-
tination variable. Within the assign element, multiple copy elements are allowed. Each copy
element performs a copy operation to a previously declared variable. Figure 5.14 shows an
example.

Explicitly waiting is possible with the wait element. It allows specifying a blocking wait state
either for a particular duration or until a given date and time. Duration is specified as a value of
the XSD schematype duration (see Figure 5.15 for an explicit wait for one minute) while date
and time are given as a value of the XSD schematype dateTime (e.g., ‘2009-12-24T12:00+01:00’
for Christmas 2009). For instance, this can be used as part of polling sequences.
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1 <assign>
2 <copy>
3 <from>
4 <literal>this is the result ... </literal>
5 </from>
6 <to variable="result" />
7 </copy>
8 </assign>

Figure 5.14: SAMPEL: assigning a variable

1 <wait>
2 <for>PT1M</for>
3 </wait>

Figure 5.15: SAMPEL: explicit wait for one minute

Extensible activities allow describing custom SAMPEL activities. Figure 5.16 shows how to
define an extensible activity with the activity element. There, an activity is defined that
supports reporters with spell-checker functionality. There is only one attribute allowed, which
denotes the activity name. For instance, in a corresponding AWSM service implementation, such
an activity is mapped to an abstract method (supported by the code generator; see Section 5.2.2),
which has to be implemented by application developers. Thus, developers are able to use
advanced programming language features within extensible activities that cannot be specified
with pure SAMPEL. In contrast to SAMPEL, this feature is not supported by BPEL.

Explicit middleware support for fundamental adaptation is realised by the copy and adapt el-
ements. These elements are not supported by BPEL. The copy activity creates a copy of the
instance and assigns it a new instance identifier. The adapt element contains a property set (this
is equal to the property set in Section 5.2.1.7). According to the given fundamental adaptation
properties, the process is able to fundamentally adapt in terms of location, state, functionality
and implementation. Figure 5.17 shows an example that requests a fundamental adaptation of
the mobile report application into the reviewer role. For instance, a corresponding AWSM ser-
vice implementation (see Section 5.2.2) is able to pass the property set to the AWSM platform,
which automatically handles the required steps to implement the SAMPEL description.

1 <activity name="spellCheckReport" />

Figure 5.16: SAMPEL: extensible reporter activity
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1 <adapt>
2 <property key="role" value="Reviewer" />
3 </adapt>

Figure 5.17: SAMPEL: fundamental adaptation to reviewer facet

1 <if>
2 <condition>string−length($report)&lt;=100</condition>
3 <adapt><property key="Mem" value="1MB"/></adapt>
4 <elseif>
5 <condition>string−length($report)&lt;=1000</condition>
6 <adapt><property key="Mem" value="5MB"/></adapt>
7 </elseif>
8 <else>
9 <adapt><property key="Mem" value="10MB"/></adapt>

10 </else>
11 </if>

Figure 5.18: SAMPEL: conditional fundamental adaptation

5.2.1.9 Structuring Activities

Structuring activities form the control sequence for basic activities and can be arbitrarily nested
in order to build up complex control sequences. The first sub-scope of a method represents
the top-level structuring element for starting a control sequence. It contains basic activities
and structuring activities. Any structuring activity can contain further sub-scopes. Basic ac-
tivities can be executed in sequence by enclosing them with a sequence element. Execution
in parallel can be performed with the flow element, which starts each activity at the same
time and ends when the last activity has finished. SAMPEL also offers constructs for condi-
tional execution as known from traditional programming languages. Figure 5.18 outlines the
usage of an if/elseif/else-construct for the mobile report application. The condition given
within the condition element has to be an XPath expression that evaluates to a Boolean value.
Further conditional execution constructs are loops described with the while and repeatUntil
elements. Both evaluate an XPath expression to repeat the containing activities. The differ-
ence is that the while element stops as soon as the condition evaluates to a Boolean false,
whereas the repeatUntil stops if the condition evaluates to a Boolean true. For instance,
for a corresponding AWSM service implementation, sequential and conditional activities can be
mapped to corresponding programming language constructs, whereas parallel activities should
use threads.
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Figure 5.19: SAMPEL code generator

5.2.2 Automatic Code Generation

For implementing the model-driven approach with the SAMProc concept, code skeletons for
the respective AWSM service4 implementations have to be automatically generated from the
SAMPEL description (see Section 5.1). This section presents a Java code generator for this
task. It keeps pure application logic written by application developers separated from generated
implementation skeletons by generating abstract classes. This allows developers extending5 and
customising the implementations with the pure application logic.

Figure 5.19 shows the overall code generation process. The code generator uses the SAMPEL
description and all referenced WSDL documents to generate code skeletons for the required
AWSM service facets. In general, code generation for any programming language would be
possible. Yet, this work introduces a code generator for Java.

For each generated implementation, an XML file is created that holds meta data about the
AWSM service facet and its implementation. This allows the AWSM platform to register the
implementations and take meta data into account regarding fundamental adaptation decisions.

Finally, the generated AWSM service facet skeletons (i.e., abstract classes) contain fundamental
adaptation support and programming-language–dependent realisations of the activities specified
with SAMPEL. This includes the fundamental adaptation logic. Thus, developers only have to
add the pure application logic to implement their application on the basis of an AWSM service.

4The automatic generation of implementation code for AOM objects is also possible but not part of this thesis.
5Java does not allow multiple inheritance. This is a severe issue if application developers have to extend other

classes as well. Yet, application developers can implement the same behaviour with delegation [GHJV95].
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Figure 5.20: SAMPEL code generation: determination of interfaces and respective state

5.2.2.1 Abstract Facets

For each AWSM service facet (i.e., abstract facet; see Section 3.2.1), the code generator first
determines the interface (i.e., a set of methods) and available state. Figure 5.20 illustrates the
process of identifying the set of needed interfaces on the basis of the mobile report application.
For this purpose, the code generator analyses the property sets of the method definitions within
the SAMPEL description (a method describes its property set with the requires element; see
Section 5.2.1.7). The distinct sets out of all property sets of the method definitions determine the
required abstract facets6. Thus, each abstract facet provides a particular set of properties, which

6If a property set contains properties with the same name (i.e., linked in a logical ‘or’ manner; see Section 5.2.1.7),
these property sets are first expanded: all required property sets are created in such a way that these altogether
reflect the original property set but each property set only contains properties with distinct names.
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determine the methods building up the overall interface. For completing a specific abstract facet,
the respective active state is determined by identifying the global variables being used within
the methods of the corresponding interface (see Figure 5.20).

For each abstract facet, the generation process starts with the main scope and recursively gen-
erates the content using the sub-elements, such as methods, sub-scopes and activities.

5.2.2.2 Methods

Explicit SAMPEL methods (i.e., specified with the onEvent element) are implemented with
conventional programming language methods with the following exception. Due to the fact
that SAMPEL methods allow activities even after replying to a request (e.g., with a standard
return instruction in Java), the instructions of each method are wrapped into a custom Java
thread, which continues with activities while the requested method can reply to the invocation.
Figure 5.21 illustrates the generic structure of a generated method. Variable exchange with the
Java thread is implemented with a global hash table methodVariables (see Section 5.2.2.4).
The key of a particular variable is the concatenation of the method name, message type and
the variable name. The return value is also put into the hash table. For the key, the method
name, message type and ‘returnValue’ are concatenated. Thus, the overall task of the generated
method is to copy the required values to the hash table (see Figure 5.21 lines 2–5), start the
activity thread (lines 7–9 and 15–23), wait for the return value (line 10) and eventually return
with the value from the hash table (line 12).

Implicit SAMPEL methods are defined with the receive activity, which waits for an incoming
message. In case of a correlating reply activity, the method has a return value. Just as
with explicit methods, the task of an implicit method is the message exchange as well as the
synchronisation with the associated basic activities.

5.2.2.3 Activities

Most basic activities are implemented using their direct programming language counterparts.
For instance, extensible activities result in abstract methods that have to be implemented by ap-
plication developers. These methods have a context parameter that for instance allows accessing
local variables. Overall, extensible activities provide a very powerful mechanism to implement
custom behaviour with full Java programming language support, such as direct user interaction
with a Java GUI.
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1 public returnType MethodName (type1 par1, ...) throws Exception{
2 /∗ initialize method variables with arguments ∗/
3 if (par1 != null)
4 methodVariables.put ("MethodName.MsgType.par1", par1);
5 ...
6
7 Thread methodNameMsgTypeContext = new Thread(new MethodNameMsgTypeContext());
8 synchronized (methodNameMsgTypeContext) {
9 methodNameMsgTypeContext.start();

10 methodNameMsgTypeContext.wait();
11 }
12 return (returnType) methodVariables.get("MethodName.MsgType.returnValue");
13 }
14
15 class MethodNameMsgTypeContext implements Runnable {
16 public void run() {
17 try {
18 /∗ Activities ∗/
19 ...
20 }
21 catch (Exception e) {...}
22 }
23 }

Figure 5.21: SAMPEL: Java code for an explicit method definition

Web service invocations are implemented on the basis of Apache Axis (yet, in case of a prototype
for SoapME , kSOAP [Sou06b] could be used as well). Figure 5.22 shows the structure of the
generated Java code for a Web service invocation. The service endpoint (line 3) is determined
using the partner link attribute of the invoke element. As already described in Section 5.2.1.3,
the partner link relates to a partner link type element in a referring WSDL document. The
WSDL document contains at least one binding with a service endpoint address. The required
operation name, parameters and the return type (Figure 5.22, lines 4–6) are part of the invoke
element as well.

For mapping the fundamental adaptation logic to a particular AWSM service implementation,
the property set of a fundamental adaptation request is passed through to the AWSM platform,
which automatically manages the needed steps as described in Section 3.3.2. Figure 5.23 shows
the necessary code.
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1 Service service = new Service();
2 Call call = (Call) service . createCall () ;
3 call .setTargetEndpointAddress (new URL(http://...));
4 call .setOperationName("operation");
5 call .addParameter(..., ParameterMode.IN);
6 call .setReturnType(...);
7 Object result = call .invoke (new Object[] {...}) ;

Figure 5.22: SAMPEL: Java code for Web service invocation

1 // <adapt>
2 // <property key="role" value="Reviewer" />
3 // <property key="sparql−query" value="..." />
4 // </adapt>
5
6 adapt("<requires><property key=’role’ value=’Reviewer’ /><property key=’sparql-query’

value=’...’ /></requires>");

Figure 5.23: SAMPEL: Java code for fundamental AWSM service adaptation

Structuring activities, such as conditional execution, are mapped to their programming language
counterparts. The flow element is implemented as a thread to achieve parallel execution.

5.2.2.4 Variables

All variables of the main scope are mapped to member variables that are marked as
implementation-independent state with the appropriate annotation (see Section 3.3.2.4).

Due to the flow elements and method threads, a high number of threads are in general in-
volved to implement a SAMPEL description. This makes accessing variables that are not part
of the main scope difficult. Hence, the generated implementations use a global hash table
methodVariables7. The key is determined by the concatenation of the path of class names (i.e.,
inner classes and thread classes) and the name of the variable. For reasons of code readabil-
ity, the global hash table is hidden by generated getter and setter methods for each variable.
Figure 5.24 shows an example accessing the variable var1.

All getter and setter methods can be overwritten by inner classes. This mechanism ensures the
validity of variables according to SAMPEL scopes. Finally, assigning variables with SAMPEL
is directly mapped to the respective getter and setter methods.

7This is also the common approach of current BPEL engines, such as ActiveBPEL [Act09], to execute BPEL.
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1 class Outer{
2 int var1;
3 public void var1 (int arg){ // Setter
4 ...
5 }
6 ...
7
8 class Inner1Thread {
9 class Inner2Thread {

10 int var0;
11 ...
12 // access here
13 var1 = 2; // Error −> Fail
14 var1(2); // Success −> OK
15 ...
16 }
17 }
18 }

Figure 5.24: SAMPEL: Java code example for getter/setter methods accessing local variables

5.2.2.5 Addressing

To ease addressing a specific AWSM service with the AWSM platform, an addressing schema
was implemented, in which the process name and the target location is sufficient (the specific
instance is implicitly specified by the correlation set).

In addition to the AWSM service facets, the code generator creates a proxy Web service, which
is deployed within the Web service container. It is accessible at

<serverURI>/<deploymentPath>/<processname>

The proxy receives all messages for a particular application (corresponds to a SAMPEL descrip-
tion) and routes them to the appropriate AWSM service instance specified by the correlation set.
Therefore, the generated AWSM services contain programme logic that automatically registers
and unregisters the particular instance with its instanceID at the application proxy.
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5.3 Modelling Self-Adaptive Mobile Processes

Overall, generating a fundamentally adaptive application requires the definition of various XML
documents. Paired with at least one WSDL description an appropriate SAMPEL description
provides the SAMProc adaptation logic. On the basis of this textual representation, the pre-
sented code generator is able to generate the necessary application code.

For even simplifying the generation of these XML documents, this thesis introduces an Eclipse
plug-in that allows modelling fundamentally adaptive applications with a graphical notation.
Since Eclipse already provides a WSDL editor [Ecl09b], the SAMProc plug-in delivers a novel
Graphical Modeling Framework (GMF) [Ecl09d] diagram editor that assists application develop-
ers in building SAMPEL descriptions. It allows dropping and combining activities on a drawing
canvas. During modelling, the editor provides further assistance by validating the structural
and semantic correctness of the document.

For initially creating a SAMPEL description that references one or more WSDL documents the
application developer is able to use an Eclipse wizard. This wizard allows selecting different
templates which serve as scaffolds for common use cases. The created document can be edited
in the diagram editor.

The diagram editor is realised with the GMF [Ecl09d], which provides a generative component
and runtime infrastructure for graphical editors based on a structured data model (i.e., an Eclipse
Modeling Framework (EMF) [Ecl09a] ecore model derived from the SAMPEL XML schema).
Since GMF separately manages data model, graphical representation and tooling definition, the
diagram editor is highly customisable and easy to extend.

Figure 5.25 shows the user interface of the diagram editor. The graphical notation is similar to
the Business Process Modelling Notation (BPMN) [OMG09]. Due to the fact that BPMN allows
modelling BPEL processes, all SAMPEL elements that are inherited from BPEL are represented
with the direct BPMN counterpart. Only for the explicit fundamental adaptation support, new
activities were introduced (i.e., move, copy, clone and adapt).

The diagram canvas represents the SAMProc. The palette on the right allows selecting different
kinds of tools to edit the process. In particular, there are generation tools for basic and structur-
ing SAMPEL activities (see Section 5.2.1.8 and 5.2.1.9). Basic activities are essential elements
of a process and are represented by a rectangular shape with a distinct icon and title. Since
structuring activities form the control sequence for basic activities they are represented as titled
rectangular containers for nested activities. Due to the fact that each change with respect to
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Figure 5.25: SAMPEL diagram editor with a report application model

the data model is performed using the GMF command framework, undo behaviour is seamlessly
integrated.

The diagram itself does not display all required information to create a valid document, as this
would impair the readability. Therefore, additional information can be captured and edited in
the Eclipse Properties View by selecting the respective diagram element (see Figure 5.25).

Furthermore, the Eclipse Problem View displays errors and warnings that are detected during
validation (see Figure 5.26). In addition to structural flaws, such as if a scope has less than
one method definition, there are also various semantic correctness constraints with respect to
the SAMPEL description. For instance, each process describes its communication endpoints
by means of a partner link that must relate to a predefined partner link type of its WSDL
description. Those constraints are specified as best practice constraints using the openArchitec-
tureWare Check (oAW-Check) language [ope09], which is straightforward to use. Consequently,
constraints can be extended with low efforts.
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Figure 5.26: SAMPEL editor validation

5.4 Related Work

There is related work in the area of mobile processes. For instance, Ishikawa et al. present a
framework for mobile Web services, i.e., a synthesis of Web services and mobile agents [ITYH06].
Each mobile Web service has a process description on the basis of BPEL, which is used for inter-
action with other processes and for supporting migration decisions at runtime. This approach
with its BPEL extension has similarities with SAMProcs and SAMPEL. Unlike the approach
of this thesis, it does not support fundamental adaptation. Additionally, while the process de-
scription of mobile Web services is interpreted at runtime, this thesis introduces SAMPEL for
generating code.

Kunze et al. follow a similar approach with DEMAC [KZL06]. There, the process description
is a proprietary XML application being executed by the DEMAC process engine at runtime.
Instead of using Web service and mobile agent concepts, plain process descriptions are transferred
between process engines for achieving mobility. Unlike the DEMAC approach, SAMProcs do
not require a pre-installed process execution engine on each device the platform is running.
Additionally, the approach of this thesis leads to generated node-tailored code, which makes the
SAMProc approach more lightweight at runtime.

There is a lot of research regarding model-driven development of adaptive applications on the
basis of distributed component infrastructures. Most of these systems, such as proposed by
MADAM [GBE+09] and Phung-Khac et al. [PKBGS08], allow modelling adaptation (i.e., dy-
namic component reconfiguration) decisions being executed at runtime. Unlike the approach
of this thesis, these frameworks are restricted to a custom component framework and do not
support fundamental application adaptation with respect to migration.

Notations such as BPMN [OMG09] define a business process diagram, which is typically a
flowchart incorporating constructs suitable for business process analysts and designers. Yet, the
graphical notation for SAMPEL reflects the underlying structure of the language with respect
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to the specific functional oriented design of SAMProcs. This particularly suits application
developers by emphasising the control-flow of a fundamentally adaptive application.

5.5 Summary

This chapter showed a model-driven approach to ease the development of fundamentally adaptive
applications with AWSM services. On the basis of the introduced novel SAMProc abstraction,
this thesis proposes SAMPEL, an XML application to describe fundamentally adaptive applica-
tions. In contrast to related work, SAMPEL is not interpreted at runtime but used for generating
the fundamental adaptation logic for AWSM services in such a way that application developers
do not have to care about the fundamental adaptation logic anymore. Thus, developers can
focus on the pure application logic. Furthermore, this thesis provides a novel Eclipse plug-in to
model SAMProc adaptation with a graphical notation. An appropriate SAMPEL description
is automatically generated on the basis of the model. This is a major step towards an inte-
grated model-driven development of tailored fundamental adaptive applications on the basis of
SAMProcs.
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6
Conclusion

This thesis addresses three important problems that arise in the context of mobile and UbiComp
application development: support for heterogeneity with respect to migration, strategies to
implement fundamental adaptation steps of an application and support for resource-constrained
devices.

For supporting heterogeneous migration, this thesis proposes a solution on the basis of an ab-
stract state description that is mapped to environment-specific representations and code for
automatic conversion. In addition, a service for the dynamic management of platform-specific
code even enables migration to locations where the necessary code is unavailable. A context
service and a service for entity discovery support migration decisions.

With respect to the implementation of fundamentally adaptive applications, this thesis intro-
duces a solution supporting the developer by separating the adaptation from the application
logic. There, model-driven development (MDD) techniques allow generating the fundamental
adaptation logic from an abstract application description. The aforementioned context service
supports adaptation decisions at runtime.

Regarding the support of resource-constrained devices, this thesis presents a solution that min-
imises memory usage. It introduces concepts for minimising the data necessary for execution
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and loading tailored code on demand. The lean SoapME Web service container contributes to
this.

6.1 Main Contributions

The proposed AXM infrastructure is a novel architectural design pattern for developing funda-
mentally adaptive applications in mobile and UbiComp scenarios. Unlike related work, AXM
supports fundamental adaptation of an application in terms of the available state, provided func-
tionality, implementation in use and the current location (i.e., migration), while even supporting
dynamic and heterogeneous environments. Moreover, AXM is independent of the concrete imple-
mentation infrastructure and platform: this thesis presents two prototypes, the CORBA-based
AOM system and the Web-service–based AWSM platform. The evaluation of the prototypes
in typical mobile and UbiComp scenarios shows that the AXM implementation platform has a
high impact on the performance. Yet, both prototypes show reasonable performance for most
scenarios. Only the evaluation settings with the Nokia N810 device running Java as target
platform provide weak performance. Yet, the evaluation also shows that using C++ as an alter-
native target platform on the N810 considerably improves performance. Moreover, an AWSM
prototype on the basis of SoapME could further improve performance in this setting.

This thesis introduces several services supporting applications in mobile and UbiComp scenar-
ios, such as dynamic code management (DCM). This is a highly relevant service in such highly
dynamic scenarios because implementation code cannot be preinstalled on all relevant devices
in advance. DCM offers a generic concept for centralised and decentralised sharing, discovering,
selecting, and deploying of platform-specific code on demand. There are prototype implemen-
tations for Java and OSGi on the basis of JXTA. The OSGi prototype is part of the AWSM
platform. Unlike related work, functional as well as non-functional properties are considered
during the discovery and selection process. Moreover, DCM allows automatic resolution of
implementation code dependencies on the basis of functional and non-functional properties.

The generic context service supports run-time decisions with respect to fundamental application
adaptation. Unlike related work, it specifies a generic context model and is implemented with
standards only, such as OWL for describing and SPARQL for querying and monitoring context.
Moreover, it builds up a highly modular architecture that allows adding context components and
their sensors at runtime. The service is accessible by a standard Web service interface, which
eases the integration with available mobile and UbiComp infrastructures, such as AWSM.
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SoapME is a lightweight and very flexible Web service container for Java ME CLDC. The design
and the prototype implementation with a code size of only about 200kB particularly support
resource-limited devices and provide communication for mobile and UbiComp platforms, such
as AWSM. SoapME is the first Web service container for Java ME CLDC providing dynamic
deployment and reasonable performance on a mobile device.

This thesis introduces a novel service to discover entities, such as users, devices and services with
given characteristics. It is implemented on the basis of SIP, the common session management
protocol for next generation mobile phone networks. Thus, it provides an alternative to the
context service in scenarios with devices having access to such networks. Unlike state-of-the-
art approaches, it requires no separate infrastructure for entity discovery. This reduces overall
network complexity and requires no separate entity discovery client on the mobile device. Due
to the fact that standard SIP infrastructure is centralised and thus cannot be assumed working
in typical mobile and UbiComp scenarios, a decentralised approach on the basis of JXTA was
developed. Unlike related work, it offers SIP compliance, allows using arbitrary P2P mechanisms
and integrates entity discovery.

Even with middleware support, such as proposed with the AXM-based prototypes, develop-
ing fundamentally adaptive applications is still a non-trivial task. Thus, this thesis suggests
model-driven development of fundamentally adaptive applications on the basis of the novel self-
adaptive mobile process (SAMProc) concept. A SAMProc supports an abstract application
specification that is independent from the underlying technology and the dynamic and hetero-
geneous infrastructure. For this purpose, SAMPEL is introduced as a novel XML application to
describe fundamentally adaptive applications on the basis of the SAMProc abstraction. Unlike
related work, SAMPEL is not interpreted at runtime but used for generating the fundamental
adaptation logic for AWSM services. Application developers do not have to implement the fun-
damental adaptation logic; they can focus on the pure application logic. In addition, an Eclipse
plug-in allows modelling SAMProcs. On the basis of a graphical notation it automatically gen-
erates the appropriate SAMPEL description. Thus, it offers developers an integrated approach
to implement fundamentally adaptive applications in a model-driven way.

6.2 Limitations and Future Work

The AXM prototypes show reasonable performance on devices used in the introduced mobile
and UbiComp scenarios. Yet, for the AWSM Java prototype running on the resource-limited
N810 Internet tablet performance is poor. Thus, AWSM should be implemented on top of
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future mobile Web service containers to improve this performance bottleneck. The author does
not expect interoperability problems, as the infrastructure is designed to rely on standard Web
service technology only. AWSM requires only interceptors and dynamic deployment at the
Web service container. In future work, one could also investigate the CORBA/e standard for
embedded systems [OMG06] to implement AOM. CORBA/e specifies a compact profile that
supports CORBA value types. This allows transferring the AOM concept to embedded devices.
Yet, due to the fact that the CORBA/e standard does not support many dynamic features of
standard CORBA the concept has to be adapted to new requirements (e.g., CORBA/e does not
support the interface repository and the dynamic invocation interface).

Moreover, AXM provides a very generic concept to implement fundamentally adaptive appli-
cations. In possible future work, other concepts and platforms could build the basis to im-
plement this architectural design pattern, for instance using components [Szy02] or the .NET
platform [Mic09].

The DCM platform does not allow the publication of more than one interface per resource (i.e.,
standalone implementation code or OSGi bundle). Yet, as resources may provide more than
one interface, the resource publication mechanism should be extended. Moreover, the author
argued for the necessity of supporting non-functional properties. For handling these proper-
ties in larger systems, support for ontologies describing non-functional properties is necessary.
This can also build the basis to implement enhanced matching of dependencies using semantic
discovery approaches. Furthermore, the DCM infrastructure already provides a basis for ap-
plication deployment with a given blueprint. This blueprint information can be used to select,
load and deploy tailored implementations providing the required service functionality with the
DCM infrastructure. An enhancement of such a simple blueprint mechanism—a sophisticated
distributed application deployment platform—could be subject to future work.

The context service already supports essential run-time decisions of fundamentally adaptive ap-
plications. Yet, it could be improved with probabilistic context support and further development
tools. In particular, writing SPARQL queries for specifying required context is complex. Thus,
a tool could be developed, which allows browsing context ontologies and modelling the required
context profile with this information. This tool could be part of the presented Eclipse modelling
plug-in to generate appropriate SPARQL queries.

SoapME is a fully-fledged Web service container for Java ME CLDC. Yet, possible future work
could be supporting Web service discovery via Bluetooth in order to achieve a more integrated
infrastructure, which could rely on Bluetooth only. Furthermore, the architecture could be
revised with respect to distribution. In a typical mobile and UbiComp scenario with a lot of
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resource-limited devices, parts of the infrastructure, such as the Web service proxy, could be
installed on powerful gateways, such as proposed by Srirama et al. [SJP07].

In the proposed P2P SIP approach, requests are not forwarded via the target’s home-domain
proxy anymore. This results in a reduction of session establishment time but leads to a potential
issue as home-domain proxies may be used for resource reservation purposes [TIS08]. Yet, this
matter can be solved by introducing a mechanism into the approach to forward requests via
the home-domain proxy of the target if needed. Thus, at least proxies in the proxy-chain
between the sender’s home-domain proxy and the target’s home-domain proxy can be skipped,
which also leads to an improved time for session establishment in comparison to standard SIP.
Moreover, the evaluation could be broadened by replacing the standard JXTA routing protocol
with different P2P protocols, such as protocols that are suitable for mobile networks. Finally, to
gain more realistic results, an evaluation with more senders and receivers in a real world setting,
for instance using PlanetLab [PACR03], could be subject to future work.

The SAMProc abstraction provides basic means to describe fundamentally adaptive applications.
Still, one could investigate advanced mechanisms for SAMProcs. Amongst others, these could
be feedback mechanisms within the SAMProc, exception handling and means for cloning and
merging SAMProcs (e.g., on the basis of the fragmented object model [KDH+06]).

The model-driven approach eases developing fundamentally adaptive applications on the basis
of the SAMProc concept. Yet, if an application has many adaptation cases, the code generation
tool creates a lot of facets. For supporting the developer by generating as much code as possible
one could investigate the direct annotation of custom SAMPEL activities with program code
in the model. Such an approach is similar to BPELJ [BGK+04], which allows using Java code
within BPEL. Moreover, although personal feedback regarding the simplification of application
development was throughout positive, a quantitative evaluation with two groups of developers
implementing the same application could support this impression (one group uses SAMProc the
other does not).

With the AXM-compliant prototypes, the infrastructure services and the model-driven approach
to application development, this thesis fulfils all requirements of Section 2.3. Yet, these require-
ments were determined by analysing a rather small set of applications. Although these applica-
tions represent a broad set of typical mobile and UbiComp applications, new applications might
have further requirements. Yet, due to the fact that the infrastructure and all infrastructure
services were designed and implemented with a strong focus on using available standards they
should be extensible with low efforts.
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This thesis introduces a novel programming model of an application that is able to fundamen-
tally adapt in terms of interface, state, implementation and location. To build up a broad
acceptance of such a novel programming model, future work should investigate further applica-
tions scenarios. For instance, SAMProcs could be used to autonomously collect data in sensor
networks, to implement a surveillance application that follows a user and even to support the
field staff of a company with local business process support. Moreover, the software that was
developed as part of this thesis has been deployed in rather small settings so far. To gain a more
realistic experience these applications should be deployed in real-life scenarios and be evaluated
by a high number of users over a long period of time. The results of such an evaluation should
lead to an improved understanding of user requirements in mobile and UbiComp scenarios.
Such an understanding can be used to improve the AXM-based prototypes and their supportive
services.
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