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Abstract

Modern IT systems play an indispensable role in industrial infrastructure and affect hu-
man society, as billions of users and devices constantly compute, exchange and store data.
Their characteristics, such as large complexity, fast evolution, and geo-distributed devel-
opment, among others, challenge the availability and the correctness of service offerings
while increasing failure proneness. Failure to deliver the correct service can have severe
implications. This is particularly the case for critical systems in medicine, transporta-
tion, or energy, leading to hazardous effects. The increased complexity surpasses the
developers’ and operators’ capabilities for timely issue resolution increasing the chance
of frequent failure impact.

To support the system development and operation, as means to ensure the provisioning
of correct service that can justifiably be trusted (system dependability), automation of
different tasks is needed. One important aspect of automation is the IT system’s capabil-
ity to externalise the system state via monitoring data such as system logs. These data
are used by intelligent methods that can learn to discern frequent normal and anomalous
patterns from the data. Therefore, intelligent methods can automate parts of the devel-
opment and operational processes, e.g., by generating alerts about potential issues. In
this context, Artificial Intelligence for IT operations (AIOps) emerged as a research area
concerned with using the system (e.g., source code) and monitoring data (e.g., system
logs) and methods from artificial intelligence (AI), big data, machine learning and data
mining to support the automation of IT operational activities.

This thesis introduces AI-enabled methods that address different AIOps tasks during sys-
tem development and operation. The methods focus on the logging process and system
logs as an intrinsic data source for the IT systems. From a system development per-
spective, the main contributions reside in formalizing and addressing the problem of log
instruction quality, as logs with sufficient quality are a precondition for successfully tack-
ling downstream log-related tasks. (1) The thesis proposes a deep learning-based method
to automatically evaluate the quality of log instructions from the system’s source code.
From a system operation perspective, the thesis contributes by proposing novel meth-
ods for log analysis, specifically, log-based anomaly detection. The log-based anomaly
detection methods learn anomaly-related log properties that improve the (2) sentiment
and (3) sequential log representations. This category of methods studies how leveraging
the individual log properties impacts anomaly detection and classification in modern IT
systems. The extensive evaluations with data from open-source, production systems,
and testbeds show the usefulness of the proposed methods in addressing the challenges
of modern IT systems while demonstrating desirable practical properties. The proposed
methods and results were published in peer-reviewed international conferences, while
parts were patented at the European Patent Office.
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Zusammenfassung

Moderne IT-Systeme spielen eine unverzichtbare Rolle in industriellen Infrastrukturen
und beeinflussen menschliche Gesellschaften, da Milliarden von Nutzern und Geräten
ständig Daten berechnen, austauschen und speichern. Diese Systeme weisen Merkmale
wie hohe Komplexität sowie schnelle und geografisch verteilte Entwicklung auf, womit sie
eine Herausforderung für die Verfügbarkeit und Korrektheit von Dienstangeboten dar-
stellen und die Fehleranfälligkeit erhöhen. Wird ein Dienst nicht korrekt erbracht, kann
dies schwerwiegende Folgen haben. Dies gilt insbesondere für kritische Systeme in der
Medizin, im Transportwesen oder im Energiesektor, was zu gefährlichen Auswirkungen
führen kann. Die zunehmende Komplexität übersteigt die Möglichkeiten der Entwickler
und Betreiber zur rechtzeitigen Problemlösung und erhöht die Wahrscheinlichkeit häufi-
ger Ausfälle.

Zur Unterstützung der Systementwicklung, des Systembetriebs und als Mittel zur Si-
cherstellung der Bereitstellung eines korrekten Dienstes, dem man berechtigterweise ver-
trauen kann (Systemzuverlässigkeit), ist die Automatisierung verschiedener Aufgaben
erforderlich. Ein wichtiger Aspekt der Automatisierung ist die Fähigkeit des IT-Systems,
den Systemzustand über Überwachungsdaten wie System-Logs zu externalisieren. Diese
Daten werden von intelligenten Methoden verwendet, die lernen können, normale und
anomale Muster aus den Daten zu erkennen. Intelligente Methoden können daher Teile
der Entwicklungs- und Betriebsprozesse automatisieren, indem sie z. B. Warnungen oder
Korrekturmaßnahmen zu potenziellen Problemen erzeugen. In diesem Zusammenhang
hat sich Künstliche Intelligenz für den IT-Betrieb (AIOps) als Forschungsgebiet heraus-
kristallisiert, das sich mit der Nutzung von System- (z. B. Quellcode) und Überwachungs-
daten (z. B. System-Logs) und Methoden aus den Bereichen KI, Big Data, maschinelles
Lernen und Data Mining beschäftigt, um die Automatisierung von IT-Betriebsaktivitäten
zu unterstützen.

In dieser Arbeit werden KI-gestützte Methoden vorgestellt, die verschiedene AIOps-
Aufgaben während der Systementwicklung und des Betriebs adressieren. Die Methoden
konzentrieren sich auf den Log-Prozess und die System-Logs als intrinsische Datenquelle
für die IT-Systeme. Aus der Perspektive der Systementwicklung liegen die Hauptbeiträge
in der Formalisierung und Behandlung des Problems der Qualität von Log-Instruktionen,
da Logs mit ausreichender Qualität eine Voraussetzung für die erfolgreiche Bewältigung
nachgelagerter logbezogener Aufgaben sind. (1) Die Arbeit schlägt eine auf Deep Learning
basierende Methode zur automatischen Bewertung der Qualität von Log-Anweisungen
aus dem Quellcode des Systems vor. Aus Sicht des Systembetriebs leistet die Arbeit
einen Beitrag, indem sie neuartige Methoden zur Log-Analyse vorschlägt, insbesonde-
re zur log-basierten Anomalie-Erkennung. Die log-basierten Methoden zur Erkennung
von Anomalien lernen anomalitätsbezogene Log-Eigenschaften, die die (2) Sentiment-
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und (3) sequentielle Darstellung von Logs verbessern. Diese Kategorie von Methoden
untersucht, wie sich die Nutzung der individuellen Log-Eigenschaften auf die Anomali-
eerkennung und -klassifizierung in modernen IT-Systemen auswirkt. Die umfangreichen
Auswertungen mit Daten aus Open-Source- und Produktionssystemen sowie Testumge-
bungen unterstreichen die Nützlichkeit der vorgeschlagenen Methoden bei der Bewälti-
gung der Herausforderungen moderner IT-Systeme und demonstrieren gleichzeitig die
wünschenswerten praktischen Eigenschaften. Die vorgeschlagenen Methoden und Ergeb-
nisse wurden von Fachleuten überprüft und auf internationalen Konferenzen in Form von
Fachbeiträgen veröffentlicht, sowie in Teilen beim Europäischen Patentamt patentiert.
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Chapter 1

Introduction

Contents
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Modern IT systems play an important role in the industrial and human-social infras-
tructure. Search engines, instant messaging applications, banking software, e-commerce
platforms, and others, are examples of modern IT systems humans vastly rely on. They
support the continual computation, exchange and storage processes between billions of
devices and users. Thereby, humans indispensably rely on the dependability of the sys-
tems - as a system’s ability to deliver a service that is justifiably trusted. To support
the ever-growing industrial and social demands, the overall IT ecosystem is projected
to increase the number of interconnected components while diversifying the underlying
hardware. For example, market analysis reports from Cisco and Gartner suggest that
the number of interconnected devices by 2025 will increase to 27.3-30 billion [48, 77].
From a software development perspective, the support of the development and scala-
bility demands shifts the focus from a monolithic system design toward a decentralized
service-based design [159]. Decentralized software allows agile and reliable development
of dedicated services. This improves scaling and enables large data volume processing.
While the decentralized design of modern IT systems significantly improves business
agility, it comes at the cost of magnified system complexity [130].

The omnipresence of IT systems in daily human activities imposes high user expecta-
tions for system dependability. However, the inevitable weaknesses in hardware and
software lead to failures. Failures are events where a system component (hardware or
software) omits the execution of the expected or required action, making them one of

1



2 Chapter 1. Introduction

the key threats to system dependability [4]. The downtime they cause can lead to cus-
tomer dissatisfaction and economic losses [70]. Failures in emerging critical systems (e.g.,
autonomous driving and smart cities) can endanger human safety and threaten human
lives. For example, software issues in the intelligent software of a Tesla (an electric car
producing company) vehicle are speculated to be a direct cause for collisions with fatal
consequences [138]. In addition to the term failure, the term anomaly is used to refer not
just to failures, but to additional events that describe a degraded state [2]. As the rich-
ness of the IT systems in terms of both hardware and software grows, so does the failure
proneness. Different studies examine the anatomy of the anomalies in large-scale systems
(e.g., HPC systems, clouds) [53] and different types of services and components (e.g., vir-
tual machines, network components, storage subsystems, and data mining services) [163,
171]. They show that failures are frequent and their nature is very diverse.1 Recognizing
the persistence and the polymorphic nature of the anomalies, their frequency, and haz-
ardous effects require non-trivial efforts and expertise from the developers, and operators
of the IT systems to detect them and guarantee systems’ dependability. Therefore, the
correct detection and classification of the system state different than the normal (i.e.,
anomaly detection and classification) are important for trusted service delivery.

To regulate and improve the system’s dependability, developers and Operation and Man-
agement (O&M) teams rely on observability data obtained during system execution [70].
Two commonly used categories of observability data are the metric data (e.g., CPU us-
age) and system log messages (logs, e.g., "VM created") [157]. System logs are often used
as observability data for on-field analysis, as they are intrinsic monitoring tools for every
computer system (e.g., control register status bits in the CPU) [70, 92]. They are gener-
ated from log instructions that developers insert in the source code to visualise important
system events and to give hints to the operators running the system as a black box. For
example, the log instruction: log.info(”VM took %f seconds to spawn.”, createSeconds)
shows the time needed to create a virtual machine. It is composed of a log level (i.e.,
info), static text describing the event (i.e., "VM took < ∗ > seconds to spawn."), and
variable parameter (i.e., createSeconds), denoting important variable runtime informa-
tion. Logs give meaningful clues for potential failure, as they are semantically rich data
written by humans for humans (i.e., they are human-centric). For example, when a
switch generates the log ’System is rebooting now’, the operator understands by the se-
mantics that the switch is failing, and obtains a hint that the potential anomaly may be
caused by switch rebooting. In addition, despite the semantics, the event co-occurrence
is another log property adding to log richness as a data source. For example, several
sequential repetitions of the two logs a) "Interface change state to up", and b) "Interface
change state to down", reveal that the interface is flapping. Given that the most frequent

1Appendix A shows a replication study we performed to study the failure’s impact on online service
dependability.
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reason for a flapping interface is a bad cable connection, the operators can diagnose and
classify the failure on time, and act accordingly [29]. Notably, different anomalies reflect
in various ways in logs [44]. Therefore, analysing the log properties jointly over the dif-
ferent properties (i.e., semantics and sequential) should provide maximal visibility over
the failures.

The practical importance of logs has led to the appearance of the research area of log
analytics. Log analytics covers the whole cycle of the logging process during both de-
velopment and operation, including the creation, storage, and analysis of logs [70, 183].
Log analytics aids development by improving the writing of log instruction in the source
code, i.e., the logging code composition. During operation, log analytics is concerned with
the processing and analysis of the generated logs to detect and classify anomalies, find
root causes, predict future anomalies, and similar [70]. For example, the task of anomaly
detection considers detecting specific system behaviours where the system produces un-
expected out-of-normal behaviour. In the task of anomaly classification (as an example
of another operational task), the aim is to relate the past experiences of the anomalies
with a particular anomaly class enabling the reuse of past anomaly-resolving techniques.
Traditionally, in the context of supporting system dependability, log analytics depends on
the domain expertise of developers and operators alike [187]. For example, during devel-
opment, the log instruction writing (e.g., choosing the log instruction level) is intrinsically
subjective as it depends on the experience of the developers [100]. During runtime, the
system operation is concerned with the analyses of the generated logs to extract rules
for the different log analytics tasks by relying on heuristics (e.g., search for "error" log
levels or words like "failure", and "rejected") to detect or classify anomalies [102].

Modern systems’ characteristics, i.e., increased complexity due to the increased scale, the
heterogeneous hardware/software, and increased interconnectivity, render the traditional
approaches based on ad-hoc rules inefficient and ineffective [131]. The inefficiency and
ineffectiveness are direct consequences of the need to constantly update, or the inability to
construct comprehensive rules. To account for the characteristics of modern IT systems,
the automation of log analytics is being vastly researched [70, 183, 187]. The core idea of
automation is inventing and using intelligent methods from machine learning, big data,
and artificial intelligence on log-related data to learn task-specific patterns (as learned
rules). Therefore, automation replaces handcrafted rules while improving the robustness
and capabilities for extracting comprehensive patterns. Ultimately, it aids human efforts
to improve system dependability [130].

Despite the vast body of research on automatic log analysis, there are several aspects of
the automation of log analytics that can be further improved (during both development
and operation). As modern IT systems are complex and often developed by many devel-
opers with different levels of expertise and different understanding of logging purposes,
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the logging code compositions are of varying quality. Low-quality logs can hide or even
present wrong information which can hurt log usability [23]. Therefore, the automation
of the quality assessment of log instruction emerges as an important problem during
development. Log instruction quality assessment refers to the evaluation of the align-
ment of the log instructions properties against the log instructions with assumed good
quality. The automation of log quality assessment during development should consider
and is therefore challenged by (a.1) heterogenous events (e.g., different vocabulary for
diverse events, different writing styles) and (a.2) different programming languages used
for developing a single system. These aspects further raise the challenge of (a.3) which
logging code composition quality assessment properties can be automated.

From a system operation perspective, the automation of log analysis addresses different
tasks. The timely detection and classification of anomalies are of particular interest, as
they are the first step towards limiting the downtime duration, thus preventing Service
Level Agreements (SLA) violations. Therefore, these two tasks are the main research
focus in AIOps [130]. As the scale and update frequency of modern software increases,
so does the rate of addition of (new) logs and log dependencies. This challenges the
automation of methods, as it requires robust method performance, leading to many false
alarms otherwise. Therefore, from the system operation perspective, the two challenges
of (b.1) reducing the false alarm rates, and (b.2) limited usability of past experiences (as
labels) exist. In addition, logs are complex data as they are both textual and sequential.
Naturally, different anomalies affect the log data differently. The automatic methods,
thereby, (b.3) are challenged with efficient utilization of the log properties (e.g., dealing
with single log lines and log sequences). Considering the characteristics of modern IT
systems, and the challenges from the system development (challenges a1 - a3) and system
operation (challenges b1 - b3) perspectives impose the need for an automatic log analytics
framework that supports the full logging cycle, from logging instrumentation to timely
failure identification as support in improving system dependability.

1.1 Problem Statement

An automatic log analytics framework supports the two stages of the system lifecycle,
i.e., development and operation. The research objective of this thesis is to:

"Improve the IT system development, operation and dependability by developing
intelligent methods for logging code composition, anomaly detection and classification

with log data."

As development and operation are two different phases in the lifecycle of the system,
they face unique challenges and are addressed independently. During system runtime,
the anomalies are observable in different properties of the log data (e.g., single log lines or
log sequences), which prompts the need to examine the individual properties separately.
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Considering this, we decompose the objective of this thesis into three parts discussed in
the following text.

Logging Code Composition Quality. Modern IT systems are developed by multi-
ple developers with diverse experiences that have different understandings of logging a
particular event. The diversity leads to the existence of events written with different
styles, diverse vocabulary and originating from various programming languages, all of
which impose difficulties on the automation of logging code composition. Similarly, it is
challenging to identify the empirically testable instruction properties as constituents of
the logging code composition subject to automation. We aim to address these challenges
to support the writing of quality logging code.

Single Line Log Analysis. Operators analyse the static text and the variable param-
eters of the individual logs to detect and classify anomalies. The dynamic changes in
IT systems result in fast system evolution leading to novel logs. Therefore, the anomaly
detection methods should generalize well. As the anomalies can be reflected in the pa-
rameter values, better anomaly detectability is achieved by analysing the parameters as
well. The first step for performance anomaly is to correctly parse the logs and extract
the parameters and the events. In this regard, log parsing is expected to have robust
performance for different systems as incorrect parsing can miss the relevant parameters
and the anomalies will not be detected. We aim to ameliorate the usage of single log line
properties (e.g., sentiment) and log parsing to improve the generalization and robustness
in single log line analysis, (e.g., log parsing, and single log line anomaly detection).

Sequential Log Analysis. As developers may have an insufficient understanding of
the complexities of the running system environment during development, not all failures
can be logged. Consequently, there is insufficient anomaly logging coverage. As a result,
the single log line analysis misses anomalies that are not explicitly logged. Neverthe-
less, some anomalies are observable in log sequences, prompting sequential log analysis.
Sequential log analysis is challenged by the sequence diversity due to novel events and
event dependencies caused by system updates, missing events, and incorrect preprocess-
ing. We aim to improve the sequential log analysis by improving the representation of
the log sequences, which potentially decreases the negative effects of the challenges on
the log sequences.

1.2 Main Contributions

This thesis contributes to the general scientific discipline of computer science. Specifically,
it contributes to the fields of software (reliability) engineering and artificial intelligence. It
proposes methods to aid IT system development and operational activities by advancing
intelligent logging code composition, and automatic log-based anomaly detection and
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classification, with the end goal to improve the support of system dependability. The
three main contributions of the thesis are given as follows:

Logging Code Composition Quality. An important prerequisite in log analysis is
access to logs of good quality. To that end, we develop an approach to automatically
assess the quality of log instructions from software systems. The development of such an
approach is challenged by the heterogeneity of the systems, the unique writing styles of
developers, and different programming languages. To assess the logging quality, first, we
identify a set of two automatically empirically testable quality properties in a system-
agnostic manner. Second, we introduce and formalize the problem of quantification
of log instruction quality assessment. Third, by leveraging our observations and the
textual nature of the logs, we propose a framework for automatic model-driven log quality
assessment as an intelligent tool to aid the writing of log instructions. Finally, we propose
an approach to giving feedback for granular quality improvement of the log instructions.

Single Log Line Analysis. As the anomalies in single log lines can be reflected in
the semantics of the static text or as abnormal parameter values, we contribute novel
methods for the two. First, by analyzing log instructions from public systems we observed
and show that the log instructions contain rich anomaly-related information from many
different systems. The proposed method utilizes the data from the system of interest
(target system data) alongside the extracted anomaly-related information as auxiliary
data to learn anomaly-discriminative log representations to improve the generalization
performance. As the correct extraction of the parameters from the logs is a vital step
for parameter anomaly detection, we contribute with a novel method for robust log
parsing. The parser formulates the problem as a masked language modeling task to learn
the templates and the variable parts. The extracted events are used to create lists of
parameter values where parametric anomaly detection is performed.

Sequential Log Analysis. To address the sequential properties of the logs, we introduce
a novel method for improving the sequential representation. By representing the log
sequences as sequences of event groups, we found that the uncertainty in the overall
log event sequence is reduced. We propose a novel method that extracts event groups
from a given event sequence. The learned sequences of event groups are used in anomaly
detection and classification. The evaluation results demonstrate that the modified input
representation improves practical properties during sequential log analysis.

The methods presented herein are implemented as prototypes and evaluated on bench-
mark datasets, publicly collected datasets, data from testbeds, and large-scale production
data, whenever possible. In addition, the thesis contributes with two datasets 1) a dataset
with more than 100 thousand log instructions from public open-source systems; and 2)
a collection of online failure incidents from 70 services. Parts of this thesis have been
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published in peer-reviewed articles and a patent accepted at the European Patent Office.
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1.3 Thesis Outline

Chapter 2 provides the background on system dependability, observability and artificial
intelligence for IT system operations. It focuses on the process of logging instrumenta-
tion, intelligent data-driven methods and the tasks of log-based anomaly detection and
classification as key concepts required for understanding the contents of the thesis.

Chapter 3 presents a literature review on the automation of log analysis tasks related
to the system’s development and operation activities. Specifically, it first discusses the
logging code composition approaches as part of the logging instrumentation during de-
velopment. Afterwards, it describes the literature on log-based anomaly detection and
classification related to system operation.
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Chapter 4 describes the main challenges and assumptions for automation of log-related
activities in the support of dependability through both phases of development and oper-
ation. It introduces a reference architecture positioning the methods and ideas described
in the thesis. Finally, it formalizes the addressed tasks and gives an overview of the
proposed methods and ideas concerning the challenges.

Chapter 5 introduces the concept of automatic log instruction quality assessment as
a way to directly support the development process. It starts by presenting a prelimi-
nary study, where we examine the empirically testable properties of the log instructions.
Based on the observations, it introduces a method for assessing their quality. Finally,
it presents the experimental results concerning the evaluated quality properties from
publicly available data.

Chapter 6 introduces the single log line anomaly detection and classification methods
to directly support system operation. The single log line analysis is split into two parts,
i.e., semantic and performance log analysis. The semantic log analysis is first introduced.
It starts with a study on how to extract anomaly-related log information from the log
instruction of public code projects. Based on the observations, it introduces a novel
method for semantic log-based anomaly detection. Afterwards, it presents the experi-
mental results and a study of its important practical properties. Next, the performance
log analysis is discussed. The method for log parsing is presented. In continuation, a
description of how the extracted templates are used to construct learning data that is
used for anomaly detection is given. Finally, the experimental results are presented.

Chapter 7 introduces the sequential log analysis method to directly support the system
operation. It starts by comparing the difference in the uncertainties of the log event
sequences by using the original event sequences and a representation with event groups.
Following the observations from the comparison, a novel method for learning the sequen-
tial log event groups is introduced. Furthermore, the method for log-sequence anomaly
classification is discussed. The chapter concludes with a presentation of the experimental
results.

Chapter 8 concludes the thesis, summarizes the findings and identifies directions for
future research.
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This chapter presents the background as a prerequisite for understanding the concepts
discussed within the thesis. We first discuss the general concepts related to system
dependability. Second, we discuss system observability by focusing on log-based system
instrumentation and logging code composition. Third, we describe intelligent data-driven
methods as means to support system dependability, particularly emphasising the task of
anomaly detection as one of the central problems considered in the thesis.

2.1 System Dependability

Computer systems are expected to fail over time and, therefore, experience reduced
dependability [90]. System dependability is defined as the ability of the system to de-
liver correct service that can justifiably be trusted [5]. Dependability has three aspects.
These are (a) attributes (constituents to system dependability), (b) threats (challengers
to system dependability), and (c) means (approaches to enable system dependability).
Following the definitions introduced in Avižienis et al. [5], we discuss the different aspects
of dependability and point out the dependability aspects addressed within the thesis.

11
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As an integrating concept, dependability encompasses several attributes, i.e., availability,
reliability, safety, integrity, and maintainability [5]. Availability is defined as the system’s
readiness for correctly providing the agreed services. It is quantified as the percentage
of the execution time during which the service is delivered correctly. Reliability is the
capability for the continual support of correct services. In quantifiable terms, it is the
likelihood that the system performs without failure for a predefined time. Safety ex-
presses the system’s capability to deliver services without catastrophic consequences for
the user(s) and the environment. Integrity refers to the lack of ability for improper or
unauthorized system alterations. Maintainability is the system’s capability to be sub-
jected to modifications and repairs.

The system delivers a correct service when it is correctly externalising the system state to
implement (agreed) system functions. Failures, errors and faults are the crucial threats
that affect the correctness, thereby, directly affecting system dependability during both
development and its usage/operation. A failure is an event that occurs when the de-
livered service deviates from the correct service. The deviation may assume different
forms that are referred to as service failure modes [35, 89]. The total system state that
leads to a deficit between the corrected and expected service state is called error. The
hypothesised or considered cause for the error(s) is called fault.

Figure 2.1 illustrates the causal model of a failure developing from fault through errors.
This model is commonly referred to as Laprie’s fault-error-failure model [90]. Three unit
blocks, each corresponding to the three model components, can be identified. The top
box descriptions of each box represent the block purpose, while the appropriate detection
tools are shown at the bottom.

The causes for the faults are diverse. They can be events from outside (e.g., shortages
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Figure 2.1: Fault-error-failure model as an aspect of dependability
(adopted from Acker [2]).
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in electricity supply), or changes in system functional requirements (e.g., outdated func-
tionality). Faults can be either active (when faults manifest as an error) or dormant. The
detection of dormant faults is subject to processes known as auidition [2]. A dormant
fault may persist through the system life-cycle and be undetected if the conditions for its
activation are not fulfilled. The active faults appear when certain system conditions are
fulfilled. They are manifested as a deficit between the expected and manifested system
state, i.e., cause errors. Errors can be detectable or non-detectable/latent. If there exists
a signal indicative of an error presence, the error is detectable. One way to detect errors is
by monitoring the components that expose the internal system state [89]. The detectable
and non-detectable errors can cause a chain of system state inconsistencies manifestable
as other errors, or symptoms. They can ultimately externalise to the end-users and
cause failures. Usually, the mapping between the faults, errors, and failures is m-to-n.
For example, several faults may result in one error, or one fault may result in several
errors. Although not part of the general fault-error-failure model, the term anomaly
is used to refer to the detectable errors and failures as an out-of-normal (anomalous)
system behaviour [2]. Figure 2.1 illustrates part of Laprie’s model with a dashed line
to the term anomaly refers. The analysis of the monitoring data is one way to identify
anomalous system behaviour, i.e., enable the detection and classification of anomalies.

To provide dependable service, several means of dependability exist including fault preven-
tion, fault tolerance, fault removal and fault forecasting. Fault prevention aims to improve
the development processes (of both hardware and software) by reducing the number of in-
troduced faults. It is achieved by aiding system development in writing code with fewer
faults/bugs (e.g., by introducing quality indicators during development [7, 33]) or by
eliminating the causes of the faults in the case of hardware production (e.g., via process
modifications) [32]. Fault tolerance focuses on avoiding the faults and errors externalising
as service failures. Therefore, faults and errors are assumed to exist and fault tolerance
mechanisms strive to prevent their manifestation in the outside world. Commonly, it
is achieved by error/anomaly detection and system recovery activities. Fault removal
methods aim at addressing the faults either during development (by verification testing,
diagnosis and correction) or during system operation by corrective (removing faults that
cause one or more errors) or preventive (uncovering faults before their manifestation as
errors) means. Finally, fault forecasting analyses system behaviour, most commonly by
using past information for the faults. It attempts to identify, classify, and rank failure
modes or co-occurring events that lead to failures.

The diversity and the polymorphic manifestation of the faults (which cause failures) chal-
lenge the system’s dependability. As seen from the previous discussion, dependability
covers many tasks during system operation and development. From the system opera-
tion perspective, the focus of this thesis is the fault tolerance aspect of dependability.
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Specifically, we consider the detection and classification of anomalies, in the context
of fault tolerance, as their timely detection enables longer time intervals for handling
the failures, errors and ultimately their faults [90]. The precondition to detect anoma-
lies resides in the system observability, i.e., the system’s capability to externalize the
inner system state, for example, by means of monitoring data. From the system de-
velopment perspective, the thesis focuses on improving the quality of the monitoring
data – the logging data, indirectly aiding the tasks stemming from logs, e.g., log-based
fault-tolerance-related methods. In the following, we describe concepts related to system
observability and monitoring data as mediums to externalise the inner system state and
enable the detection and classification of anomalies.

2.2 System Observability

System observability is the system’s ability to externalize the system state [157]. The
monitoring data enable the analyses of system behaviour. They are one mechanism to
achieve observability. Concerning IT systems, there are many used data for modeling,
with the two commonly used monitoring data sources being the metrics and log mes-
sages (logs) [157]. Metrics are numeric values describing the utilization of the system
or its components through time. Typical metric data are the CPU/memory/network
utilizations, service latency, and diverse error rates, among others [124]. Logs are textual
descriptions recording events during system runtime. Alongside the event descriptions,
other information such as event timestamp, task identifier the event is part of, the sys-
tem component that produced the event, and similar meta information, are also recorded.
Considering logs, a special log subcategory is (distributed) traces [25]. Traces represent
a series of causally related events in response to requests. Due to their specifics, they are
sometimes recognized as separate monitoring data [157]. They are predominantly used
in distributed systems to cross-link events across different processes or machines (where a
scenario can be executed multiple times). However, suggestions for their applicability in
complex applications, where there are nontrivial interactions between components (e.g.,
network, disk), also exist [124]. In the following text, we discuss the logging process and
logging practices in modern IT systems.

2.2.1 Software Logging

Logging is important programming practice in modern software development, as software
logs – the end product of logging – are frequently adopted in diverse development and
maintenance tasks [92]. Logs record system events at different granularity, and give
insights into the inner working state of the running system. The rich information they
provide enables the developers and operators to analyze events and perform a wide
range of tasks. Notable tasks relying on logs are comprehending system behaviour [92],
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troubleshooting [41] (e.g., anomaly detection), and tracking execution status [154]. The
importance of logs is recognized by introducing legislation acts, e.g., Sarbanes-Oxley
Act [151], which require logging of mandatory system information for privacy protection.

Logs are textual event descriptors generated by log instructions in the source code. Fig-
ure 2.2 depicts an example of a logging code that records two events related to receiving
information from a client and sending an appropriate response to a certain address. The
instructions are written in the programming language Java. As seen from lines 1 and 2,
Log4J [49] a popular Java-based library, is used as a logging library. In line 5, an object
that handles the logging is created. Lines 8 and 14 show two log instructions that are
used to record the events of receiving from the client and sending a response to a certain
address. Despite the logging object, there are three other parts of the log instructions,
i.e., 1) static text describing the event (e.g., Receive from client), 2) variable text
giving dynamic information about the event (e.g., reg.userName as client name), and
3) log level (e.g., info), denoting the subjective developer opinion for the severity degree
of the recorded event. The importance of log instructions makes them widely present
within the source code. For example, HBase (a popular Java software system) has more
than 5000 log instructions. Notably, in the example, a functional code that performs
client authentication between the two logging instructions exists. This practice of inter-
winding logging and functional code is commonly used by developers, making logging a
cross-cutting concern [85]. Figure 2.3 shows the generated logs when the instructions are
executed. The logs are often stored in files, referred to as log files.

1 import org. apache . logging .log4j. LogManager ;
2 import org. apache . logging .log4j. Logger ;
3 ...
4 class MyServer {
5 Logger logger = Logger . getLogger ( MyServer .class);
6 void authentication ( Request req , ...) {
7 Configurator . setLevel ( logger . getName (), level. DEBUG);
8 logger .info(" Receive from client " + req. userName );
9 OKHttpClient . Builder builder = new OKHttpClient . Builder ();

10 HttpLoggingInterceptor logInter = new HttpLoggingInterceptor ();
11 builder . addInterceptort ( logInter );
12 // authentication process
13 reply (response , ...);
14 logger .info("Send response to " + req.IP);
15 }
16
17 private void start () {
18 Server server = new Server ();
19 }

1

Figure 2.2: An example of logging code in the method MyServer.java.
Adapted from Chen et al. [25].
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Jun 20, 2022 10:30:01 AM user.MyServer Receive from client Bob

…

Jun 20, 2022 10:30:02 AM user.MyServer Sent response to 192.168.0.1

…

Jun 20, 2022 10:30:03 AM user.MyServer Receive from client Alice

…

Jun 20, 2022 10:30:04 AM user.MyServer Sent response to 192.168.0.2

Figure 2.3: An example of logs from the logging code given in Figure 2.2.

The logs allow a more insightful analysis and interpretation than the metric data [119].
For example, a sharp increase in the network packet loss (a commonly used metric for
network monitoring) only indicates a problem with the network but does not provide
a clue why it happens. In comparison, logs give semantically meaningful clues for the
anomaly. For example, when a switch generates the log “System is rebooting now.”,
the operator detects that the switch is failing (potentially anomalous) and obtain a clue
that the potential anomaly is caused by the switch rebooting. Furthermore, distributed
tracing logging enables the causal tracing of events on a system level. In contrast, met-
rics can monitor just individual component states, requiring additional techniques to
extract information about connected services. In addition, as the number of components
increases, choosing the right metrics to track can be cumbersome because of the many
possible metrics that can be subject to analysis. While logs have their challenges (e.g., the
trading of the verbosity of logging and the excessive logging storage), this thesis focuses
on system logs because of their (1) wide availability (frequently, they are the only data
source for on-field analysis [92]); (2) rich properties (e.g., semantics, event co-occurrence,
parameters, sequences); (3) different granularity of event recordings (up to atomic system
events, e.g., control status bits in CPUs); and (4) the human-understandable clues for
the anomalies and their types that potentially can speed up the processes of anomaly
detection, classification and error handling [119].

2.2.2 Software Log Instrumentation

An important aspect of software logging is log instrumentation. Log instrumentation is
the process of developing and maintaining logging code. It is composed of a three-stage
sequential process concerning the choices of (1) logging approach, (2) logging utility and
(3) logging code composition [25]. Given that logging and functional code (i.e., the code
that is executing the function) are intertwined, each of the three stages requires careful
consideration during both development and operation to provide maximal utilization at
minimal performance overhead. Following Chen et al. [25], we discuss the three logging
stages in the remaining part of this section.
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Logging Approaches

Logging is a cross-cutting concern, meaning that functional code is often intertwined with
the logging code snippets [85] (code snippet - a set of consecutive instructions). Choosing
the most suitable logging approach is the first step when instrumenting the source code.
There exist three approaches for logging (1) conventional logging, (2) rule-based logging
and (3) distributed tracing. In conventional logging, developers insert logging statements
in the source code intertwined with the functional code. Rule-based logging modularizes
the logging by splitting the functional from the logging code. For example, in one specific
implementation of a rule-based approach using the Aspect-Oriented Programming (AOP)
design pattern, the logging is implemented in a separate source code file. Alongside the
actionable logging code, a set of rules on when to invoke logging instructions are also
specified within the logging library. When methods in the main function are invoked, the
logging instructions from the logging source code are executed according to the specified
rules. Distributed tracing alongside the information for the event, additionally cross-links
the logs across different processes and machines in a response to a certain request. It
is commonly used in distributed systems, where one scenario may be executed multiple
times, and it is important to know the relation between the different events and the
execution scenarios they appear in [25].

All three logging approaches have pros and cons. For example, distributed tracing pro-
vides structured logging as opposed to the free-form logging associated with traditional
and rule-based approaches. The structured information reduces the post-processing over-
head introduced by mixing the parameters and the static text in the instructions. How-
ever, distributed tracing and rule-based logging have lower flexibility and higher effort to
be applied in various instrumentation scenarios. Distributed tracing is bounded to soft-
ware components, while the rule-based approach can be applied just for the prespecified
rules defined within the supporting logging library. In contrast, the traditional approach
is more flexible as it allows inserting instructions at any point in the code. The rule-
based approach modularizes the logging and functional code, making them both easier
to update. Therefore, it is less bug-prone in comparison to the traditional approach.
Ultimately, as the first step in logging instrumentation, the logging approach choice is
important and should consider the advantages and disadvantages of the existing possi-
bilities. Once the logging approach is selected, the next step is to select the appropriate
logging utility [25].

Logging Utility

To implement the logging, developers usually consider different logging utilities, e.g.,
SL4J [141], Log4J [49] for Java, spdlog [134] for C++, logging [133] for Python and
similar. The logging utilities unify the logging procedure while providing additional
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capabilities such as log levels (to regulate verbosity) or enable the synchronization of
logging in multi-threaded systems, which can be critical for high data volume processing
systems. For various programming languages, there are many different logging utilities.
For example, Chen et al. [27] studied more than 11 000 Java systems available from
GitHub and identified that there are more than 800 third-party logging utilities used.
Also, it is often a case that developers implement their own logging libraries. This is par-
ticularly emphasised for safety-critical systems, where system safety is of key importance.
For example, in the issue CVE-2021-442281 of the National Vulnerability Database, it
is reported that a vulnerability in the library Log4J allowed the execution of any Java
method through the log instruction from an LDAP server. The violation of the integrity
of the logging library in the aforenamed case motivates the need for developers to imple-
ment system-specific logging libraries. The choice of what is the most suitable tool is a
major concern concerning logging utility.

Another important aspect with respect to logging utility is related to how to configure the
selected tool [184]. The most frequent concerns in that regard are related to the reliability
and performance of the logging storage. Other challenges arise with setting the right
thresholds on verbosity or the different choices of handlers/appenders (as responsible
objects to record logging requests to the destinations, e.g., files, databases and similar).

The two decisions on what is the most suitable tool and how to configure it are predom-
inantly dependent on the type of software, security and correctness considerations, as
well as the expected use of the logged information. The careful consideration of logging
utility affects the overall purpose of logging and should be performed with caution [184].

Logging Code Composition

Once the logging approach and logging utilities are chosen and configured, the last step
of the logging instrumentation is inserting log instructions into the source code, i.e.,
composing the logging code. In this regard, there exist three essential properties of the
logging code composition: (1) where-to-log, (2) how-to-log, and (3) what-to-log.

Where-to-log, also known as log placement [19], refers to the correct placement of the
log instruction in the source code. Although logs provide rich information, excessive
logging leads to additional overhead concerning storage and communication that can
degrade overall system performance [24]. Furthermore, the excessive log information is
challenging for the log analyses as not all logs are related to issues [80]. Therefore, the
developers need carefully to consider where to place the log instructions.

How-to-log is concerned with developing and maintaining high-quality logging code.
While aspects of software development such as code refactoring and release management

1https://nvd.nist.gov/vuln/detail/CVE-2021-44228

https://nvd.nist.gov/vuln/detail/CVE-2021-44228
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have well-defined practices, logging does not [52, 137]. One reason for this is the cross-
cutting nature of logging and its frequent update with the functional code (e.g., more
than 80% of log-related commits are a consequence of functional code updates [24]).
The term anti-pattern in logging code is used to refer to the recurrent mistakes that
may hinder the understanding and maintainability of the logs (e.g., return of nullable or
byte-like function calls). In addition, how-to-log is concerned with the log-bug resolution
times, frequency of log instructions-related issues, or changes in logging configuration as
aspects of logging code evolution.

What-to-log refers to writing log instructions with appropriate log levels, comprehensive
static texts and sufficient variable contents. Log levels control the verbosity of the output
information. If the log level is overvalued, it can lead to excessive logging reporting, while
if it is undervalued important information may be missed [80]. Both cases can hurt the
subsequent log analyses [100]. Therefore, it is important to set the log level to its ap-
propriate value. The static text and variable parameters give the human-understandable
information within the log instruction used as clues in analysis. Poorly written and out-
dated event descriptions and inconsistent dynamic variables could affect the effectiveness
of log analysis [108, 117]. If the static text of the log message is incomplete or crucial
variables are missing (e.g., endpoints), the end-users may be misled by log content which
leads to long resolution times for emerging issues. The careful consideration of the three
aspects of the what-to-log problem is vital for analysis as they provide the atomic units
on top of which most of the analyses are executed. Thereby, having good logging code
composition is a basic requirement for ensuring logs fulfilling their purpose.

2.3 Artificial Intelligence for IT Operations

Despite the monitoring data, another aspect of automating the dependability means
and their subtasks (e.g., logging code quality assessment, anomaly detection, anomaly
classification and similar) is the adoption and development of intelligent data-driven
methods [130]. The need for intelligent methods is motivated by the cumbersome manual
effort human operators invest to analyze the monitoring data [70]. For example, the
logs from modern software systems are generated in large volumes (e.g., several TB per
day [70]), while the suspicious logs may be hidden among a few logs describing normal
events. Therefore, the operators can easily be overwhelmed by the manual analysis of
thousands of logs when detecting and classifying anomalies.

AIOps is a term used to describe the combined (or sole) usage of intelligent methods,
from the areas of artificial intelligence, data mining, and machine learning on one side
and system data on the other side, to support the automation of IT operations and
system dependability [38, 130]. Intelligent data-driven methods can glean meaningful
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patterns and uncover informative trends in the data. The extracted patterns can guide
the monitoring, administrating and troubleshooting of software systems, therefore, help-
ing the Site Reliability Engineering (SRE), Development and Operation (DevOps) and
O&M teams to enhance the quality of the IT system offerings.

AIOps encompasses several different tasks, i.e., anomaly detection [154], root cause anal-
ysis [116], failure remediation [185], failure prediction and prevention [149], and resource
provisioning [130]. The first four tasks are further conceptualized as failure management,
as they are concerned with the analyses of system failures/anomalies. They are further
conceptualized as reactive and proactive concerning the phases of methods application,
i.e., after or before the failure occurs [130]. In the following, in accordance with Notaro
et al. [130], we discuss the two groups of failure management tasks.2

The reactive group considers tasks that aim to detect and handle the failures/anoma-
lies after their manifestation. This group covers the tasks of anomaly detection, root
cause analysis and failure remediation, typically executed in the given order. The task
of anomaly detection in system data is concerned with the detection of anomalies [70].
The timely detection allows the operators to spend more time identifying the underlying
root cause or to provide insights on different failures prioritization to speed up failure
diagnosis. Commonly, the task of anomaly classification can offer a more concrete nar-
rowing down of the failures enabling the usage of past experiences in failure diagnosis.
The task of root cause analysis is concerned with localizing the set of faults that caused
the system errors and the observed failures. The remediation is concerned with initiating
a sequence of repair actions once the root cause has been identified.

The proactive group considers tasks that aim to anticipate failures before their manifes-
tation [5]. This can be done during system development (prevention) or during operation
by assessing the system state before the failure (prediction). Accordingly, it covers the
task of failure prediction and prevention. The task of failure prediction is concerned with
the anticipation of failures by assessing the current state of the system (the detectable
errors) [149]. The task of failure prevention during system development is concerned
with the analysis of code or system states before its deployment, where different aspects
of the software files are examined in an attempt to reduce the occurrence of failures (e.g.,
verification testing). In addition, intelligent methods that aim to improve the monitoring
data indirectly address failure prevention. They are categorized into the proactive group.

The remaining text is structured into two parts. We first give an overview of the intelli-
gent methods as they form the basis of all the proposed approaches. In the second part,
we discuss the task of anomaly detection as one of the key tasks considered in the thesis.

2Note: The task in the literature are introduced concerning failures and anomalies. However, as the
errors manifest in the logs before they manifest failures, without loss of generality, we use the words
failures and anomalies interchangeably in the description of the tasks.
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2.3.1 Intelligent Methods

The diverse AIOps tasks apply data-driven methods developed in different research dis-
ciplines, such as data mining, artificial intelligence, big data, and machine learning. To
keep the discussion focused, we consider the machine learning perspective on intelligent
data-driven methods and present relevant concepts in the following text.

Machine Learning (ML) is a subarea of Artificial Intelligence. It is associated with activi-
ties related to developing algorithms/methods that are able to improve their performance
on a given task by gaining experience about the problem instance being addressed [122].
For such algorithms, it is said that they learn from experience. They are referred to as
intelligent algorithms or intelligent methods [56]. The experience is provided in terms
of data, referred to as learning or training data. Each element of the learning data
represents a training/learning sample denoting an instance of the given problem. The
problem instances come from different domains, like computer science (e.g., failure detec-
tion [12], shell code writing [101]), medicine (e.g., drugs-interaction side effects prediction
[189]), biology (e.g., predicting protein folding [82]), mathematics (e.g., aiding mathe-
maticians in theorem proving [39]), physics (e.g., calculating electrical energy properties
of molecules [13]) and similar.

The first key concept in machine learning is finding a suitable representation of the
training data samples. The data can come in very different formats, including vectors of
elementary data types (e.g., numeric, ordinal, binary or categorical values), sequences of
characters (e.g., text) or numbers (e.g., time series from sensory measurements), images
and image sequences (e.g., videos), graphs with homogeneous or heterogeneous nodes
and similar. The goal of feature representation is to find and expose the most relevant
information from the data for the corresponding task and the addressed problem. In
general, there are two main directions on how to extract features (a) expert-constructed
features and (b) feature learning. Expert-constructed features involve manual feature con-
struction. This extraction process attempts to capture relevant problem characteristics
by using expert knowledge of the domain to the learning method. The feature learning
approach automatically learns features from the input data. Both approaches have their
pros and cons. For example, the features constructed by an expert can lead to smaller
and easily-interpretable models if good features are found. However, this activity is
cumbersome and requires significant time and cross-discipline collaborative efforts. The
feature learning approach is often fruitful when large amounts of data are available [40,
82]. Nevertheless, the learned features often lack interpretability, and their application
may be limited in some domains (e.g., financial), where model transparency is important.

Considering the assumptions for the type of the experience, three groups of learning
exist (1) supervised, (2) unsupervised, and (3) reinforcement learning [66]. Supervised
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learning assumes that for the training instances, there is available information in a form
of a label(s) (output(s) or target(s)) subject to prediction. For example, in the case
of logs, a label can be the information for the log level of a given log instruction [9].
Unsupervised learning assumes that there is no available information during learning
from the exact problem instance being addressed. Identifying groups of similar logs
based on their static text is one example of this type of task. Reinforcement learning is
concerned with the learning of a set of actions on how an agent (e.g., computer hardware
or software) interacts with the environment given the input sensory information and/or
prior episodes.3

Considering the experience type and the problem being addressed, different tasks exist.
For example, in the case of supervised learning, if the label is of binary type (i.e., has two
classes), the task is referred to as binary classification. Assuming that the majority of the
samples belong to one of the two classes, the resulting binary classification problem can
be seen as a problem of (unbalanced) classification of rear samples (as non-conforming
samples). If there are multiple classes a model can learn to classify, the task is called
multiclass classification. Similarly, if the label has a numeric value, then the task is called
regression. In the case of unsupervised classification there exist multiple tasks, with
clustering being among the most popular [66]. The goal of clustering is to group samples
based on their similarities into (most often) an unknown number of groups. Notably,
based on the assumptions and the modeling choices, a single task can be defined under
different learning paradigms. For example, the task of anomaly detection can be defined
as a special case of extremely unbalanced binary classification or as a clustering task
where distant clusters with a small number of samples can be considered anomalies [102].
Without loss of generality, Equation 2.1 defines the general problem addressed by machine
learning methods:

min
f̂∈H
J (f(xi), f̂(xi;Dt)) (2.1)

where J is a loss function evaluating the similarity between the ground truth function
f(xi) of the observed problem phenomena, and the function f̂(xi;Dt) that is learned on
the training data Dt, with xi being a learning instance. The learned function f̂ ∈ H
is an element of H, which is the set of hypothesis functions modeled by the intelligent
algorithm. Therefore, the goal of machine learning is to find the most suitable model
f̂(xi) from the set of possible functions that best represents the ground truth function
phenomena f(xi) as evaluated by the loss J .

The last important aspect of Machine Learning (ML) definition is evaluating the perfor-
mance of the method. It is assessed by performance functions on a separate test dataset.
Evaluating the method on a separate dataset assesses model capabilities when dealing

3The reinforcement learning paradigm is not part of the scope of the thesis and is not discussed
further.
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with new instances of the problem being modeled. The choice of performance functions
depends on the properties of the task and the problem itself. A natural evaluation can
be the value of the loss function J . While for certain problems (e.g., regression) the
optimized loss is a convenient choice, for other problems (e.g., classification), other per-
formance scores may be better suited [54]. For example, in the case of binary classification
common choice for performance criteria is the model accuracy. If the structure of the
problem is such that there is a great imbalance between the two classes, accuracy over-
estimates the performance [66]. In those cases, more desirable performance functions are
criteria that can account for both, the correct and the incorrect model predictions. Ef-
fective application and design of machine learning methods should carefully consider the
problem formulation, its representation, and careful choice of performance criteria based
on the task and type of available experience/data. The end of this chapter discusses the
performance criteria used to evaluate the proposed intelligent methods.

2.3.2 Anomaly Detection

Anomaly Detection (AD) as a multidisciplinary task that has been researched within
diverse research areas and application domains from natural sciences and engineering
disciplines [22]. Examples of different applications include fraud detection in finance,
insurance, and telecommunication [3, 15], industrial fault detection [110, 143], event de-
tection in the earth sciences [47], scientific discovery in natural sciences as chemistry [57],
genetics [162], physics [21, 72] and others. Formal definitions date back to the 19th cen-
tury in which the term "discoherent observations" is used, although, it is likely that it
is being studied informally even earlier [45]. Other terms such as novelties and outliers
are also used to describe non-conforming observations.

Anomaly detection is extensively applied in computer science as well. Examples include
the monitoring of IT infrastructure [70], cybersecurirty [44], code defect prediction [105],
or as preprocessing step when analyzing monitoring data or mining common execution
patterns. The type of data in computer science is commonly in the form of time series,
sequences of events, textual descriptions (e.g., source code) or graphs. As the software
systems increase in size and heterogeneity, the anomaly detection task likewise is expected
to have persistent importance.

The multidisciplinary omnipresence of anomaly detection comes from the universality of
the challenge of finding anomalies as "deviating observations from the assumed concept of
normality" [146]. There are two important aspects of this definition of anomalies, i.e., the
"concept of normality" and "deviating observations". The term "concept of normality"
refers to the law of normality represented by the observations. The term "deviating
observations" refers to existing observation properties that are considerably different
from the ones given with the assumed normality law. Thereby, the main challenge in
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anomaly detection is to most suitably represent the normal observations, such that the
observations with deviating properties are detectable. Equation 2.2 formalizes the task
of anomaly detection as:

A = {x|a1 > p+(ϕ(x))||p+(ϕ(x)) > a2,x ∈ X} (2.2)

where A denotes the set of detected anomalies, p+(ϕ(x)) : Rd 7→ R is a function denoting
the law of normality (normality function), ϕ(x) : X 7→ Rd denotes the representation
function for the observation x in a d-dimensional vector space, a1, a2 ∈ R denote thresh-
olds of what is considered a significant deviation (a1 < a2), and X is the observation
object set of arbitrary data type. The main goals in anomaly detection are, therefore, to
find suitable estimates for the normality function p+(.), discriminative representation of
the observations ϕ(x) and good estimates for the thresholds a1, a2.

Defining the former three goals in a practical application depends on the anomaly
type and information type available for modeling. Conditioned on the structure of the
anomaly, there are three anomaly types [22, 146]:

1. Point anomaly is an anomaly type where an individual observation significantly
deviates from the remaining normal observations.

2. Contextual anomaly is an anomaly type where the observation is considered an
anomaly within the context of an external invariant, such as time, space, a graph
of an arbitrary object, or additional attributes.

3. Group anomaly is an anomaly type where a set of observations exhibit some form
of dependency between themselves and can be considered anomalous just within
the observed dependency. The anomalous behaviour does not necessarily occur if
the observations are examined individually.

Given the heterogeneous information exposed by computer systems, all three types of
anomalies occur within them. Figure 2.4 illustrates an example of three different anomaly
types reflected in logs. Figure 2.4a shows a point anomaly of the event booting an OS
system. As seen, the majority of the booting time takes 40 seconds on a traditional
HDD, however, one of the events took 60 seconds. Therefore, it can be considered
anomalous. However, if the OS is stored on an SSD, as depicted on Figure 2.4b, the
event of booting the OS for 40 seconds may be considered anomalous, as the booting
time on SSD is faster (e.g., normally it takes around 20 seconds). The latter is an
example of contextual anomaly, where the context is given by the type of storage used
for the OS. Figure 2.4c depicts an example of a group anomaly. Specifically, it shows the
flapping of a switch interface [119]. When the switch is flapping, a sequence of log events
denoting the repeated sequential change of the interface’s state from up to down (and
vice versa) in short time intervals is observed. This implies that different anomaly types
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occur in computer systems, therefore, the anomaly detection methods should consider
the uniqueness of the anomaly types.
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(a) Point Anomaly (OS stored on HDD)
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(b) Contextual Anomaly (OS stored on SSD)
Jun 20, 2022 10:30:02 [SIF pica_sif] Interface te-1/1/11, changed state to down

Jun 20, 2022 10:30:03 [SIF pica_sif] Interface te-1/1/11, changed state to up 

Jun 20, 2022 10:30:04 [OSPF] Neighbour(rid:, addr:) on vlan20, changed state from Init to ExStart

Jun 20, 2022 10:30:06 [OSPF] Neighbour(rid:, addr:) on vlan20, changed state from ExStart to Exchange 

Jun 20, 2022 10:30:07 [OSPF] Neighbour(rid:, addr:) on vlan20, changed state from Exchange to Loading 

Jun 20, 2022 10:30:08 [OSPF] Neighbour(rid:, addr:) on vlan20, changed state from Loading to Full 

Jun 20, 2022 10:30:08 [OSPF] Neighbour(rid:, addr:) on vlan20, changed state from Full to Down 

Jun 20, 2022 10:30:10 [SIF] Vlan-interface vlan20, changed state to down 

Jun 20, 2022 10:30:11 [SIF] Vlan-interface vlan20, changed state to up

(c) Group Anomaly

Figure 2.4: Examples of different anomaly types in computer systems.

Despite the anomaly type, the information type available during modeling is another
aspect to consider. In this regard, there are two important considerations, i.e., (1) infor-
mation availability (or lack thereof) for the observations, and (2) the data representation.
The availability of information is concerned with the existence of labels for individual
samples regarding which observations are anomalous. It determines the approach to-
wards modeling, such as the choices of modeling objectives. The data representation
determines the set of representation functions used to describe the observations. In the
following text, we discuss these two aspects with a focus on logs having both textual and
sequential properties.
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Anomalous Information Availability

Concerning the availability of anomalous information, there are three groups of anomaly
detection methods (a) unsupervised, (b) semi-supervised, and (c) supervised. The un-
supervised methods assume that there is no available information about the anomalies.
Since anomalous observations originate from arbitrary generating phenomena different
from normal ones, they have very diverse properties. Given that the anomalies reflected
in system logs are infrequent and diverse, it is challenging to obtain labels for them.
Thereby, the unsupervised assumption is the closest to a real-world scenario and it is
arguably the most frequently considered in anomaly detection literature [22, 136, 146].

In the semi-supervised setting the assumption is that despite the given unlabeled
observations X = {x1, x2 . . . xn}, we are also given a small set of labeled samples
(x̂1, ŷ1), . . . (x̂m, ŷm) ∈ X × Y (ŷ ∈ {0, 1}, (where 0 stands for normal, and 1 for anoma-
lies), some of which may be anomalies (with n >> m). The labels can be obtained
by domain experts or from prior manifestations of anomalies. The key idea in semi-
supervised anomaly detection is to use the labeled and the large set of unlabeled data
when learning a model of normality. The most common approach is to use the normal la-
beled samples and the unlabeled samples when learning a model (e.g., Positive Unlabeled
(PU) Learning) [104]. Although it is possible to use anomalous and unlabeled data, due
to the lower number of anomalous samples it is usually a less popular approach [148].

The supervised approach assumes the availability of representative labels for the normal
and anomalous data. Given this, the anomaly detection task can be defined as a binary
classification problem and be addressed with standard binary classification methods.
One should consider that often in this setting the learning is extremely imbalanced,
therefore, suitable method adaptation should be done. Due to the expensiveness of
labeling anomalies, the supervised setting is the least common [146].

Data Representation

Good data representation is another important aspect of anomaly detection. One im-
portant aspect of good data representation for log-based anomaly detection is related to
common procedures for their preprocessing. The static text and the variable parameters
can both convey useful information for the analysis [44]. As the log messages are com-
posed of intertwined static texts and parameters, the raw log messages are characterized
by greater diversity. Therefore, to extract useful information for the analysis and reduce
the uncertainty in the modeling data, it is important to decouple them from one another.
Log parsing is a general procedure concerned with the decoupling of the static text and
log parameters, which is commonly used by different log analysis methods to represent
the generated logs [187]. The parsing can be done either by regular expressions or by
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learning models to capture the characteristics of the log parsers, referred to as automatic
log parsing. Constructing good parsers is generally considered a challenging problem as
it is expected to be useful logs from different systems that are characterized by diverse
events and thus diverse log messages [187].

In general, there are no constraints on the considered representation approaches for log-
based anomaly detection. Both, expert-driven and feature-learning representations are
used [44, 172]. Despite that expert-driven approaches can provide strong performance, in
the case when large volumes of high-dimensional homogeneous data (as for logs), learning
of feature representations often leads to superior performance [136, 146]. The key advan-
tage of the feature learning approach is the possibility to enforce certain properties over
the learned representations (e.g., compactness, reduced dimensionality). The importance
of these approaches is recognized as a separate research direction, named deep anomaly
detection [136]. In the following, in accordance with Pang et al. [136], we discuss relevant
aspects of deep anomaly detection.

Deep anomaly detection refers to the deep learning-based methods for anomaly detec-
tion [136]. Deep learning-based methods are a family of machine learning methods that
are universal function approximators, modeled as computational graphs [56]. The basic
blocks of deep learning methods are neurons. They are singleton computational units
that summarize the input by linear combinations (multiplication and addition). The
neurons propagate information between themselves through their connections which are
called network parameters. The parameters are updated during the learning procedure.
The neurons are organized in layers, where each layer models a multivariate function.
By stacking multiple layers and sequentially propagating the information between them
(output from one layer is input to another), a (deep) neural network is created. By
introducing diverse special dependencies between the neurons different types of layers
are formed. Examples include linear layers, recurrent layers (tailored for modeling se-
quences), convolutions layers (tailored for learning image features), self-attention layers
(suitable for sequences), graph neural layers (for graph modeling) and similar. The out-
put of the neurons is often followed by activation functions. They increase the modeling
power of the network by introducing nonlinearities. There are different activation func-
tions, such as ReLU (Rectifier Linear Unit), sigmoid, tanh and similar. All of them
have their properties and usages. The parameters of the network are updated using the
backpropagation learning algorithm [103]. The backpropagation algorithm optimizes the
design-chosen learning objective to best approximate the data.

The state of the neurons of the last layer of the network is called the neural network’s
output. By careful construction of the learning objective, the parameters of the network
can be learned such that the output preserves a desired property. The neural network
output can serve as a numerical representation of the presented input. In addition, the
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output of any other layer can be considered as an input representation (e.g., a bottle-
neck of an autoencoder – a type of neural network architecture [56]). The flexible design
choices enable the learning of discriminative input representations. The availability of
a large set of training data enables the learning of rich properties of the input. For-
mally, for a given observation dataset Dt = {x1, . . . , xn}, with xi ∈ X the goal of the
deep learning methods, as most frequently considered here, is to find the representation
function ϕ(x; θ) : X|Dt

7→ Rd, where XDt denotes that the representation is learned on
the given observation data Dt, and θ are the parameters of the neural network. In the
context of anomaly detection, the learned representation should characterize the assumed
normality concept in the data well. Whenever an anomalous observation is presented to
the network, ideally, it will represent the input significantly different from the normal
ones. The learned representations are given as input to the normality function p+ to
calculate the normality score. In some cases, it is possible to construct an optimization
function that directly calculates the normality function p+ for the input sample (where
the representation is calculated implicitly) in an end-to-end manner [136].

When learning the representations, the objective function may or may not involve a
term that enforces learning certain representation properties. If the objective function
does not include a term for an explicit constraint, the deep learning method acts as
a dimensionality reduction technique. It means that, given the high-dimensional com-
plex input, it extracts low-dimensional feature representations. One advantage of this
approach is that for many domains, there are already pretrained deep learning models
(e.g., BERT [40] for textual data) that can be used to extract good representations fast.
However, for the normality function, it may be more challenging to assign smaller val-
ues for the anomalies because the learned representations do not account for the exact
specifics of the normal input data Dt [136]. If the learning objective includes explicit
constraints over the learning data, the learned representations are better suited for the
given observational data as they capture the underlying data regularities. To achieve the
latter, several different approaches are being considered including data reconstruction,
generative modeling, predictability modeling, and self-supervised classification.

A final consideration for the data representation, with regard to the specifics of logs, is
the choice of the structural dependency between the parameters θ within the network.
Given the observed similarities between logs and textual data [68], the network should
enable preserving and exploiting the log properties. Some of these properties are word
vocabularies, log semantics, the position of a textual event within a sequence, and differ-
ent representations for different contexts, among others. Therefore, an important aspect
of this work is the effective construction of deep learning architectures and their learning
objectives that most effectively exploit the aforenamed properties of the log data. In the
next section, we describe one architecture the proposed methods in this thesis rely on.
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Transformer’s Encoder Architecture

Studies show that system logs experience high similarity with general language [68, 70].
A natural choice for modeling the textual and sequential data is therefore architectures
from the Natural Language Processing (NLP) domain. Of particular interest in contem-
porary literature is the Transformer architecture [166]. Since its introduction, different
modifications using different parts of the architecture are being proposed to advance the
state-of-the-art research in NLP [17, 40]. Although different modifications are being pro-
posed for different tasks, we describe and use its original implementation. Particularly,
we focus on the encoder part of this architecture as a core building block of the proposed
methods.

Figure 2.5 depicts the encoder architecture. The encoder is composed of two main el-
ements: the self-attention layer and the feedforward layer. The encoder is fed with
tokenized input. Depending on the input type (e.g., sequence or string), the token can
refer either to a word or an event. The encoder first applies two operations on the in-
put token vectors: token vectorization and positional encoding. The subsequent encoder
structure takes the result of these operations as input. The output from the encoder usu-
ally proceeds toward the next step (which can be a similar architecture to the encoder,
or as simple as a linear layer with softmax activation). In the following, we provide a
detailed explanation of each model element.

Since all subsequent elements of the model expect numerical inputs, initially the tokens
are transformed into randomly initialized numerical vectors x ∈ Rd. These vectors
are referred to as token embeddings and are part of the training process, which means
they are adjusted during training to represent the meaning of tokens depending on their
context. These numerical token embeddings are passed to the positional encoding block.
In contrast to, e.g., recurrent architectures, self-attention-based models do not contain
any notion of input order. Therefore, the positional information needs to be explicitly
encoded and added with the input vectors to account for the token positions. This block
calculates a vector p ∈ Rd representing the relative position of a token. The positional
encoding is achieved by adding sine and cosine functions.
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Here, k = 0, 1, . . . , d − 1 is the index of each element in p and j = 1, 2, . . . ,M is the
positional index of each token. Within the equations, the parameter k describes an
exponential relationship between each value of vector p. Additionally, sine and cosine
functions are interchangeably applied. Both allow better discrimination of the respective
positions by a specific vector p. Furthermore, both functions have an approximately
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Figure 2.5: Model architecture of the Transformer’s encoder.

linear dependence on the position parameter j, which is considered to make it easy for
the model to attend to the respective positions. Finally, both vectors can be combined
as x′ = x+ p.

The encoder block starts with a multi-head attention element, where a softmax distri-
bution over the token embeddings is calculated. Intuitively, the softmax calculates the
significance of each embedding vector for the prediction of the target within its context.
All token embedding vectors are summarized as rows of a matrix X ′ and are transformed
as in Equation 2.4.

X ′′
l = softmax

(
Ql ×KT

l√
w

)
× Vl, for l = 1, 2, . . . , L, (2.4)

where L denotes the number of attention heads, d is a token embedding size, w = d
L

is the size of a subtoken (part of the token that represents a key, value or query), and
dmodL = 0. The parametersQ, K and V are matrices, that correspond to the query, key,
and value elements in Figure 2.5. They are obtained by applying matrix multiplications
between the input X ′ and respective learnable weight matrices WQ

l , WK
l , W V

l :

Ql = X ′ ×WQ
l , Kl = X ′ ×WK

l , Vl = X ′ ×W V
l , (2.5)

where WQ
l , W

K
l , W

V
l ∈ RM×w. The division by

√
w stabilizes the gradients during

training. After that, the softmax function is applied and the result is used to scale each
token embedding vector Vl. The scaled matrices X ′′

l are concatenated to a single matrix
X ′′ of size M × d. As depicted in Figure 2.5 there is a residual connection between the
input token matrix X ′ and its respective attention transformation X ′′, followed by a
normalization layer norm. These are used for improving the performance of the model
by tackling different potential problems encountered during the learning such as small
gradients and the covariate shift phenomena. Based on this, the original input is updated
by the attention-transformed equivalent as X ′ = norm(X ′ +X ′′).
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The last element of the encoder consists of two feed-forward linear layers with a ReLU
activation in between. It is applied individually on each row of X ′. Thereby, identi-
cal weights for every row are used, which can be described as a convolution over each
attention-transformed matrix row with kernel size one. This step serves as additional
information enrichment for the embeddings. Again, a residual connection followed by a
normalization layer between the input matrix and the output of both layers is used. This
model element preserves the dimensionality X ′. The output from the encoder is used as
input to other layers depending on the task being addressed. In each of the proposed
methods, different modifications of the encoder architecture and the learning procedures
are considered. These specifics are appropriately discussed for each proposed method.

Performance Evaluation Criteria

The final important consideration related to the intelligent methods is the correct choice
of evaluation performance criteria. To evaluate different aspects of the proposed methods,
we consider diverse performance evaluation criteria that evaluate different aspects of the
methods. In the following, we discuss their definitions and usages [54].

After a certain model generates the predictions, there exist two sets of labels, i.e, true
labels and predicted labels. In the case of binary classification and anomaly detection,
this results in a contingency matrix with four different category groups, i.e., true positives
(tp), true negatives (tn), false positives (fp) and false negatives (fn). In the case of multi-
class classification, there is a contingency table for each class, prompting the need for
aggregation. It is also possible to create a single contingency matrix with a size equal
to the number of classes, where each column corresponds to the prediction made for one
class, and each row corresponds to the true class predictions. Depending on the type of
aggregation there are two approaches, micro and macro. The macro approach calculates
the single-label measure for each of the classes and averages the result over them. The
micro approach considers predictions from all instances together (aggregating the values
for all the contingency tables), and then it calculates the criteria across all of the classes.

The single-label criteria considered in this thesis are accuracy, specificity, precision, recall
and F1. Their definition is given further on. The index st emphasizes that they are
calculated for two classes (positive and negative).

Accuracy (single target) is the fraction of correctly predicted labels. It gives the per-
centage of correct predictions out of all of the predictions. Due to the imbalances of the
target classes (e.g., different systems have a diverse number of "error", "warning", and
"info" instructions or the anomaly ratios), accuracy can be misleading [54].

accuracyst =
tp+ tn

tp+ tn+ fp+ fn
(2.6)
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For anomaly detection, due to class imbalance, of interest are metrics that consider the
correct and the incorrect predictions. To that end, we use precision, recall, and F1 score.
We give their definitions in the following.

Precision (single target) evaluates the fraction of correct predictions out of all class pre-
dictions.

precisionst =
tp

tp+ fp
=

#DetectedAnomalies

#ReportedAnomalies
(2.7)

Recall (single target) evaluates the correct predictions out of all true observations.

recallst =
tp

tp+ fn
=

#DetectedAnomalies

AllAnomalies
(2.8)

F1 (single target) is the harmonic mean of the precision and recall evaluating the trade-off
between correct class predictions and the miss-classifications [54]. For anomaly detection
in logs, on one side, it is important not to miss anomalies (missing an anomaly can
lead to severe outages). On the other side, reporting many false positives overwhelms
the operators, leading to alarm fatigue [92], making the method’s practical usability
questionable. Therefore, F1 is used as the primary evaluation criterion for anomaly
detection.

F1st =
2× precisionst × recallst
precisionst + recallst

(2.9)

Specificity is the measure of correct predictions of the negative class.

specificityst =
tn

fp+ tn
(2.10)

If B denotes one of the previously mentioned single label criteria (without accuracy), and
|L| denotes the number of classes, then macro and micro criteria are defined as follows:

Bmacro =
1

|L|

|L|∑
i=1

B(tpi, tni, fpi, fni) (2.11)

Bmicro = B(

|L|∑
i=1

tpi,

|L|∑
i=1

tni,

|L|∑
i=1

fpi,

|L|∑
i=1

fni) (2.12)

The aforenamed criteria take values within the 0-1 range, and a higher value indicates
better performance.

Additionally, the calculation of the tp, fn, fp, tn provides an opportunity to plot the ROC
(receiver operating characteristic) curve. This curve is obtained such that tp, fn, fp, tn
are re-calculated for varying the threshold used to obtain the prediction. ROC is obtained
with plotting of the FPR (false positive rate) on the x-axis and TPR (true positive rate,
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sensitivity, recall) on the y-axis. Integral under the curve is another measure used to
access the performance, the AUC score. We additionally considered the AUC [61] score.
AUC is the area under the ROC (receiver operating characteristic) curve. It is bounded
in the 0-1 range, with a high value indicating better performance. The AUC value of
0.5 indicates a model performing not better than a random guess in the case of binary
classification. Notably, we do not use AUROC for evaluation of anomaly detection as they
evaluate its goodness, without considering the threshold decisions. Since the thresholds
are an important step for practical usability we consider the joint evaluation.

As the last performance criteria to evaluate some aspects of the proposed methods, we
used the error@k score. It measures the number of incorrect predictions when k-degrees
of freedom are considered [81]. The smaller values indicate better performance.

To evaluate the log parsing we used the parsing accuracy and edit distance. Their defi-
nitions are given in the following.

Parsing Accuracy (PA) is a commonly used performance criterion to evaluate parsing.
It is defined as the ratio of correctly parsed log messages over the total number of log
messages. After parsing, each log message is assigned to a log template. A log message
is considered correctly parsed if its log template corresponds to the same group of log
messages as the ground truth does. For example, if a log sequence [e1, e2, e2] is parsed to
[e1, e4, e5], we get PA = 1

3 since the second and third messages are not grouped together.
The larger values indicate better performance [187].

Edit distance. The PA metric is considered the standard for the evaluation of log parsing
methods, but it has limitations when it comes to evaluating the template extraction in
terms of string comparison. Consider a particular group of logs produced from a single
print("VM created successfully") statement that is parsed with the word VM <*>. As
long as this is consistent over every occurrence of the templates from this group through-
out the dataset, PA would still yield a perfect score for this template parsing result,
regardless of the obvious error. To address this limitation, edit distance is used [128].
This is a way of quantifying how dissimilar the two log templates (the produced and
the ground truth) are to one another by counting the minimum number of operations
required to transform one template into the other. We used as operations insert, delete
and replace, with costs 0.5, 0.5 and 1. The lower values indicate better performance.
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This chapter discusses the related work. We divide the discussion into two parts. In the
first part, we elaborate on the related works on the current state of logging instrumenta-
tion, the quality properties of the code composition of log instructions and the different
logging practices. In the second part, we discuss the related work on log analysis tasks
that enable the automation of anomaly detection and anomaly classification. Specifically,
we focus on the tasks of log parsing (as a preprocessing step), and log-based anomaly
detection and classification.

3.1 Logging Code Composition Quality

An important aspect concerning the logging code composition is the quality of the log-
ging instructions. The lack of sufficient information can hurt the comprehensibility of the
generated logs, directly affecting their usability in all log analytics tasks. From a system
development perspective there are four important considerations about placing log in-
structions within the source code, i.e., (1) correct log level assignment, (2) comprehensive

35
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content of the static text and parameters, (3) correct log instruction placement, (4) cor-
rectness of the supporting logging code (e.g., log level guard checking) [64]. The correct
log level assignment and the comprehensive content of the static text and parameters
are also known as what-to-log, while correct location placement is known as where-to-log,
the correct log level checker is part of how-to-log. In the following, we discuss the related
work on what-to-log as the main contribution relates to this area. In addition, we com-
plement the discussion by describing different logging practices and demonstrating the
evolution of the logging code. The latter studies are further referred to as how-to-log and
we describe the contribution and the relation of the work with it. For completeness on
the logging code practices, we also give an overview of the approaches for where-to-log.

3.1.1 What-to-Log

The methods on what-to-log are separated based on the part of the log instructions they
address, i.e., log level, static text or variable parameters. Concerning the log level, there
exist several approaches. Li et al. [94] propose to recommend the most appropriate
log level treating the problem as ordinal regression, where the order of log levels (e.g.,
debug, info, warning, error, critical) is considered in the model training. Different features
from the file (e.g., existing logging instructions in the file), method changes (e.g., newly
added logging code) and historical information are collected and used to train a linear
ordinal model for log level recommendations. Similarly, DeepLV [100] considers the
problem of log level recommendation as a problem of ordinal regression. DeepLV extracts
syntactical features using an abstract syntax tree (AST) as a structural representation of
the nearby logging code. It also extracts semantic features from the static text of the log
instructions represented in a numerical vector format. LSTM [74] model (a type of deep
learning architecture) is used to learn dependencies between the input features (both
syntactical and semantical), and the log level. Kim et al. [86] consider the problem of log
level prediction as a multi-class classification. They use semantic features of the static
text (obtained by word2vec [121] textual representation) and syntactic features from the
nearby code structure (e.g., the number of log levels in the file, the code block type,
i.e., for/if/while blocks) as input representation. Different from the previous works, the
authors consider the problem as a problem of multiclass classification (instead of ordinal
regression) and train multiclass models (i.e., RandomForest [16] and k-Nearest Neighbour
(kNN) [155]) accordingly. Anu et al. [59] propose VerbosityLevelDirector as a method for
log level assessment. It uses different numerical features describing the code snippets (e.g.,
triggered methods, logging content, exception type, code comments) to train a multiclass
classification model for log level prediction (e.g., Support Vector Machines [34] and RF).
The method was evaluated on in-house production software systems. The results show
that the method detected eight incorrect logging levels unknown to developers. Yuan
et al. [177] observe that if the logging code within similar code snippets is inconsistent
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in terms of log levels then at least some of the levels are incorrect. Based on this, they
propose LevelChecker which first identifies all the code clones in the source code. Then
it performs a pairwise code clone comparison to find if they contain logging code and if
the log levels are consistent.

The problems of what-to-log from the perspectives of static text and variable parameters
have a generative and relevance ranking nature, i.e., require generating texts and ranking
variable parameters based on their relevance. Concerning the static text, He et al. [68]
propose using an Natural Language Processing (NLP) approach to generate static text
for new log instructions. They observe that the static texts in logging code are endemic,
i.e., the static texts in the same file or the same contexts tend to use similar static texts
to describe system behaviour. Specifically, they represent the source code as n-grams
(groups of tokens). A target code snippet (Snippet A) is matched against a corpus of
code snippets with log instructions, and the most similar code snippet (snippet B) is
extracted. The matching is performed based on the Levenshtein distance. The static
text of snippet B is then used as a candidate static text for snippet A. Liu et al. [107]
assume that a similar code context should share a similar log description. Based on
this observation they consider the problem of static text generation as a retrieval Q&A
task, where the question is the code snippet, and the answer is the log instruction. The
relationships between the code and the text are learned by neural networks (pretrained
on a large corpus of data). As a retrieval task, the static text is generated based on
the most similar existing static text in the knowledge base. Ding et al. [42] propose to
consider the problem of static text generation as a translation task, where the input is a
code context, and the target output is the static text. They utilize a machine-learning
approach for the translation task. While the prior two approaches cannot generate new
static text, the flexibility provided by learning many diverse code contexts allows the
third method to automatically generate new static text. The usefulness of the approach
is performed by an additional user study of 42 participants that find the quality of the
static text useful as reported by the authors.

Another aspect of what-to-log is finding the most relevant variables to log. Logging ex-
cessive information can cause confusion when examining the logs or hurt the application
performance due to logging overhead. To address the issue, several works have been
proposed. Rabkin et al. [144] propose a visualization-based solution to log important
variables. First, they extract all the variables from the logs and link them based on the
same identifiers (e.g., endpoints), extracting graphs. Since the identifiers can be missing,
inconsistent or ambiguous, the graph is subjected to human inspection to identify the
missing information (e.g., missing edges in the graph may indicate a lack of important
variable information). LogEnhancer [178] augments the log instructions by analysing
control and data flow paths in the source code to identify missing information. Liu et
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al. [109] try to predict if a variable in a given code snippet should be logged or not based
on historic information from the same or code from other software projects. They propose
to use a binary classifier that recommends (ranks) the variables that should be logged
by treating the code as a sequence of code snippets. One problem when recommending
the variables to log is the existence of new words that describe the variables, i.e., out-
of-vocabulary words. To address this issue, the authors use word vector representations
from general language for the individual words within the instructions. In the case of
compound words (e.g., errorMessage), the text is represented as an average of the indi-
vidual tokens. The evaluation results show that this method achieves high performance
in suggesting the correct logging variables for nine popular open-source systems.

3.1.2 Where-to-Log

Several approaches to the log placement problem exist. They can be split into two
groups 1) static analysis ; and 2) runtime placement tools. The static analysis tools do
not require running of the system when instrumenting, while the runtime placement tools
involve system running to perform the instrumentation. We first discuss the category of
static analysis tools. SmartLog [78] gives recommendations for placing log instructions
as a static code analysis tool. Different code snippets (sets of code instructions) are
analyzed and characterized to generate log intention models. The log intention models
represent the logging decisions, i.e., if the code snippet has log instructions or not. By
training intelligent models from the constructed dataset, logging intention models can be
learnt. The new code snippet is then given as input to decide if they need to be logged
or not. Errlog [176] is another approach that is concerned with the placement of log
instructions with log level error. By first studying 250 bug reports, the authors identify
exception patterns that require additional logging (e.g., function return errors, exception
signals and unexpected cases). Errlog is then proposed as a static code-checking tool
to scan the code for these types of error blocks and to suggest log locations. Zhu et
al. propose LogAdvisor [186], which constructs a set of features describing relevant code
properties that are used as input to machine learning techniques to make the log decisions.
The extracted features are grouped into three groups, i.e., structural features (e.g., error
type, method name), textual features (e.g., using code as flat text) and syntactic features
(e.g., binary value if a method throws an exception or not). The authors conducted a
user study and found that 68% out of 37 participants consider LogAdvisor useful. Li
et al. [99] propose using deep learning methods to learn block locations (e.g., if/for
branching blocks) by representing the source code as a sequence of such blocks. They
aim to predict if the next block requires a log statement or not. Cândido et al. [19]
combine code metrics on a method level (e.g., depth of a method, coupling between
objects) as features and machine learning techniques to learn when a method requires a
log statement. In another work, Li et al. [93] use code snippets to automatically calculate
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the topic of a method in the source code. By training a machine learning model with the
calculated topic features and 14 other method-based features (e.g., number of for loops
in a method, line of codes, and similar), they obtain high values (more than 80%) on
correct log placement suggestions for diverse systems. Similarly, Fu et al. [52], focus on
predicting which catch and return-value-check code snippets need logging. First
unlogged code snippets are collected and labeled. Second, contextual keywords, such as
the residing function name are extracted as features. Finally, a decision tree model is
learnt to predict if a code snippet needs to be logged.

Despite the static analysis tool, several methods that involve source code execution, be-
fore deciding the log instruction locations are proposed [175, 181]. Zhao et al. [181]
propose Log20 as a tool to automatically suggest where-to-log. It attempts to find the
points in the execution paths that resolve the largest uncertainty when diagnosing a
problem. To achieve full logging placement, Log20 requires several workloads that in-
voke all the execution paths within the system. Log4Pref [175] is another approach for
suggesting logging points. It starts by building performance models by running perfor-
mance tests. The performance influencing points in the source code are then identified,
and their points of method entrance and exit are instrumented with a logging code. The
performance tests are re-executed, and the newly logging code of the methods is filtered
based on predefined criteria (e.g., methods with constant execution time). Due to the
diverse syntax used by the programming languages, the proposed methods are specific
for each programming language (predominantly Java is used in the studies).

3.1.3 How-to-Log

Despite the initial writing of log instructions, another important aspect is the overall life
cycle changes of the logs during system usage. In the following, we review the related
work on "how-to-log". Yuan et al. [177] present one of the earliest comprehensive works
on how developers perform and maintain logging. They find that logging is pervasive
(omnipresent) in the source code. Therefore, it is actively maintained by developers.
However, its updates are commonly performed as after-thoughts, implying that devel-
opers do not consider it of primary importance. Chen et al. [23, 26] in two consecutive
studies examine the logging evolution by studying issues from 21 Java projects. They
consider both the log-instruction specific issue [23] and feature plus log-instruction is-
sues [26] to cover the different aspects of log evolution. Based on their observation, they
propose a six-level taxonomy of log-related updates covering the log evolution aspects.
Another study of log-related issues [65] from two software systems identifies four impor-
tant observations concerning log instruction updates given in the following. Firstly, the
log-related issues are identified as relatively long (median of around 300 days), but their
resolution time is fast (e.g., the median time is five days). Next, the root causes of the
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log-related issues are related to inappropriate log levels, runtime issues, library changes
or an overwhelming number of log lines. They also find that the files most related to log
issues have undergone significantly more changes than other files. Finally, the log-related
updates are most often (in more than 70% cases) performed by developers that are not
original authors of the instructions. This indicates that the developers may not have a
sufficient understanding of the purpose of logging a particular event. Shang et al. [153]
makes a similar observation. Chen et al. [24] identifies four anti-patterns in logging code,
i.e., checking for double method invocation (e.g., the method is invoked once in a function
and again in the log instruction), explicit casting, nullable object return and malformed
output. Based on their observations, they propose LCAnalyizer as a tool that identifies
these anti-patterns and reports them to developers. It is claimed that 72% of the sugges-
tions are confirmed and fixed by developers on unseen projects. Shang et al. [152] study
the evolution of the communicated information from the log instructions. They find
that two types of information are communicated with logs, i.e., long-lived (information
about domain-level activities, e.g., opening a bank account) and short-lived information
(information about implementation-level details, e.g., database connection establishing).

Despite the studies on open-source projects, there are also studies on industrial produc-
tion systems. We discuss them in the following text. Fu et al. [52] study how developers
in Microsoft use logging. By examining two online systems, they find that logging in com-
mercial systems is pervasive (around 1% of all the instructions are logging instructions).
They identify five key points when developers use logging, i.e., during assertion checks,
return-value checks, exception logging, logic branch and additional non-classified logging
types (referred to as observing-point logging). Additional analysis of individual cases fur-
ther aims to discriminate causes for the developer’s decisions to log. Pecchia et al. [137]
study more than two million log instructions from the software systems of an industrial
company for critical software. They find similarities in the logging process among differ-
ent software systems. For example, common developers’ objectives with logging are to
dump the program state, trace the program execution, and report events. Li et al. [96]
observe that log code snippets that share similar contexts frequently undergo similar
code modifications. Based on this, they propose LogTracker as a tool to automatically
learn log revision rules based on the semantics of the context. The rules are extracted
by hierarchical agglomerative clustering. The rules are used to suggest modification of
the log code snippets. Kabina et al. [83] identify that 20%-45% of the logging statements
in four studied systems are changed. They also report that the median time between
adding a log instruction and its first update is between 1 and 17 days conditioned on the
system. This gives insights into the log-related bug resolution issues. Salfner et al. [150]
propose to measure the quality of log files as a post-product of logging. Specifically, they
propose a set of several metrics that evaluate the frequency of logs (the rearer are more
informative), logline information, logfile quality and the logfile information entropy. To
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calculate the metrics domain knowledge for the required event information is needed. In
addition, they specify five types of information a comprehensible log file should have.
Those are (1) general information (common for all log files, e.g., timestamp), (2) struc-
tural information (that identifies entities in the structure of the software, e.g., cluster
node reference), (3) runtime environment (information that is dependant on the system
state when the event is logged, e.g., cluster node), (4) resource information (resource the
event is associate with, e.g., resource usage) and (5) event characterization (describing
the event itself, e.g., state information).

The work presented within the thesis draws inspiration from the area on how-to-log on
existing issues related to writing quality log instructions. We examined diverse issues
discussed in various related works [1, 23, 24, 26, 64, 100, 177], among other public log-
related Jira issues, to better understand the properties of the log instructions in modern
systems and reason for their quality. We observed that it may be possible to combine
the similarities of the log instructions among different programming languages with the
general language [68], and the general expressions for the logging intent to assess diverse
properties of the log instructions. The work in this thesis further shares close relations
with the methods from what-to-log, specifically, to the works on log level, and static
texts [59, 95, 100]. The major differences and similarities from the related works are
further discussed in the corresponding chapter.

3.2 Log Analysis

Log analysis is the process of collecting and analyzing log data to visualize, comprehend,
identify, diagnose, classify, detect, predict and mine diverse systems events to aid devel-
opers and operators in developing, operating and maintaining IT systems [70]. Figure 3.1
illustrates a typical approach in log analysis [70]. It is composed of three steps: log col-
lection, log parsing and log mining. Once the system is instrumented with logs and it is
running, the logs are generated. Depending on the application, different tools are used
to retrieve, compress, and store the generated logs. Since the logs are unstructured (e.g.,
due to intertwined parameters and static text, or different system information exposed
by different logging utilities), they are processed by log parsing. Log parsing is a log
preprocessing technique that separates the static text and variable parameters from the
unstructured logs [187]. Once the logs are parsed they are used to address different tasks
such as anomaly detection, classification, and failure diagnosis among others.

The effective addressing of the collection, compression and storage involves reducing
memory occupancy while preventing information loss, among the most significant chal-
lenges [70]. For example, many logs (e.g., if written in a for block) are redundant,
and storing all of them may lead to overhead and degrades system performance. On
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Figure 3.1: General workflow of log analysis (adopted from He et al. [70]).

the other side, some legislation acts require up to two years of log storage for auditing
purposes [151]. Therefore, a natural trade-off between the log generation and storing the
relevant information from the logs emerges. Addressing each of these questions is beyond
the scope of the thesis. In the following text, we discuss the related works on log parsing
and log mining parts, with a focus on anomaly detection.

3.2.1 Log Parsing

The generated raw system log message texts are unstructured, i.e., the static text and the
parameters are intertwined. Since both the static text and the parameters can convey
useful information they need to be decoupled [44]. For example, the parameter anomaly
detection is executed on the variable parts of the logs. Therefore, their correct disen-
tanglement from the static text is an important step to detect them [44]. Log parsing
is a log preprocessing procedure that decouples the log templates from log parameter-
s/variables (the variable part in a log), directly extracting input in a usable modeling
format. Furthermore, the parsed texts are characterized by lower variability than their
intertwined complements. A common way to log parsing is to extract the templates by
regular expressions or grock patterns. However, a great number of logs requires main-
taining a large database of regular expressions. In addition, the frequent updates of the
log instructions impose constant updating of the regular expressions making them hard
to maintain. Therefore, automatic log parsing is preferred [187]. Due to the importance
of log parsing, and its relevance to our contributions, we give an overview of the related
log parsing methods in the following text.

There exist a plethora of log parsing techniques. They can be categorized in various
aspects, based on the choice of modeling approach, the operation mode, and if they use
additional preprocessing [187]. Considering the operational mode, the parsers can be
offline (require all the data in advance to execute) or online (can parse the logs as
they arrive). Preprocessing refers to the need to additionally preprocess the logs, before
executing the parsing. With respect to the choice of modeling approach, there are four
identifiable groups, i.e., (1) frequent-pattern mining, (2) clustering, (3) heuristics, and (4)
evolutionary. In the following, we discuss the related log parsing methods based on the
choice of modeling approach.
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The frequent pattern mining log parsing group assumes that a log message type (e.g.,
the static text of the log instruction) is a frequent set of tokens that appear throughout
the logs. Representative parsers for this group are SLCT [164], LFA [125], and Log-
Cluster [126]. The general procedure these methods follow is to iterate several times
over the logs. During the first iteration, usually, a data summary is built. Afterwards,
groups of similar logs are built using the summary information. Finally, groups with
certain properties are filtered, and the remaining candidates are represented with the
corresponding prototype. Different rules for variable selection are implemented, e.g., the
threshold over the frequency token counts. These methods are all offline because they
require the presence of the data before building a model.

The clustering group considers the log parsing problem as a clustering problem. The
logs that describe the same event are forming natural cluster groups because of the same
words a message type is composed of. The general approach of these methods is to first
find a suitable representation for the logs and apply some clustering algorithm to extract
the message types. For example, LKE [51] considers the logs as sequences of words and
applies weighted edit distance to calculate similar data groups. LogMine [58] similarly
applies parallel implementation of a hierarchical clustering method where the distance
is calculated based on a proposed equation. LogSig [160] considers a signature-based
method to find the predefined number of cluster groups within the input log files. In
contrast to the prior three methods that are offline, SHISO [123] and LenMa [84] are
online parsing methods. They are building the groups by examining different properties
of the logs (e.g., the number of words in the log, the number of characters in the words
and similar) as they arrive. They aim to identify and append the most similar groups
for each log. If no match is found new clusters are formed. Finally, the templates are
updated to account for the specifics of all the logs in the group.

The evolutionary group considers the methods that adopt evolutionary algorithms for
template extraction. MoLFI [120], as representative of this group, defines the problem
of log parsing as maximizing the number of log messages matched by a single template
while at the same time maximizing the number of unchanging tokens within the produced
templates. To do so, it uses an evolutionary approach to find the Pareto optimal template
set. It is an offline approach because it requires the log messages presented before
producing the templates.

Log-structure heuristics methods exploit different properties that emerge from the struc-
ture of the log. The state-of-the-art algorithm, Drain [69] (in terms of accuracy), assumes
that at the beginning of the logs the words do not vary too much. Relying on it, Drain
creates a tree of fixed depth which can be easily modified for new groups. IPLoM [115] is
another method from this group. It performs iterative partitioning of the log messages in
the given log file. The partitioning is performed on three levels, token count, token po-
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sition and partitioning by bijective relationships. Afterwards, the logs in similar groups
are filtered based on the frequency counts. AEL [79] finds templates by a three-step pro-
cedure of anonymization (parameter masking), grouping the logs based on the number
of words and a number of parameters, and template extraction. While Drain supports
both, online and offline parsing, the latter two are offline parsers. The last method from
this group, Spell [43], considers the problem of log parsing as the problem of finding
the longest-common subsequence. It extracts templates from log messages having the
longest-common subsequence match.

While there exists a plethora of approaches, we observed that there exists an alternative
way towards parsing events, i.e., one that aims to mimic the operator’s comprehension of
the differences between the events and parameters from logs. Specifically, given the task
of identifying all event templates in the logs, a possible approach to extract a template
is to focus on constantly reappearing parts, while ignoring parts that change frequently
within a certain context (e.g., per log message). The constantly repeating/changing parts
can be determined from nearby words/tokens that form the context. Therefore, the task
of log parsing can be framed as determining the variability degree of the log parts. By
calculating the conditional probability of a particular token on a given position, where the
conditioning is on its context it is expected that the tokens with high probability values
will constitute the static text, while the tokens with low probability are the parameters.
By this view, we propose a solution and complement the existing work on log parsing. The
differences between the proposed methods and the related group categories are discussed
in the corresponding chapter.

3.2.2 Log-based Anomaly Detection

Table 3.1: Summary of related works for log-based anomaly detection.

ID Method Parser Input Type Representation Output Type Semantic Auxiliary Task Threshold Type

1 DT Yes
Event Sequence
Time Window

Event
Count

Anomalous
Event Count

NA NA
Model

Prediction
Supervised

2 LR Yes
Event Sequence
Time Window

Event
Count

Anomalous
Sequence

NA NA
Model

Prediction
Supervised

3 LogRobust Yes Event Sequence
Event

Sequences
Anomalous
Sequence

True NA
Model

Prediction
Supervised

4 CNN Yes Event Sequence
Event

Sequences
Anomalous
Sequence

True NA
Model

Prediction
Supervised

5 PCA Yes
Event Sequence

Event Parameters
Time Window

Event
Count

Anomalous
Sequence

NA NA
Automatic
Threshold

Unsupervised

6 LogCluster Yes
Event Sequence
Time Window

TF-IDF
Events

Anomalous
Sequence

NA NA
Automatic
Threshold

Unsupervised

7 DeepLog Yes
Event Sequence

Event Parameters
Event

Sequences
Anomalous

Event
NA NEP

Top_k
Prediction

Unsupervised

8 LogAnomaly Yes Event Sequence
Event

Sequences
+Event Count

Anomalous
Event

True NEP
Top_k

Prediction
Unsupervised



3.2. Log Analysis 45

Multiple methods to the problem of log-based anomaly detection exist [154]. We identify
eight properties of how to characterize the methods. Table 3.1 summarizes the related
methods following our categorization. The parser property denotes if the method uses
a specialized preprocessing technique on the raw logs to extract events, i.e., log parsing.
The majority of the methods use log parsing because it reduces the variation in the
data. The input type denotes the input format expected by the method. As input,
single log events or event sequences can be given. The event sequences can be formed
by external identifiers or time window grouping. Regarding the representation type,
different approaches in the literature are considered, including event sequences, sequence
events counts, single log events, or parameter values of individual events. Notably, some
of the methods have multiple values for this parameter as it is possible for some of them
to be composed of several components addressing different anomaly types. The semantic
property is tightly related to the representation aspect of the logs. It denotes if general
language modeling approaches are used to represent logs. Notably, some methods apply
auxiliary learning objectives, e.g., supervised objectives in unsupervised model training.
This can lead to ambiguities if a method should be considered supervised or unsupervised.
Therefore, we find that it is important to make this property explicit. Thereby, the
auxiliary task property denotes the usage of additional auxiliary tasks to support anomaly
detection. With respect to the output, there are two important properties. The first one
is output type which demonstrates the type of prediction, i.e., if the prediction refers to
a single event or sequence of events. The second property related to the output is the
approach for making a decision, i.e., how the output threshold is calculated. Considering
the information type available during learning, similar to He et al. [154], we group the
methods into two groups: supervised, and unsupervised. We use this property as the
main discussion line to describe the methods in greater detail.

The supervised methods assume the existence of labels from the system when learning an
anomaly detection model. Notably, the labels originate from the system of interest, which
we refer to as the target system. In one of the earliest applications of these methods,
Bodik et al. [6] consider the anomaly detection problem as a problem of binary classifica-
tion. The authors apply Logistic Regression (LR) to detect anomalies from logs in data
centres. Decision Trees (DT) [28] as another popular binary classification method is also
used in detecting anomalous web requests from access logs. These two methods start
with log parsing, i.e., extracting event templates from the raw input logs. Afterwards,
they count the event templates in a fixed time interval to construct learning samples
that proceeded as input to the anomaly detection method. They directly predict if the
observed time window is anomalous. We refer to these two methods as traditional super-
vised approaches. The advances in deep learning resulted in the appearance of several
supervised deep learning-based methods, i.e., LogRobust [180] and CNN [112]. LogRo-
bust uses bidirectional Long Short Term Memory (LSTM) architecture [74] (a type of
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LSTM architecture), augmented with attention [14]. These two are popular deep learning
architectures often combined for modeling sequences. LogRobust, as input, receives a se-
quence of events, and as output, it directly predicts if the observed sequence is anomalous
or not. An interesting feature of this method is that by careful construction of the se-
quences, i.e., with incremental growth by one element, the method can be used to predict
single log line anomalies [44]. Figure 3.2 illustrates this process. An additional feature
of LogRobust is the utilization of vector embeddings from general-purpose languages to
represent logs (instead of template indices). Owing to the similarities of the natural lan-
guage and logs [68], the authors show that semantic augmentation can slightly improve
detection performance. Lu et al. [112] use the Convolutional Neural Network (CNN), an-
other type of deep learning architecture, to learn normal and abnormal sequences based
on template indices. Similar to LogRobust by careful sequence construction, CNN can
be used to detect anomalies from a single log message. All of the supervised methods use
parsing and the prediction of the trained model to detect anomalies. While having strong
detection performance (due to the superior modeling objectives), the large dynamics of
the software update and the large volume of the produced logs make the labeling process
expensive. Therefore, supervised methods are often considered impractical [70].
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Figure 3.2: Example for how to use sequential log methods for single log
line anomaly detection (window size is four, and the stride is one).

In contrast, the unsupervised methods assume an absence of labeled target system data.
This assumption gives an important practical advantage because it eliminates the need
for labeling, effectively making the unsupervised methods easier to adopt in practice.
Many of these methods approach the problem as a one-class classification task. They
model the normal system state (hence one class) and detect anomalies when significant
deviations from it are detected. In one of the earliest works, Xu et al. apply the popular
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unsupervised method Principle Component Analysis (PCA) [172] to learn the normal
state of the log event counts. PCA projects the input data of size n into k principal
components (i.e., k dimensions), such that k < n. The projection is done such that a
large proportion of the variance of the input data is preserved (e.g., 95%). However,
the remaining (n − k) components describe the variation in the data that lie outside
the major dimensions of variation. PCA leverages this observation. It first finds the
top-k principal components, where the top-k is defined by the number of components
such that 95% of data variation is preserved. By measuring the length of the projections
of the anomalous space (the space formed by the (n − k) components), the anomalous
score is calculated. Afterwards, the new template event counts are projected in the same
numerical space, and the anomalous score is calculated. The new event counts are labeled
as anomalies if the anomaly scores are larger than a predefined threshold. Lin et al. [102]
introduce LogCluster to model the normal state. LogCluster represents the sequences as
numerical vectors of n elements, where n corresponds to the total number of events. The
events are represented as a weighted average between their frequency of appearance in
production as compared to their appearance in the system verification step during testing,
and the frequency of appearance of an event within a single sequence (Term Frequency-
Inverse Document Frequency (TFIDF)) analogue to word representations, on a sequence
level. The obtained sequence representations are used to construct a knowledge base of
normal/anomalous event sequences using agglomerative clustering and human domain
knowledge. An automatic thresholding calculation technique is used in the construction
of the knowledge base. When a new event sequence is introduced, the anomaly is detected
if it is clustered into the anomalous cluster groups.

Several unsupervised methods directly model the normal sequences to learn the normal
system state. Yamanishi et al. [173] introduce an unsupervised sequential method for
anomaly detection that uses Hidden Markov Model (HMM) on log event sequences to
model the normal state. The probability under the HMM is used as a normality score.
Furthermore, there are two popular unsupervised methods of deep learning. Those are
DeepLog [44] and LogAnomaly [117]. The innovative feature of these two methods is
the introduction of an auxiliary task called Next Event Prediction (NEP). NEP is a su-
pervised task that given a sequence of events, forecasts the most probable next event
as a target. Notably, the targets originate from the input data itself, i.e., no labeling is
performed, which makes these methods unsupervised. Any input presented at test time
with an incorrect prediction for the next event is considered anomalous. The prediction
is considered incorrect if the output scores do not rank the predicted next event within
the top-k predictions. The latter is a hyperparameter of the method. As stated by the
authors, DeepLog can be applied for sequential and single logs given as inputs. To learn
the normal state, an LSTM architecture is learned on the NEP task. DeepLog also con-
siders the problem of anomaly detection in the parameters of single events, referred to
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as performance anomaly. To address the latter task, it trains an LSTM model on the
parameters from a single event generated from the repetitive execution of events with
numeric parameters. LogAnomaly addresses problems just within sequences. It has two
additional features over the sequential part of DeepLog. These are 1) leveraging the
semantics of the single log lines by applying general language embeddings, and 2) aug-
menting the input by event counts. The empirical results show that the improvements
over DeepLog are not significant [31, 117]. Unsupervised methods are often criticized
for their lower performance in comparison to the supervised ones [154]. The lower per-
formance can lead to reporting many false alarms, leading to the phenomena of alarm
fatigue [44], discouraging their wide applicability.

The given list of methods is not exhaustive. There are other methods for log-based
anomaly detection in both industry and research [62, 76, 97, 98, 179, 188]. However,
some of those solutions are part of production systems [97, 179], and have specific imple-
mentation challenges, and as demonstrated in Landauer et al. [88], not all provide public
implementations. Therefore, due to the inability of a transparent comparison, we do not
compare with them in our experiments. Instead, we give a short high-level overview of
approaches with rather complementary undertakings on the task of log-based anomaly
detection. OneLog [62] similar to Lu et al. [112] uses a hierarchical CNN where the
words (their characters) and log sequences are learned in an end-to-end supervised man-
ner. SwissLog [98] extracts temporal, semantic embeddings from the input sequences and
trains bidirectional LSTM attention augmented network in a supervised manner to de-
tect anomalies. UniLog [188] is a log analysis framework addressing three different tasks,
alongside anomaly detection. The unique feature of this framework is that the four tasks
are trained jointly and later, fine-tuned for a specific task. Despite the LSTM-based and
CNN-based methods being the most popular choice for deep learning log-based anomaly
detection, there exist other deep learning ideas adopted for the task. For example, Han
et al. [60] use Generative Adversarial Networks (GAN) training of an LSTM for anomaly
detection. Specifically, the authors propose to jointly learn a representation space of
the normal source and target system data via an adversarial training procedure with
hyperspherical loss. The training enables the concentration of the normal data close to
a centre of a hypersphere, allowing the detection of the anomalies as points with large
distances to the hypersphere centre. Zhao et al. [182] propose to use three Transformer
encoder architectures with adversarial training to learn a model for anomaly detection.
In contrast to the previous methods that rely on LSTM, CNN or Transformers, Wan
et al. [167] adopt Graph Neural Networks (GNN) for log-based anomaly detection. The
authors consider the individual log events within a session as nodes of a graph and use
the data and the NEP task to learn vector embeddings for the individual nodes. The
node embeddings of the session graph are aggregated within a session graph vector and
used to rescale the individual node scores. If the next event is not ranked within the
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top-k-ranked events, the session is considered anomalous.

Complementary to the aforenamed studies, three experience reports [31, 91, 154] give an
independent empirical evaluation of the log anomaly detection methods. He et al. [154]
studied three supervised and three unsupervised methods, making five observations. In
one of the observations, the authors find that supervised methods are better performing
than the unsupervised, however, in a second observation, the unsupervised are referred
to have better practical properties. In another study, Chen et al. [31] examine four deep
learning methods for log-based anomaly detection. They give four observations for the
performance of the studied methods, with one of them providing a conclusion for the
current state-of-the-art methods. Le et al. [91] study five deep learning methods on three
benchmark datasets. The paper studies the methods through five different questions.
Similarly, as in the previous cases, DeepLog, LogAnomaly and LogRobust are identified to
be the most robust methods alongside all the addressed questions. In our work, we lever-
age the observation that an LSTM-based architecture for both unsupervised (DeepLog,
LogAnomaly) and supervised (LogRobust) achieves superior performance from the deep
learning methods and six other methods studied in He et al. [154].

In comparison to the related works on log-based anomaly detection, we found that there
are possibilities for further improvement. We found that there exist higher-level proper-
ties of the individual log message (e.g., their semantics in the description of normal and
anomalous events) or the generated log files (e.g., the existence of similar event groups)
which can be used to learn anomaly detection models. Specifically, we contribute with
two methods that attempt to improve the single textual representation of the log mes-
sages and their sequential characteristics when learning a model. The further specifics
of the methods and their uniqueness in relation to the other works are given in the
corresponding chapters.

3.2.3 Log-based Anomaly Classification

While anomaly detection is the first step toward failure resolution, there are additional
steps between detection and diagnosing the root cause. The anomaly diagnosis is referred
to the process of narrowing down the set of causes that led to the anomaly [70]. In
general, the complexity of the modern system challenges the automation the anomaly
diagnosis [170]. Nevertheless, studies on online systems (e.g., from Microsoft [102]) show
that some anomalies are redundant, i.e., can occur repeatedly. Therefore, historical
information can be used to speed up failure diagnosis. One approach toward anomaly
diagnosis is anomaly classification. It is the task of finding the class of the anomaly
from the known anomaly classes. The idea is that once the detected anomaly is correctly
classified, past experiences can be applied to effectively resolve the anomaly.
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A common way to diagnose the anomaly class, as in modern practices is by keyword
search for finding a matching category [70] for a single log line. For example, in one
of the earliest works, Oliner et al. [132] use keyword search of common words (e.g.,
"interface failure", "error", and similar) to identify different classes of anomalies within
single logs of four different supercomputer systems. Meng et al. [118] use single log lines
represented as bag-of-words, alongside the Random Forest method to classify different
types of system logs. LogClass [119] proposes and uses TFILF as a representation method
and supervised information for the anomaly class of the logs to categorize it.

As opposed to these approaches, there are several works addressing anomaly classification
by using event sequences. The previously described method LogCluster [102] despite be-
ing used for anomaly detection, is also used for anomaly classification. The classification
is achieved by assigning labels to extracted cluster groups. Whenever a new sequence
is clustered to an anomalous cluster, the closest class label is assigned. Cotroneo et
al. [35] propose to use a deep clustering approach to identify different failure modes of
the event counts distributed tracing logging technology. Expert knowledge is then used
to identify the different failure groups. In related work, Pham et al. [139] use k-Nearest
Neighbours (kNN) with edit distance between observed anomalous sequence and the set
of known prototypes anomalies for classification. Lu et al. [111] rely on domain expertise
to extract five feature categories that categorize anomalies from Spark logs. By fitting
linear models, they successfully categorize four different types of anomalies on a resource
level (i.e., disk, CPU, memory and network). The first two methods belong to the un-
supervised category, while the latter two are supervised approaches. Although some of
the approaches require labels for training, while others do not, due to the nature of the
task, method usage requires the involvement of human experts to categorize the anomaly.
Therefore, the application of anomaly classification is bounded to scenarios where expert
information even for past experiences is available.
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This chapter describes the main challenges imposed by modern IT systems, the addressed
problems, and a set of assumptions as enablers of methods design. The chapter is struc-
tured into two parts. In the first part, the challenges imposed by modern IT systems and
the assumptions we considered to enable methods design, are presented. In the second
part, we discuss how the proposed methods address the challenges by relying on the set of
assumptions. Furthermore, the methods and ideas are conceptualized within the general
AIOps platform, and a high-level overview of the proposed methods is discussed.

4.1 Challenges and Assumptions

The work presented herein aims to improve the logging code composition and anomaly
detection and classification in IT systems as log analysis tasks. There exist two im-
provement aspects: 1) system development and 2) system operation. From the system
development aspect, the improvement is achieved by improving logging instructions by
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means of automatic logging code quality evaluation. From the system operation aspect,
the improvement is achieved by introducing novel methods and datasets for anomaly
detection that use system logs and external log-related data more effectively. The two
aspects are associated with different challenges and require several assumptions, which
we discuss in the remainder of this section.

4.1.1 Challenges

System Development Aspect

Automatic logging code quality evaluation is concerned with improving the logging code
by detecting log instructions with insufficient quality. As such, it reduces the possibility
that during development incorrect or insufficient information within the log instructions
is inserted, which will be reflected in the generated logs. Therefore, the downstream
tasks are indirectly improved. The automatic code improvement addresses the source
code during development, leading to several challenges, given in the following:

1. Heterogeneity of software events : Different software systems provide different ser-
vices. Naturally, their behaviour is described by diverse events. Since modern IT
systems are commonly developed by many developers, their unique writing styles
and cross-lingual biases lead to variations of the log instruction properties (e.g.,
the static text). Improving logging during development should consider diverse
properties in the event descriptions (e.g., their vocabulary, writing styles, etc.).

2. Different programming languages : Software systems can provide similar services
and functionality, but they can be written in different programming languages.
The programming languages have a clearly defined but unique syntax. For exam-
ple, a for code snippet in Python uses the tab character, as opposed to brackets
({}) in Java. The different syntax poses the question if 1) the developed tools
for automatic logging quality evaluation should be specific for a programming lan-
guage, or 2) one should limit the set of possible logging code quality assessment
properties. For example, the different syntax of the neighbouring code around the
log instructions from two programming languages (e.g., Java and Python) questions
the applicability of log instruction placement methods that depend on the struc-
ture of the source code on arbitrary system [19]. The specifics of the programming
language, thereby, challenge the design of automatic tools for improving logging
code composition.

3. Unknown empirically testable properties : While there are universal aspects of log-
ging code instrumentation, the system-agnostic set of properties subject to em-
pirical evaluation is generally unknown. For example, the log level and static
text syntax are common categories for the log instructions of many libraries (e.g.,
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Python, and Java). However, it is not clear which syntactical elements of the static
text can be evaluated empirically. Therefore, finding the set of empirically testable
properties, e.g., by an empirical study, is needed.

System Operation Aspect

The system operation aspect is concerned with the efficient utilization of the generated
system logs to detect and classify anomalies. The automatic approaches for anomaly
detection and classification are challenged by:

1. Diverse anomaly manifestation in logs : The anomalies can reflect in the log data
in different ways [44]. An anomaly may be explicitly recorded in one log message
(e.g., connection lost), observed in a sequential change of the logs (e.g., flapping
interface), or given as a parameter value of an individual event (e.g., log message
reporting a long time to create a VM). Modeling one log property may lead to
omitting important anomalies residing in the remaining properties. For example,
for individual parameter values of a single event, an anomaly may be observed in
the context of several manifestations of that event rather than a sequence of neigh-
bouring ones. Its detection is possible within the context of the events generated
from the same logging instructions. Therefore, careful consideration of the different
properties exposed by the logs should be accounted for when analyzing the logs for
anomaly detection and classification.

2. Insufficient Logging Failure Coverage : Developers may have an insufficient under-
standing of the complexities of the running system environment during develop-
ment [92]. Inevitably not all failures can be logged. Therefore, there exist insuffi-
cient anomaly logging coverage. For example, in the previously described anomaly
with type "Interface Flapping", none of the two logs has a log level with greater
severity (i.e., "error" or "critical"), nor do they explicitly describe an anomaly.
The anomaly can be detected just within the context of several repetitions of the
specific pair of logs. Furthermore, these types of contextual anomalies occur often.
For example, in Pike (version 3.12.1 of the popular cloud resource managing system
OpenStack), there are more than 20% of anomalies that are not explicitly logged
within a single log line [36].

3. Complex Data Representation : One complexity related to the input data type
representation emerges when dealing with the complex nature of the logs. Logs
have textual and sequential properties [117]. Therefore, the relevant information
is contained within one or both. When analyzing log sequences, due to various
reasons (e.g., different log preprocessing techniques, network errors, limited system
throughput, and others), there is a possibility to drop or delay the reporting of
certain events during monitoring. It results in log sequences having increased un-
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certainty in the event order [180]. Despite the need to model sequences as complex
data, the diverse log sequence appearance imposes an additional challenge.
Another challenging aspect related to the complexity of the input is concerned with
the representation of a single log as a textual data format. Therefore, the support-
ing tools should consider their textual properties. Often the textual representation
is obtained from general language models (e.g., BERT [40], word2vec [121]), where
many dimensions are used to describe the textual properties – high dimensional
representation. However, from an anomaly detection perspective, the detection of
anomalies in high dimensional space is challenging due to the properties of such
spaces [146]. Specifically, high-dimensional spaces are characterized by the property
of large distances and sparsely populated regions. By definition, anomalies have
large distances from the normal samples, therefore, it is difficult to disentangle the
anomalies from normal data in high-dimensional sparse spaces.

4. Software Evolution : Agile software development leads to the insertion, modifica-
tion or removal of logs at fast rates [70]. For example, a study on logging practices
shows that 20-35% of the log code changes through the lifecycle of the software
systems [83]. From the system operation perspective, this results in novel events
and log sequences. Therefore, the data generation process describing the system
behaviour changes. The log analysis should account for the novel, predominantly
normal patterns and reduce their impact on the detection performance of the op-
erational methods.

5. Labeling : A direct impact of software evolution is the increased cost of labeling.
Since logs evolve at high rates, labeling new log sequences and log messages requires
constant identification of novel normal or anomalous individual logs or log sequences
from human experts. By further considering that logs not only evolve but are
also generated in large volumes, labeling becomes an expensive task [154]. In
addition, there is a possibility of deprecation of labels. Therefore, the reusing of
past information is limited.

6. Low Detection Performance : A large number of logs and different operational fre-
quencies (e.g., working-hours-related user-request patterns) make the detection and
classification of anomalies similar to finding a "needle in a haystack" [70]. The op-
erator’s constructed rules and intelligent methods often result in a high alarm rate
challenging their applicability to production [183], i.e., have low detection perfor-
mance. The latter also extends to log parsing. If the alerts occur too frequently,
operators second guess, skim, or even ignore incoming alerts. This problem is
known as alarm fatigue [92] and increases the chances of important anomalies be-
ing missed. This can lead to severe implications for the system and its environment.
Therefore, automatic methods are challenged by achieving an effective trade-off be-
tween high-alarm reporting and not-missing crucial events.
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4.1.2 Assumptions

In the following, we discuss the assumptions enabling the development of intelligent
methods to support the logging code quality evaluation and log-based anomaly detection
and classification.

1. Existence of open source code of systems with sufficient quality logging properties :
To examine the quality logging properties of a system, we assume that there exist
software systems with sufficient logging quality. Following general literature on
logging practices [24, 26, 68], the systems that a) are serving a vast set of industries,
b) have many contributors, and c) are developed for a long period should have
logging instructions of sufficient quality. The rationale is that given their vast
application, the logging instructions have fulfilled their purpose for monitoring,
debugging and troubleshooting. Therefore, the log instructions of the systems can
be considered instructions with sufficient quality. They serve as a basis for quality
evaluation. In addition, open-source code availability is important to enabling
access to the source code of software systems with sufficient quality in the logging
instrumentation. This assumption is important from the developer’s aspect.

2. Normality : For the anomaly detection methods we assume that the majority of
the logs originate from normal system operation. Since most of the time systems
operate normally (as we observe in our service dependability study in Appendix A),
and anomalies are rare events, the entirety of logs obtained during normal operation
can be assumed as normal [183]. Further, following the availability of a large
amount of data, the existence of a sufficient amount of normal data is assumed.
Unless otherwise stated, anomaly labels are not available. These assumptions for
the anomaly detection methods have important practical value as they demand the
unsupervised design of the anomaly detection methods.

3. Anomaly Detectability : As described earlier in the text, the anomalies can be
reflected differently in the log data. We do not impose constraints on how the
anomalies are reflected in the log data beyond the three log properties. However,
we consider the class of detectable anomalies. An anomaly is said to be detectable
if it is reflected in at least one of the aforenamed log properties.

4. Open-source Severity Level Data : Considering that the severity/log levels are used
to identify anomalies [102], we can consider that they have informative properties
for anomaly detection. Furthermore, there are many publicly open-source codes
with thousands of log instructions with available severity levels. Therefore, there
exists a dataset of log instructions we refer to as severity level data. Although
by leveraging this observation we can create potentially useful data it is not clear
if there is merit in using it. Nevertheless, we can assume that we can access log
instructions (i.e., their static text and severity level) from open-source systems.
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5. Recurrence: Following previous studies [102, 119], for software systems, particu-
larly online and large-scale ones, the anomalies are characterized by the recurrent
property. It means that the same anomaly can occur more than one time. Sev-
eral reasons are suggested for the validity of this assumption, including a) when
a service fails, a common practice is to restore the service availability, typically
by identifying a workaround solution (such as restarting a server). Given this, it
is expected that similar log patterns leading to the observed issue will re-occur
before the root cause is fixed; b) Online services are usually modular with diverse
components running in different computing environments. Therefore, an issue oc-
curring in one environment may repeat itself in other environments as well; c) Due
to weaknesses in hardware and software, similar events (e.g., machine down, switch
failure, or network disconnection [102, 119]) occasionally occur. They can lead to
similar repetitive patterns in logs. Since the recurrent anomalies are previously
addressed, there can be a lot of redundant effort in diagnosing them. Thereby,
the recurrence assumption enables reusing past information to speed up the overall
anomaly resolution. Notably, this assumption implies that generalization besides
the set of already seen problems is not possible, thereby, limiting the generalization
requirement to novel anomaly classes. Furthermore, labels from a domain expert
for the anomaly types are also assumed. As such the automatic classification of
anomalies is enabled.

4.2 Conceptual Overview

To address the challenges, in this thesis, we propose intelligent data-driven methods and
ideas that support log-related activities during system development and operation. The
proposed methods support the whole logging cycle during system log instrumentation and
the analysis of the generated logs. They are basic components of a broader platform,
referred to as an AIOps platform. Figure 4.1 gives an overview of a reference architecture
based on the target system under development and operation. The term system under
development and operation refers to an individual component of a larger system, or in
certain scenarios, the whole system itself that is subject to analysis. In the following
text, we give an overview of the presented methods and ideas, and their integration into
the AIOps platform.

Since the presented methods and ideas support the two phases of the system life-cycle,
there exist two main modules, i.e., 1) automatic log code improvement, and 2) log anal-
ysis modules. The contributions from the automatic log code improvement module are
contained within the component log instruction quality evaluation. This component im-
plements methods to evaluate the logging code composition quality. It analyzes the
source code, extracts the log instructions, evaluates their quality and reports them to
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Figure 4.1: Overview of the thesis contributions within the overall AIOps
framework on log data.

other components of the module. The other components act upon the suggestions to im-
prove the logging code. In the AIOps platform, the automatic improvement components
require additional decision-making processes on logging improvement and are outside the
scope of the thesis.1

The log analysis module receives the generated logs from the running system. The main
goal of the log analysis module is to correctly detect anomalies, potentially identify
their class and report them. Therefore, it proposes novel methods for log processing
(parsing) and anomaly detection. The greatest strength of the proposed methods is the
improvement of the log representation by learning features suitable for anomaly detection
with deep learning methods. As the anomalies reflect in different log properties, the log
analysis is split into two components performing 2.1) single log line and 2.2) sequential
log analysis. The two components follow a sequential chain of first detecting and then
identifying the class of the anomaly. The reported output is given to external components
of this module. These components involve an additional decision-making process to
decide on the most suitable action for eliminating the anomaly and are outside the scope
of the thesis. Although the two modules are parts of the AIOps platform, their output

1Dashed lines illustrate the components that are outside the scope of the contributions, however, they
are important to describe the concepts and define the boundaries of the contributions.
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can be reported directly to the operators. Note that although debuggers are a primary
source for error reporting during development, the log analysis methods may be used by
developers during debugging. We discuss the two main modules in greater detail in the
remainder of this section.

4.2.1 Automatic Log Instruction Code Improvement

Log Instruction Code Quality Evaluation

Part of the development of a software system includes writing log instructions in the
source code. The log instruction quality assessment submodule analyses the source code
of the system to evaluate the log instruction quality. From the perspective of logging,
we can separate the code instructions into functional (non-logging) and logging instruc-
tions. The functional code implements the functions the system/component is serving.
Once developers choose the logging approach and logging utility, they instrument the
source code with logging instructions, most often in an afterthought process [23]. The
examination of the log instructions, therefore, requires access to the system’s source code.

Once the logging instructions are written in the source code, their quality can be evalu-
ated. Specifically, under the term log quality evaluation, we understand the correctness of
the logging properties (e.g., correct log level concerning the static text, sufficiently rich
static text and similar) compared to software systems with assumed sufficient-quality
logging properties. There are two central questions with respect to this. The first ques-
tion refers to which software systems are assumed to have sufficient logging quality. We
address this question by referring to the assumption of the existence of open source code
of systems with sufficient quality logging properties. The second question attempts to
answer which quality properties can be automatically evaluated, given the different real-
world complexities, i.e., the challenges of different programming languages, heterogeneity
of software events, and unknown empirically testable properties. To address the second
question, we conduct an empirical study to identify empirically testable properties.

Figure 4.2 depicts a detailed overview of the log instruction quality submodule. As
input, it receives source code snippets (set of instructions) with logging instructions. It
consists of four components, i.e., 1) quality knowledge base, 2) log instructions extraction
and preprocessing component, 3) quality evaluation, and 4) quality reporting component.
The quality knowledge base is composed of code snippets with logging instructions from
systems with sufficient quality logging. It is used to create the training data for quality
properties evaluation of the system under development and operation. The log instruction
extraction and preprocessing component extracts the log instructions from the source files
of the system under development and operation and proceeds it as input to the quality
evaluation component. The quality evaluation component consists of a set of individual
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Figure 4.2: Log instructions quality evaluation component.

subcomponents, each of which evaluates a single quality feataure. The evaluation results
from the quality component proceed to the quality reporting component. The quality
reporting component reports the output results to external entities for improvement. An
example of an external entity is an autonomous tool of the AIOps platform that decides
on the suggestions (e.g., replacing the wrong log level with the log level given by the
model, enriching the static text, and similar).

Without loss of generality, we can formally define the log instruction quality evaluation as
follows. LetDq = {Dq1, Dq2, . . . , Dqj , . . . Dqrq} is a set of rq snippets from the source code
of software systems with assumed sufficiently good logging quality having one and only
one log instruction, Nq denotes the set of empirically testable properties expressed with a
categorical data type (Ci) with |Ci| categories each, and Fq = {fqi|fqi : Dq 7→ Ci, i ∈ Nq}
is a set of empirically quality testable properties, such that Dqj is a structured string
defined by the syntax of the programming language Pq it originates from, and fqi is a
function of the quality feature i. The quality vector of a novel code snippet Dqnew from a
target system is then given as Q̂q(Dqnew) = (I(C1, Ĉ1), . . . , I(Ci, Ĉi), . . . I(C|Nq |, Ĉ|Nq

|),
where I is an indicator function having value 1 when Ci = Ĉi, and 0 otherwise. The Ci

denotes the observed manifestation of the quality in the codding snippet Dqnew, while
Ĉi its prediction obtained when the elements of the set Fq are applied on Dqnew.

The key benefit of automatic log instruction quality evaluation is that by detecting in-
consistencies within the logging instructions (e.g., writing static text with a minimal
linguistic structure to preserve comprehensiveness) and resolving them during develop-
ment, the downstream tasks can be improved. For example, a frequent practice when
debugging/detecting anomalies is to search for log levels with the value "error" [102].
If the log level is lower (e.g., "info"), the time for locating the failure may increase if
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the above strategy is adopted for failure resolution. By including an independent auto-
matic evaluation step, the chances that such inconsistencies are present in the generated
logs can be minimized. Therefore, the automatic control for quality indirectly aids the
subsequent steps of log analysis.

4.2.2 Log Analysis: Log-based Anomaly Detection and Classification

Once the system is instrumented and it is running, logs are generated. The users interact
with the system with different rates conditioned on the working hours, service types and
similar, defining system working frequencies. The generated logs are collected and passed
for analysis. We assume that the logs are aggregated on the component level. Further-
more, we assume that the collected logs have at least two attributes, i.e., timestamp and
event description (the log message). These are realistic expectations as most of the log
collection procedures consider this information as important and retrieve it. Some of the
proposed methods (i.e., the semantic anomaly detection method) within this thesis can
work with just the log message but others require at least the information on time. In
addition, logs can have external identifiers (e.g., taskIDs, Process Identifiers (PIDs)) that
can be used, e.g., for constructing log sequences. Note that we implicitly assume that
each log is a function of time, as the event must have happened at one point in time.

The collected logs are given as input to the log analysis module. The log analysis module
is composed of three components. These are: 1) single log line analysis, 2) sequential log
analysis and 3) log analysis reporting. Since the anomalies can be reflected in individ-
ual logs (including log parameters) or log sequences (the challenge of diverse anomaly
manifestation in logs), we split the log analysis into two components, i.e., single line
and sequential log analysis. The collected logs first are proceeded to the single log line
analysis module and are parsed such that the static text and parameters are extracted.
Log parsing should be performed with as little information loss as possible as the parsing
errors compound, and affect the remaining tasks. As parsing is performed on a single log
event it is part of the single log analysis module. Despite the log parsing, the remain-
ing part of the single and sequential log analysis components are conceptually equivalent.
Within both, there are two subcomponents a) anomaly detection and b) anomaly classifi-
cation. The single line subcomponents exploit the single log line property. The sequential
subcomponents exploit the co-occurrence of the events, i.e., the sequential (contextual)
log property. By referring to the assumption of anomaly detectability we assume that
the anomalies that are within the scope of the detectable anomalies can be detected. As
the software logs are generated in large volumes and the system most of the time oper-
ates normally (as seen by the failure study in Appendix A) we consider the normality
assumption as valid. Once the anomalies are detected, independent of the sequential or
single log analysis component, they proceed towards the classification subcomponents for
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the two properties separately. The classification subcomponents use past information to
classify the type of detected anomalies. Notably, we refer to the recurrence assumption
when anomaly classification is performed for both the single and sequential log analysis.
The logs classification as a precondition requires knowledge about the unique properties
of the detected anomalies, i.e., their classes. Due to the labeling challenge, the classifica-
tion cannot be performed on each of the detected anomalies because it requires external
information about the anomaly classes. The results from the anomaly detection and
classification proceed towards the log analysis reporting component. From there, they
are presented towards other modules for automatic remediation of the anomaly or to the
entities performing the system operation/development. The log analysis methods aim
to address the challenges during system operation (i.e., software evolution, complex data
type representation, low detection performance) by considering different approaches for
improving the representation of the logs. Another important aspect during the devel-
opment of methods is associated with the labeling challenge. Owning to the expense of
obtaining labels, we opt for the unsupervised design of the anomaly detectors. In the
following, we discuss the components in more detail.

Single Log Line Analysis

Log Parsing; Since each system has a finite number of logging instructions, there is a
finite number of possible log events in the generated logs. The parsing aims to extract
the set of events from the log instructions. One important aspect of a good log parser is
that it should produce robust performance over a diverse set of software systems (e.g.,
from mobile applications up to cloud systems). Literature reports suggest that incorrect
parsing can drop the performance for anomaly detection up to 60% [91] (i.e., the challenge
of low performance of related methods). Thereby, the correctness of parsing affects the
remaining log analysis tasks stemming from it. To address the problem, we propose a
novel log parsing method. The raw logs are given as input to the log parsing. As output,
the log parsing proceeds with the raw logs, augmented with two columns for the event’s
template and parameter list.

Formally the problem of log parsing is defined as follows. Let Lp = {l1, l2 . . . li . . . ln} be
a set of n time-ordered logs from the computer system under development and operation,
and Tp = {(sp1, pp1), . . . (spj , ppj) . . . , (spt, ppt)} = Sp × Pp is the set of log instructions
in the source code, such that li is a generated log message, spj is a correct static text of
the j-th log instruction, ppj is the parameter set associated with the log instruction with
index j, Sp and Pp are the sets of static texts and parameters. The goal of log parsing
is finding fp : Lp 7→ Sp. The elements of the set Sp are sequences of characters. The
elements of Pp are lists of variables, where the variables can have different data types
(e.g., strings, floats, or other objects (considered as strings)).
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The parsed logs proceed as inputs for the parametric anomaly detection and the se-
quential log analysis and reporting components. The proposed log parsing method is
discussed jointly within the single log analysis part. We discuss the remaining log anal-
ysis components in the following text.

Anomaly Detection and Classification; To detect anomalies during system develop-
ment and operation, single log lines are often used [102]. For example, developers/oper-
ators search the logs with different keywords like "failure", "error", "unable", "dropped"
and similar. Therefore, analyzing single logs is useful for system operational activities.
Figure 4.3 depicts the single line component for log analysis. Despite the log parsing,
there are two parts, i.e., 1) single log line anomaly detection and 2) single log line anomaly
classification. Individual logs expose two categories of information, i.e., semantics and
parameter values. Accordingly, the single log detection consists of two subcomponents
a) semantic anomaly detection and b) performance/parameter anomaly detection. The
anomaly detectors receive the raw logs and the extracted events and parameters as input.
Notably, the semantic anomaly detector presented herein with suitable preprocessing of
the logs can be applied to the raw log messages eliminating the potential inaccuracies
from log parsing. The performance anomaly detector compares the events generated
from single log instruction through time. Any significant deviations in the parameters
are reported as performance anomalies. To train single line anomaly detection models,
we refer to the normality assumption, i.e., we assume that there exist representative
normal data from the system. Furthermore, the proposed semantic model refers to the
assumption of the availability of the open-source severity level data. Since the severity
level data describes diverse normal and anomalous events from many different systems, it
encodes discriminative properties between the normal and anomalous event types. The
proposed method combines the system and the open-source data to learn good features
for the semantic anomaly detection model.

Performance
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Anomaly Detection

Semantic Log
Anomaly Type 
Classification

Single Line Anomaly Detection
Timestamp, Log Message, Log Template, Parameter List
00:00:01, Network interface up, Network interface up, []
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…
00:12:01, Connection failed!, Connection failed!, [] 
…
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Figure 4.3: Single log line analysis module overview.

Once the semantic anomaly is detected in the log, it proceeds to the anomaly classifica-
tion subcomponent. The anomaly classification sub-component assumes the existence of
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a knowledge base which stores prior observed log events with their class label. There-
fore, the detected anomaly can be classified. Note that the anomaly detectors can detect
anomalies that the classification components cannot classify (recall that the recurrence
assumption is valid just for the classification sub-component). The classification of per-
formance anomalies is redundant as the parameters directly identify the anomaly class
type. In case no class is identified, the log message is assigned to an unknown class. In the
following, we formalize the semantic and performance anomaly detection. Afterwards,
we define the task of single log line classification as well.

Semantic Anomaly Detection (semAD); Let L = {l1, l2 . . . li . . . ln} be a set of n
time-ordered logs from the system under development and operation, and there exist a
function p+sem(.) denoting the normality score of the individual log lines of the system
p+sem(ϕsem(li)) : Rd 7→ R, where ϕsem : L 7→ Rd is the representation function of the log
li into d-dimensional numerical vector space. The task of single line anomaly detection
is defined as finding the set Asem = {li|a1 > p+sem(ϕsem(li))||p+sem(ϕsem(li)) > a2, li ∈ L},
where a1, a2 are constants such that a1 < a2, and a1, a2 ∈ R+.

Performance Anomaly Detection (perAD); Let L = {l1, l2 . . . lr . . . ln} be a
set of n time-ordered logs from the system under development and operation, E =

{e1, . . . ei . . . ev} is the set of v possible events, such that lr(tj) = (ei, pik(tj)), where ei is
the static text of the event, while pik(tj) is the k-th parameter for the event ei at time tj .
Let there exist set of function P+ = {p+ik(pik(tj); ei)|p

+
ik(pik(tj); ei) : Pik 7→ R, ei ∈ E},

where p+ik(pik(tj); ei) denotes the normality score of the k-th parameter of the event ei,
and Pik is the set of allowed values for the parameter pik. The goal of performance
anomaly detection is finding the logs li with deviating parameter values, i.e., Aper =

{lr|aik1 > p+ik(pik(tj); ei)||p
+
ik(pik(tj); ei) > aik2, lr = (ei, pik(tj)), p

+
ik ∈ P+, lr ∈ L}. The

thresholds aik1, aik2 are calculated for each parameter pik separately and aik1 < aik2,
aik1, aik2 ∈ R+. Notably, in the definition, each event ei is associated with at most
k-parameters.

Semantic Anomaly Type Classification (semATC); Given a set of detected single
line anomalies Asem and the set of anomaly types classes Tsem = {t1, t2 . . . tw}, where
w denotes the number of unique anomaly type classes, the task of single anomaly type
classification is finding a function fsem(ϕsem(li)) : Asem 7→ Tsem.

The detected anomalies and their classes proceed toward the logging analysis report.
They augment the input data with three columns. The first column indicates the pres-
ence of a semantic anomaly for the corresponding event. The second column has a
JSON structure with keys being the event parameters and their values information for
performance anomaly. The third column shows the class of the semantic anomaly.
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Sequential Log Analysis

While single log line analysis is useful for detecting and classifying anomalies, it is not
sufficient for comprehensive log analysis. Recognizing that anomalies reflect differently in
the log data (i.e., the challenge of diverse anomaly manifestation in logs) and that there
is insufficient logging failure coverage, it is clear that not all events denoting anomalies
are written in the source code. Correspondingly, some anomalies cannot be detected in
a single log line. Nevertheless, a set of anomalies in these cases can still be detected,
e.g., by comparing the events’ cooccurrence (the assumption of anomaly detectability) in
form of sequences or counts. One challenge in this context is related to how to represent
the complex sequences, in the circumstances of parsing inaccuracies, dropping or delaying
event reporting. These circumstances cause diverse normal sequences, which are referred
to as unstable sequences [180].

The sequential log analysis component works in parallel with the single line component.
Figure 4.4 illustrates the inner structure of the sequential log analysis component. It
has three subcomponents, 1) sequence creation, 2) sequential anomaly detection and 3)
sequential anomaly classification. As input, it receives the parsed log events and the
other meta information for the events (e.g., timestamps). They are given as input to
the sequence creation subcomponent. If the log identifiers are available, they are used to
create the log sequences (e.g., task identifiers (taskIDs)). In the cases where no identi-
fiers are available, the sequences are created based on predefined time windows. A time
window is defined as a hyperparameter of the sequential component (e.g., 60 seconds).
It groups all the logs within the specific window to create sequences. Similar approaches
for log sequence creation are existent in related works [91, 154]. The sequences are given
as input to the sequential anomaly detector and anomaly classification subcomponents.
The anomaly detector implements a method that improves the representation of the
log sequences by representing them as a sequence of event groups. By improving the
representation, the detection and classification performance can also be improved. The
detected anomalies proceed toward the sequential classification subcomponent. The lat-
ter is related to a knowledge base of past sequential anomalies. As output, it provides a
class label for the detected sequential anomaly and its class. These two proceed towards
the log analysis reporting component.

In the following, we formally define the two tasks addressed by the sequential log analysis
component.

Sequential Anomaly Detection (seqAD); Let L = {l1, l2 . . . li . . . ln} be a set of n
time-ordered logs from the system under development and operation, and there exist an
index set J ∈ N capturing dependency relation between the logs, i.e., sj = (lji ∈ L|j ∈ J),
where lji denotes individual log of the sequence sj . Further, we assume that there exist
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Figure 4.4: Sequential log analysis module overview.

a function p+seq(.) denoting the normality score of the sequence p+seq(ϕ(sj)) : Rd 7→ R,
where ϕseq(.) : S 7→ Rd is the representation function of sequence sj into d-dimensional
numerical vector space, and S is the available sequence set. The task of sequential
anomaly detection is defined as finding the set Aseq = {sj ∈ S|a1 > p+seq(sj)||p+seq(sj) >
a2, j ∈ J}, where a1, a2 are constants such that a1 < a2 and a1, a2 ∈ R+. Although the
individual logs li in the sequence sj can describe normal events, the overall sequence can
be anomalous. The index set J in the context of logs can represent task ID or workload
ID. It can be given apriori or reconstructed by an additional sequence creation procedure.

Sequential Anomaly Type Classification (seqATC); Given a set of detected
anomalous sequences Aseq and the set of anomaly types identifiers Tseq = {t1, t2 . . . tw},
where w denotes the number of unique anomaly type identifiers, the task of sequential
anomaly type classification is finding a function fseq(ϕseq(si)) : Aseq 7→ Tseq.

Notably, the single log line and sequential analysis components have different working
frequencies. The sequential method has a minimal working frequency defined on the task
identifier or the defined time window. In contrast, the single log line can report results
after each input log.

Log Analysis Reporting

The log analysis reporting component serves as a connector of the log analysis toward
the modules of the AIOps platform. Figure 4.5 shows how the input logs are transformed
by the log analysis module and proceeded as output from the log reporting component.
The log reporting component receives the information for the detected anomalies/alarms
(both single line and sequential) and potentially their classes. Also, the corresponding
anomalous time intervals are reported. In the context of the AIOps system, the report
proceeds toward the root cause analysis, remediation and recovery components to realize
the fully autonomous system operation. These components are outside of the scope of the
thesis and are not discussed further. In addition, the reported information can proceed
to the operators or the end-user for further analysis or to enrich the knowledge base.
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Timestamp Log Message

00:00:01 Network interface up

00:00:05 VM created 8 seconds

…

00:12:01 Connection failed

…

01:12:51 VM created 8 seconds

01:42:01 VM created 16 seconds

…

(a) Collected logs.

Timestamp Log Message Log Template
Parameter

List
Semantic 
Anomaly

Semantic
Anomaly Class

Performance 
Anomaly

00:00:01 Network interface up Network interface up
[]

0 0 {}

00:00:05 VM created 8 seconds VM created <*> seconds
[8]

0 0 {“param1”: 0}

…

00:12:01 Connection failed Connection failed [] 1
Connection 

Failure
{}

…

01:12:51 VM created 8 seconds VM created <*> seconds [8] 0 0
{“param1”: 0}

01:42:01 VM created 16 seconds VM created <*> seconds [16] 0 0 {“param1”: 1}

…

Sequential Anomaly Summary:
Anomaly Detection:  Sequential anomaly was observed in the period, 00:12:00– 00:13:00, Time Window: # 12
Anomaly Type Class: Network Failure

(b) Output from the log reporting component (log analysis module).

Figure 4.5: Illustrative example of the log analysis reporting component.

In the following three chapters, we delineate the specifics of each of the introduced
methods. We first discuss the contributions to system development, and afterwards, the
contributions to system operation.
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Developers are adopting diverse logging utilities and specify guidance on the quality
requirements when writing log instructions [19]. The quality requirements define dif-
ferent properties of log instructions quality, such as 1) assignment of correct log levels,
2) writing static text with sufficient information (i.e., sufficient linguistic properties),
3) appropriate log instruction formats, and 4) correct log instruction placement within
the source code [23]. The quality guidelines enable writing log instructions with good
quality [19]. However, as discussed in Chapter 3, the studies on industrial [19] and open-
source software systems [23] suggest that developers make recurrent log-related commits
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during development. This implies that writing quality log instructions is often followed
by additional improvements even with given quality guidelines [24].

LOG.info(“Cannot access storage directory {}.” + rootPath); 

Reported Log Instruction

LOG.error(“Cannot access storage directory {}.” + rootPath); 

Fixed Log Instruction

(a) Jira issue HDFS-4048: Example of wrong
log level assignment and its fix.

LOG.info(“EventThread shut down.”); 

Reported Log Instruction

LOG.info(“EventThread shut down for sessionID: {}.”+getSId()); 

Fixed Log Instruction

(b) Jira issue ZOOKEEPER-2126: Insufficient in-
formation hurts event understanding.

Figure 5.1: Examples of issues related to log instructions quality.

In modern system development, the decisions about the log instructions are most com-
monly human-centric, which sometimes can result in log instructions with insufficient
quality (e.g., wrong log level assignment or insufficient linguistic structure) [1, 94]. For
example, in the Jira issue HDFS-40481 (depicted in Figure 5.1a), the wrong log level of
the instruction LOG.info("Cannot access storage directory " + rootPath); resulted in a
long time for localization of the failure. The developer used the log levels "error" and
"warning" for log-based failure localization, but the event initially was logged on log
level "info", not "error". Similarly, in the Jira issue ZOOKEEPER-21262 (depicted in
Figure 5.1b), the log instruction has insufficient information about which EventThread
is terminated. As reported by the developers in the aforenamed issue, it becomes confus-
ing when a new EventThread is created before terminating the previous one. The lack
of a session identifier was pointed to as the main concern. The problem is resolved by
adding additional words in the static text to give minimal information about the event
which can be understood/comprehended by the developers. Notably, in linguistic terms,
this means enriching the linguistic structure of the static text. The aforenamed issues
are not isolated events. Previous works on logging practices [23, 94] suggest that it is
surprisingly common for the log levels to be over/under-estimated or the logs to have
missing or excessive information. Although the human-centric approach in log quality
assessment is the golden standard, the existing issues imply the need for an automatic
approach to access the quality of the logging code.

The automation of log instruction quality is challenged by the heterogeneity of software
events, unknown empirically testable properties, and the different programming languages.
To address the challenges we assume the existence of open source code of systems with suf-
ficient quality properties as a minimal prerequisite for automation. This chapter presents
the contributions towards aiding the development of software systems in improving their

1https://issues.apache.org/jira/browse/HDFS-4048
2https://issues.apache.org/jira/browse/ZOOKEEPER-2126

https://issues.apache.org/jira/browse/HDFS-4048
https://issues.apache.org/jira/browse/ZOOKEEPER-2126
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logging code composition as follows3:

1. We observe that some of the properties (i.e., log level assignment and linguistic
evaluation) depend on and can be assessed from the content of log instructions.
Therefore, they can be evaluated irrespective of the structure of the source code
and the remaining logging code properties. To verify our observation, we study
the log instructions from nine open-source systems, with assumed good logging
practices (similar to [23, 100, 154]) that form an initial quality knowledge base.

2. We formalize the problem of assessing the log instruction quality.
3. By leveraging our observations and the textual nature of the log instructions, we

propose a deep learning method for model-driven log quality assessment as an
intelligent tool to aid the writing of log instructions.

4. We adopt an approach from explainable machine learning to provide augmented
feedback for possible places for log instructions quality improvement.

5. The experimental results conducted on logging instructions from open-source sys-
tems with varying quality demonstrate the usability of the proposed approach.

The remainder of this chapter describes our approach toward automating the logging code
quality assessment. Section 5.1 describes the system-agnostic testable log instructions
quality properties. Section 5.2 introduces QuLog as a method for automatically assessing
log instructions quality. Section 5.3 provides the evaluation of the individual parts of the
proposed method. Section 5.4 summarizes the chapter.

5.1 Logging Code Composition Quality Properties

To assess the quality of the log instructions, we examined literature studies on logging
practices [23, 26, 181]. We identified two views on logging code quality: explicit (or
system development), and implicit (or system operation). The explicit view is related
to (a.1) correct log level assignment, (a.2) comprehensive content of the static text and
parameters, (a.3) correct instruction placement and (a.4) supporting logging code place-
ment [64]. The implicit view is related to the system operation expectations for the
quality of the logs. For the implicit view, there are four properties, given as follows:
(b.1) trustworthiness - refers to the valid meta information of the log (e.g., correct log
level), (b.2) the semantics of the log - relates the word choice in the verbose event expres-
sion, (b.3) completeness - reflects the co-occurring of logs to describe an event, and (b.4)
safeness - refers to the log content being compliant with user safety requirements [1].

Some of the aforenamed properties (i.e., relevant variable selection, log instructions place-
ment, safeness, and completeness) depend on the different programming languages, design
patterns, and other source code structures [1, 100]. These properties are challenging to

3Parts of this chapter are published in [9].
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assess across different systems and programming languages because of the heterogeneity
of software systems and the ways programming languages organize the source code, i.e.,
their syntax. For example, safeness requires reasoning across a complex chain of method
invocations. In the issue CVE-2021-442284 the bug allows execution of any Java method
through the log instruction from an LDAP server decreasing the safeness. Identifying
safeness in this example requires a deep understanding of potential method invocation
chains, which do not even require the method’s presence within the source code. The
latter is against our effort in automatic log quality assessment. However, by considering
various studies on logging practices [23, 24, 26] and Jira issues, we observe that some
of the properties (i.e., correct log level assignment and linguistic evaluation) depend on
and can be assessed just from the content of log instructions. Therefore, they can be
evaluated independently to the structure of the source code and the remaining logging
code. To examine the observation, we conducted an empirical study of the logging in-
structions from nine open-source systems (considered in Li et al. [100]), with presumably
good logging practices (similarly assumptions exist in related works [64, 100]). Table 5.1
enlists the properties of the studied systems. These systems form the initial (quality)
knowledge base.

Table 5.1: Overview of the studied systems for log quality assessment.
These systems form the initial quality knowledge base.

Software System Version LOC NOL
Cassandra 3.11.4 432K 1.3K
Elasticsearch 7.4.0 1.50M 2.5K
Flink 1.8.2 177K 2.5K
HBase 2.2.1 1.26M 5.5K
JMeter 5.3.0 143K 1.9K
Kafka 2.3.0 267K 1.5K
Karaf 4.2.9 133K 0.7K
Wicket 8.6.1 216K 0.4K
Zookeeper 3.5.6 97K 1.2K

Note: LOC and NOL stand for the number of code and log lines accordingly.

5.1.1 Log Level Assessment

In the conducted study, we observed that the static text of the log instructions may
have relevant features for log level assessment. Intuitively, when describing an event
with the "error" log level, the static text commonly contains words like "error", "failure",

4https://nvd.nist.gov/vuln/detail/CVE-2021-44228

https://nvd.nist.gov/vuln/detail/CVE-2021-44228
https://nvd.nist.gov/vuln/detail/CVE-2021-44228
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"unexpected exit", and similar. Whenever these words occur within the static text, it
is more likely that the level is "error" than "info". Similar to Hassani et al. [64], we
considered an approach from information theory that defines the amount of uncertainty
of information in a message [37] to investigate the relation between the static text and
the log levels. We extend the experiments to nine systems, as opposed to the two studied
in the corresponding study. We analyze the relation of word groups (n-grams, n =

{3, 4, 5}) from the static text in relation to the log level. N-grams are simple, yet effective
representations for texts that can successfully model relationships between words based
on their co-occurrence [158]. For all the n-gram groups, we try to identify the log level
using n-grams from the given static text of the log instructions. At first, given an n-gram,
there is high uncertainty for the assigned log level. As we receive more information about
the n-gram, we update our belief for its commonly assigned log level, reducing the entropy
(uncertainty) associated with the n-gram. To measure the uncertainty, we used Shanon’s
entropy [63]. This approach enables to study of the uniqueness of the n-grams in relation
to the different log levels. We calculated the log level entropy for each n-gram from all
the log instructions of the nine software systems and reported the key statistics for the
distribution. For example, the n-gram "Machine failure" may appear 100 times, from
which 99 times is associated with "error", and once with "info". By calculating the
entropy we obtain a low number (0.05), which reflects low uncertainty about the n-gram
word association with a level other than "error". To limit the influence of the rear n-
grams, similar to He et al. [68], we further analysed the n-grams that appear at least
three times.

Table 5.2: Empirical study: Log level assignment.

Min 1st Qu. Median 3rd Qu. Max
Average Entropy 0.00 0.00 0.00 0.56 0.91

Table 5.2 summarizes the n-grams entropy distribution. It is seen that the majority of
the static texts of the log instructions have low entropy with respect to the log levels.
Specifically, more than 50% (the median) of the population of static text n-grams have
zero entropy. The zero entropy means that most of the n-grams are associated with a
single log level. By using the static text as input, one can distinguish among the different
log levels across the different systems. Thereby, the static text has relevant features useful
to discriminate the log levels across the studied systems.

5.1.2 Linguistic Quality Assessment

A quality log instruction should describe the event concisely and verbosely [23]. From
a general language perspective, complete and concise short texts should have a minimal
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linguistic structure (e.g., usage of nouns, verbs, prepositions, adjectives) [46]. Under the
term log linguistic structure, we understand the representation of the static text by gen-
eral linguistic properties such as linguistic concepts (e.g., verbs, nouns, adjectives etc.).
For example, in the log instruction from the Jira issue ZOOKEEPER-2126 (depicted
in Figure 5.1b), the static text "EventThread shut down." linguistically is composed of
"noun verb particle". Since the general English language and language used in log in-
structions share similar properties, we point out that an informative event description
may also have a minimal linguistic structure. The following example explains our in-
tuition. In the aforenamed Jira issue (Zookeeper-2126), developers reported that the
event information is insufficient. This issue is resolved by static text augmentation with
additional linguistic properties, i.e., "EventThread shut down for session: {}", linguisti-
cally composed of "noun verb particle preposition noun: -LRB- -RRB-" (where "-LRB-
-RRB-" denote brackets). Linguistically speaking, static text with insufficient linguistic
structure is transformed into static text with sufficient structure, improving the event
description and potentially its comprehensibility.

To examine the extent of validity of our observation, we perform the following experiment.
For the static text of each log instruction, we first extract their linguistic structure. To do
so, we use part-of-speech (POS) tagging – a learning task from NLP. It allows extraction
of the linguistic structure of the static text by linking the words to linguistic concepts
from an ontology of the English language (OntoNote5 [145]). We use the pretrained
POS tagging model introduced in Honnibal et al [75] because it has high performance
on the POS tagging task (>97% accuracy score). It is also part of a popular language
modeling library Spacy [75]. Second, we group the extracted linguistic structures such
that the static texts with the same linguistic group are placed together. Afterwards,
the linguistic groups of the raw static text are evaluated by two experienced developers
answering the question: "Does the static text from the examined linguistic group contain
minimal information required to comprehend the described event?". This question hints
at our intuition that the quality and self-sustained static text has a minimal linguistic
structure aligned with expert intuition for a comprehensible event description.

Table 5.3: Empirical study: Linguistic quality assessment.

Linguistic Group
Total Log

Instructions
Static Text
(Example)

VERB NOUN 106 serialized regioninfo
VERB 67 deleted

VERB PUNCT 49 interrupted *
NOUN 47 return

NOUN NOUN 41 updating header
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Table 5.3 gives the top-5 frequent linguistic groups alongside representative examples. In
total, we found more than 5K linguistic groups from the studied systems. As the number
of obtained linguistic groups is high, to make the analysis feasible we subsampled the
groups, following similar practices on studies on logging code properties [100]. Specif-
ically, we randomly sample 361 groups based on a 95% confidence interval and a 5%
confidence level [168]. These values are commonly used to make the large input feasible
for manual analysis [100]. Two human experts examined the samples and identified 24
linguistic groups with insufficient linguistic structure. The agreement between the two
experts assessed by Cohen’s Kappa score is sustainable (>0.7) [156]. The high score val-
ues show mutual agreement between the experienced developers concerning the relation
between comprehensible event information within the static text and its linguistic struc-
ture. Therefore, the linguistic structure of the static text can be useful in representing a
minimal informative description of the log instruction.

Due to the identified relationships between the static text and log level and sufficient
linguistic structure on one side, and the dependence of the other quality properties on
the remaining parts of the source code on the other side, we consider the log quality
assessment in the narrower sense, expressed of the former two quality properties.

5.2 QuLog: Automatic Method for Logging Code Compo-
sition Quality Assessment

Inspired by our findings in the empirical study, we propose an approach for automatic
system-agnostic log instruction quality assessment. We formulate the problem in the
scope of 1) evaluating the correct log level assignment and 2) evaluating the sufficient
linguistic structure of the log instructions. Given the static text of the log instruction, we
apply a deep learning method to learn static text properties concerning the correct log
level and sufficient linguistic structure. Although other design choices for the methods are
possible (e.g., n-gram [158]), we considered deep learning methods, as they are demon-
strated to exploit the rich textual dependencies effectively, achieving high-performance
results across different tasks involving text [17]. By training the models on systems with
high quality logging properties, the models learn information for the log level and suffi-
cient linguistic structure qualities. Comparing the predicted log levels and the log levels
assigned by developers allows a statement on the log level quality: the less deviation,
the better the quality. Similarly, the sufficient linguistic structure incorporates proper-
ties of comprehensible log instructions, and its predictions directly are used to assess
linguistic quality. Following our formal definition of the problem of automatic log qual-
ity in Chapter 4, the number of quality properties is Nq = 2. The log level assessment
has |C1| = 5 classes ("debug", "trace", "info", "warning", "error"), while the sufficient
linguistic structure has |C2| = 2 classes ("sufficient" and "insufficient").



Source Code: 
174: if condition==False:
175:    log.error(“connection refused %f !”, time)

Target Software Code Repository

(“connection refused”,
error,
“noun, verb”)

log.error(“connection refused %f !”, time)

Log Instruction Preprocessing
Log Instruction Extractor:

Preparation:

1: [LMT]
2: connection
3: refused

Tokenization

1: [LMT]
2: noun
3: verb

𝑥1:[0.29, … , 0.61]

𝑥2:[0.01, … , 0.32]

𝑥3:[0.31, … , 0.69]

Deep-Learning Framework

Embedding 
Layer:

Linguistic Structure 
Assessment Self-attention NN

Tokenization
Multi-head 

Self-attention NN:

{"𝑖𝑛𝑓𝑜", "𝑤𝑎𝑟𝑛𝑖𝑛𝑔", "𝑒𝑟𝑟𝑜𝑟"}Output Layer:

{"𝑠𝑢𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡", "𝑖𝑛𝑠𝑢𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡"}

𝑥1:[0.19, … , 0.72]

𝑥2:[0.31, … , 0.24]

𝑥3:[0.41, … , 0.89]

Log Level Assignment
Self-attention NN

Embedding 
Layer:

Multi-head 
Self-attention NN:

Output Layer:

Prediction Explainer

𝑡3

Aggregation 
Functions

𝑡2

SHAP
Shapley values for 
individual vectors

2: connection 𝑥2
3: refused 𝑥3

favorable for info 
non-favorable for info

Token Importance Scores

Learned Embeddings

74 Chapter 5. Automatic Logging Code Composition Quality Assessment

Figure 5.2: Internal architectural design of QuLog.

Figure 5.2 illustrates the overview of the approach, named QuLog. Logically, it is com-
posed of (1) log instruction preprocessing, (2) deep learning framework and (3) prediction
explainer. The role of the log instruction preprocessing is to extract the log instructions
from the input source code files and process them into a suitable learning format for
the deep learning framework. The deep learning framework is composed of two neural
networks (one for each of the two quality properties). The neural networks are trained
separately on the two tasks. As a deep neural network method we choose the encoder of
the Transformer architecture. As Transformer-based architectures are considered state-
of-the-art in many text-related tasks [17], due to their ability to encode the characteristics
of the textual data better, we consider them as most suitable for the problem of log in-
struction quality. After training, the networks learn discriminative features for the log
instructions with different log levels and a sufficient linguistic structure. The prediction
explainer explains a certain prediction. Specifically, given the static text and predicted
log level, it shows how different words contribute to the model prediction.

QuLog has two operational phases: offline and online. During the offline phase, the pa-
rameters of the neural networks and explanation part are learned on representative data
from other software systems. This training procedure allows learning diverse developers
writing styles as it incorporates log instructions from different systems, important for
generalization. The learned models are stored. In the online phase, the source files of
the target software system are given as QuLog’s input. QuLog extracts the log instruc-
tions, the static texts and log levels, proceeding them towards the loaded models. As
output QuLog provides the predictions for the log levels, sufficient linguistic structure,
and prediction explanations as word importance scores. Therefore, QuLog serves as a
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standalone recommendation approach to aid developers in improving the quality of the
log instructions. The developers may reconsider improving the log instructions given
QuLog’s suggestions or reject them. In the following, we delineate the details of QuLog.

5.2.1 Log Instruction Preprocessing

The purpose of the log instruction preprocessing is twofold. First, it extracts the log
instructions from the source files. Second, it parses the log instructions to separate the
static text and the log level. In addition, the static text is processed by the linguistic
features extractor, to obtain its linguistic representation. These operations are performed
by two modules, namely (1) log instructions extractor and (2) log instructions preparation,
described in the following.

Log Instructions Extractor

The extractor module extracts the log instructions from the source code of the software
system. To that end, it iterates over all of the source files in the target software’s source
code and applies regular expressions to find all log instructions. Considering the diversity
of the programming languages, and developers writing styles challenges the extraction
process. The output of the extraction module is a set of log instructions of the input
software system. Although our goal is to help the development process with writing
correct log levels, we consider three levels ("info", "warning", and "error"). Related
work reports that the three log levels are practically useful when different stakeholders
(other than developers) examine logs [23, 100]. For example, operators care more for the
high severity levels (i.e., "info", "warning", "error") [100]. Formally, from the initial five,
we analyze a total of |C1| = 3 classes for the log level.

Log Instructions Preparation

The goal of the preparation module is to prepare the data in a suitable learning format.
As input, it receives the set of log instructions from the extractor. The preparation
module first iterates over the log instructions and separates the static text of the log
instructions from the log level. The diverse programming languages use different names
for the log levels. For example, Log4j (a Java logging library) uses the tag ”warn” for
warning logs, while the default Python logging library uses the tag ”warning”. To that
end, the preparation submodule unifies the levels for all log instructions. To the static
texts of the log instructions, we apply Spacy [75] for preprocessing. We split the words
using space. We preprocess the static text by following text preprocessing techniques,
including removing all ASCII special characters and applying lowercase transformation
of the words [30]. Once processed, we give the static text as input to a pre-trained
POS tagging model from Spacy, as it is reported to achieve high scores on the POS
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tagging task [75]. We extract the POS tag of each word from the static text to create its
linguistic structure. Finally, the output of this module is a set of tuples, where each tuple
is composed of the static text of the instruction, the linguistic structure of the static text
and the log level.

5.2.2 Deep Learning Framework

Overall Architecture

QuLog has two independent neural networks to assess the two quality properties. They
share the same architectural design and are composed of an embedding layer, encoder
network from Transformer architecture [166] and output layer. For a clearer description,
we explain the working principle for the log level assignment. Alongside it, in parenthesis,
we give the mapping for sufficient linguistic structure assessment. Given the preprocessed
static text (linguistic structure) at the input, the embedding layer learns numerical vector
representation of the individual words (linguistic categories), which we referred to as
tokens. The vector embeddings of the tokens are numerical features in a suitable learning
format for the network. We then use the encoder of the Transformer architecture to learn
relationships between the vector embeddings of the input tokens from the embedding
layer and the log levels (sufficient/insufficient linguistic structure). The output from the
encoder layer is a vector embedding of the static text (linguistic structure). After that,
the output layer predicts the level (sufficient linguistic structure) from the output of the
encoder’s layer.

Embedding Layer

The embedding layer receives the preprocessed instructions as input. We first transform
the static text (linguistic structure) from a sequence of words to a sequence of token-
s/indices, as each token receives one embedding vector. Figure 5.2 gives an example of
this transformation. It enables the transition from textual into a numerical format as a
prerequisite to applying neural networks. We further prepend the tokenized static text
(linguistic structure) with a special token we refer to as Log Message Token ([LMT]).
Note that this is an important detail we discuss further when describing the neural net-
works. Since the static texts can be of different lengths, while the neural network requires
fixed-size input, we specify a hyperparameter max_len to unify the lengths. The shorter
static texts (linguistic structures) are appended with a special pad token ([PD]), while
the longer ones are truncated at max_len value. The embedding layer maps the input
tokens into a numerical vector representation, such that each unique token is assigned a
specific vector. In QuLog, these embeddings are learned during training and adjusted to
preserve the log properties (e.g., frequently co-occurring words for a certain log level).
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Neural Network Encoder

We model the dependencies between the tokens and the two quality properties with non-
linear parametric functions represented as neural networks. As a suitable architecture, we
identified the encoder of the Transformer [166] architecture. 5 It provides state-of-the-art
results in many NLP tasks [17]. By pointing to the similarities between the static text
of logs and natural language [68], we further justify our design of choice. The encoder
implements a multi-head self-attention mechanism that exploits higher-order relations
between tokens within the static text. This property captures discriminative features be-
tween the words (linguistic concepts) and the different contexts they appear in, relating
them to the appropriate log levels (sufficient linguistic structures). During training, the
token embedding vectors and the network parameters are updated via backpropagation,
as a common learning algorithm for neural networks [103]. At the output of the encoder,
we provide the vector embedding of the [LMT] token. Due to the architectural design,
the vector of the [LMT] token attends over all the other token vector embeddings dur-
ing training. This allows for summarizing the most relevant information from the input
concerning the log level (sufficient linguistic structure). Therefore, it embeds diverse
contexts preserving the properties of the static text (linguistic structure). The number
of heads in the multi-head self-attention, the number of layers and model size are three
hyperparameters of the network.

Output Layer

The output layer is a three-dimensional linear layer for predicting the log level (two-
dimensional for sufficient linguistic structure). It accepts the [LMT] vector embedding
and applies a linear transformation. Each of the output dimensions corresponds to one
of the log levels (i.e., "info", "warning", "error") or one of the two linguistic structure
qualities (i.e., "sufficient" and "insufficient"). We apply a softmax function at the output
neurons to produce score estimates. Each neuron gives a score estimate for a class (i.e.,
a number between 0-1 indicating class relevance). The scores give insights into the
model’s confidence for the log level (sufficient linguistic structure) prediction. As a class
prediction, we considered the class related to the neuron with the highest score.

5.2.3 Prediction Explainer

The prediction explainer is used to explain the prediction of the models. The main
idea is that by explaining the decisions to the developers, the most relevant tokens that
contribute to the decision can be examined in the potential of misalignments between the
model prediction and the written log level. The prediction explainer uses SHAP [114]

5The details of the architecture are discussed in Chapter 2.



log.info(“connection established!”) log.error(“connection refused!”)

connection: (1.21, 0.41, -0.12, 0.14)
established: (2.12, 2.34, 3.01, 0.12)

Log Instruction:

Shapley Values
(for class info):

connection: (0.21, -0.20, 0.42, 0.56)
refused:       (0.12, 2.30, 3.42, -5.22)

connection 𝑟11= 1.34;      𝑒11 = +
established 𝑟12= 4.36; 𝑒12= +

connection 𝑟21 = 0.76; 
refused 𝑟22 = 6.65;

𝑒21 = +
𝑒22 = −
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Figure 5.3: Prediction explainer working procedure example.

(Shapley additive explanations) – an approach from explainable artificial intelligence,
to provide recommendations for improvement. We selected SHAP as one of the most
widely popular tools for an explanation of a decision of a machine learning model due to
its capability to provide good explanations for a wide range of problems [18].

SHAP - Shapley Additive Explanations ; SHAP calculates feature importance scores (how
relevant is a feature for the prediction) by defining the problem as a coalitional game
between the features [114]. The goal is to find the Shapley values for each feature defined
as the fairest distribution of the "payout" (as importance score) for the prediction. The
larger the value, the more important the feature of the prediction. The signs of the
Shapley values show the feature’s favorableness (or lack of it in the case of a negative
sign) for the model prediction. Therefore, each Shapley has intensity and sign score.

Implementation; We used the original SHAP implementation with the default values for
its parameters [113]. One required parameter of SHAP is a differentiable learning model
(a model with gradients calculated for each network layer). To apply SHAP, we used
a distilled trained encoder network as input [73]. While the explanation procedure is
applicable for both quality properties (log level and linguistic quality), we implemented
just the log level prediction explainer because of the intuitive meaning of the importance
scores concerning the predictions.

Token Importance Scores ; The Shapley values are calculated for each neuron of the
input vector embeddings. Figure 5.3 illustrates a running example. There are two log
instructions l1 : "Connection established!" with the level "info", and l2 : "Connection
refused!" with the level "error". After running the two instructions through SHAP, each
token is assigned a vector of Shapley values (with size d = 4 in the example). However,
to reason about the influence of the token in unity, we express the token importance as
a single number. We refer to this as a token importance score. To calculate the token
importance score, we aggregate the individual Shapley values for each token. The token
importance score has two parts: 1) intensity and 2) sign. The intensity shows the influence
strength of the token for the prediction. The sign shows the token direction influence
for the prediction (favouring or not-favouring a prediction). After experimentation with
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different aggregation functions, we find that the second norm of the Shapley value vector
and the sign of the Shapley value with the highest absolute score, are suitable for intensity
and sign aggregation functions. Formally, they are given in Eq. 5.1 and Eq. 5.2.

r(tji) = ||Sji(tji)||22 (5.1)

e(tji) = sign(max
k
|Sjik(tji)|) (5.2)

where r(tji) is the token’s ti importance score intensity, e(tji) is the token importance
sign for the log instruction lj . Sjik denotes the Shapley value for the "k-th" position of
the "i-th" token of the log instruction static text (i.e., in the example the token "refused"
has a Shapley value S224 = −5.22).

In the example, the difference between the two instructions distinguishing the levels
"info" from "error" is in the second token. We first calculate the individual Shapley values
and then calculate the intensity and sign of the token importance scores. As seen by the
score values, the following inequalities hold r12 > r11, r22 > r21. The second token in both
of the instructions ("established", "refused") has greater intensity compared to the first
("connection"), thereby, contributing more to the model prediction. Additionally, the
token signs show that the token "established" is favourable for the class "info" (e12 = +),
while the token "refused" is not favourable for the class "info" (e22 = −). Therefore,
if there is a discrepancy between the developers’ decision on the log level and QuLog’s
log level assignment, the developer examines the highlighted word, e.g., "refused", and
considers changing either the level or the word. That way, alongside the predictions,
QuLog automatically give suggestions for improving quality on a word level. The output
of the explanation module is an ordered list of tokens, ordered by their intensity (from
highest to lowest).

5.3 Evaluation

We start the description of the evaluation by first explaining the data collection proce-
dure. Afterwards, we give the evaluation of the three parts of QuLog. First, we evaluate
the log level assessment. Second, we evaluate the sufficient linguistic quality assessment
part. Finally, we give the evaluation of the prediction explainer.

Code Repositories Collection ; Alongside the studied software systems (that form the
initial quality knowledge base), we collected log instructions from other systems from
GitHub to construct a diverse system-agnostic log instruction dataset. To collect this
data, we crawled GitHub and searched for systems from the following topics: Java,
Python, Angular, Ruby, and PHP, selecting 7039 source code repositories. Additionally,
we collected the number of GitHub stars for each system. Similar to previous works [68],
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we consider the number of stars as an indicator of the quality of logging and include
code repositories with more than 100 stars to build the extended quality knowledge base.
Notably, as this data covers different programming languages and different systems we
can apply QuLog in a system-agnostic manner.

5.3.1 Log Level Assessment

We first evaluate the performance of QuLog on the log level quality assessment. We split
this evaluation into two parts. First, we compare QuLog against competing methods.
Second, we evaluate QuLog’s performance on a few instances of the problem of log
level assignment. The details of the second experiment are given in Appendix B. The
motivation for this evaluation type on one side is to examine the performance of QuLog
against competing methods, and on the other side, to identify problem instances where
the lower performance of data-driven approaches will not overwhelm developers with
many incorrect predictions. The latter is relevant for QuLog’s practical usability.

Comparison Against Competing Methods

Experiment Design ; In the evaluation of QuLog against competing methods, we consid-
ered two QuLog models using the two different quality knowledge bases. The models have
the same architectural design but differ in the input data used to train them. The first
model, we referred to as QuLog-8 6, is trained on data from eight software systems listed
in Table 5.1. The remaining system is used for evaluation. The procedure is repeated
for each system in a leave-one-out system manner. Since these systems are characterized
by good logging practices, we consider that the majority of the log levels are correctly
assigned, similar assumptions are made in previous studies [100]. This accounts for the
quality of the learning data. The second model for log level assignment we call QuLog*
is trained on the collection of GitHub systems from the extended knowledge base. While
QuLog* does not account very rigorously for the instruction quality, it enables testing
for cross-software usefulness of the static text in log level assignment. As such, it aligns
with the system-agnostic nature of QuLog. This is important in scenarios of log quality
assessment where the software system is in the initial development stage, and there are
not many log instructions for training a model. As an evaluation dataset, we consid-
ered the log instructions from one of the nine systems listed in Table 5.1, such that the
instructions from the evaluation dataset are never seen during the training of the model.

We compare QuLog against two competing methods: DeepLV [100] and Support Vector
Machines (SVM) [34]. DeepLV trains bi-LSTM – a deep-learning architecture as ordinal
regression, on the logging code-related data. DeepLV outperforms other log assignment

6The 8th in QuLog-8 refers to the number of systems used to train a model.
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methods, therefore we do not evaluate against other works [100]. In addition, we consider
SVM as a popular multi-class classification method trained on the vector representation
of the static text from general-purpose language models [121] previously used for log
level assignment [59]. The hyperparameters of the competing methods are set to the
recommended values by the authors. QuLog-8, DeepLV and SVM were trained in a
leave-one-system-out manner. As evaluation criteria, we used accuracy and auc following
related works [100].

Regarding the considered hyper-parameters for QuLog’s log level method, we considered
the following ranges: model size {16, 32, 64, 128}, layers number {2, 4, 6}, and heads
number {2, 4, 6, 8}. The maximal number of tokens to max_len = 16 as most of the log
instructions have fewer than 16 words. As optimizer we used Adam [87] with learning
rate 10−4 and hyperparameters β1 = 0.8, β2 = 0.95 as frequently used in training encoder
architectures with Transformers [40]. The experiments were conducted on a Linux server
with Intel Xeon(R) 2.40GHz CPU running with Python 3.6 and PyTorch 1.5.0.

Results and discussion ; Table 5.4 gives the results of the evaluation of QuLog against
competing methods. We first compare the QuLog-8 model against the two competing
methods. To evaluate the correctness of the log level assignments, we discussed the results
on accuracy. On average the better-performing method is QuLog-8. It has an average
0.62 accuracy, outperforming DeepLV by 0.03 and SVM by 0.06. Comparing QuLog-8
against DeepLV it is seen that it is outperforming it in 7/9 systems while failing to do so in
1/9 systems (Elasticsearch), and ties in 1/9 (Zookeeper). As QuLog-8 uses the encoder
of a Transformer, it directly learns log-language-specific embeddings in comparison to
DeepLV which adapts to these specific harder, experiencing a drop in performance. This
can be attributed to the greater efficiency of the Transformer to learn the specifics of the
log level language. DeepLV outperforms QuLog-8 just on Elasticsearch. Elasticsearch
has 50% of the logs on level "warning", while for the other datasets, the "info" is
predominantly the most common class. As across the training data, the most common
class is the "info", QuLog-8 learns the properties of this class better, which explains the
better performance over DeepLV for the majority of the datasets. Comparing QuLog-8
against SVM shows that QuLog performs better on all the datasets. QuLog learns the
specific language characteristics of the words used in the logging that appear in different
contexts associated with the relevant level. SVM on the other side uses general language
which is trained on large language corpora from general literature where the different
context of the words appears (e.g., the word bank used in different contexts of memory
and financial banks). As QuLog-8 is a trained log-specific language it can generalise
better in comparison to SVM.

Next, we compare QuLog-8 against QuLog*. The results on accuracy show that QuLog*
outperforms QuLog-8 by 0.04 on average. These results indicate the existence of shared
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Table 5.4: Log level quality assessment evaluation on accuracy.

Accuracy
Systems QuLog-8 DeepLV SVM QuLog*
Cassandra 0.66 0.63 0.64 0.68
Elasticsearch 0.55 0.60 0.52 0.60
Flink 0.63 0.59 0.58 0.69
HBase 0.65 0.58 0.64 0.67
JMeter 0.61 0.56 0.52 0.61
Kafka 0.60 0.59 0.46 0.68
Karaf 0.63 0.58 0.55 0.60
Wicket 0.67 0.63 0.56 0.62
Zookeeper 0.59 0.59 0.54 0.62
Average 0.62 0.59 0.56 0.64

system-agnostic properties of the static text and the log levels (within the extended
knowledge base), independent of the software systems examined in the empirical study.
The instructions originate from different programming languages and publicly accessible
software systems from public repositories, representing diverse developers writing styles.
Therefore, by their leveraging, QuLog* learns a wide range of characteristics of the static
text concerning the log levels (e.g., large vocabulary used in similar event descriptions).
The outperforming over the related methods shows that this is a useful property of
QuLog. Furthermore, the cross-system training of QuLog* makes it useful as a cross-
system evaluator of log level assignments. The good performance across different systems
and the system-agnostic training of QuLog* suggest that QuLog* is more suitable for an
automatic assessment of the quality of the log instructions, represented by their correct
log level assignment.

In addition, we evaluate the methods on the AUC score, following related works [94].
AUC evaluates the overall goodness of the model in discriminating between the individual
class pairs, e.g., how good is a model when predicting "info" instead of "warning".
Table 5.5 shows the results. We compare QuLog’s log level prediction models against
SVM. Note that we do not compare against DeepLV as we are using the sklearn library (v
0.24.1) implementation of the AUC score, which supports the AUC score for the binary,
multiclass and multi-label settings, but to the best of our knowledge does not support
AUC score calculation for ordinal regression. When comparing the results on QuLog-8
and SVM it can be seen that QuLog-8 outperforms SVM by margins of 0.2 on average.
QuLog-8 learns the specific differences between the static texts in relation to the log
levels, in contrast to SVM which uses static general language embeddings representations.
The learning flexibility of QuLog-8 enables to adjustment of the specifics of the static

https://scikit-learn.org/stable/whats_new/v0.24.html
https://scikit-learn.org/stable/whats_new/v0.24.html
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text with the log levels. QuLog* further uses the rich vocabulary from the different
software systems to improve the AUC score by 0.02 in comparison to QuLog-8. The
AUC score is evaluating the overall discriminative power of the model for all possible
decisions, not for a specific one. In practice, the log level model is expected to give a
single prediction, making the AUC not very informative from a practical perspective.
Therefore, for practical usability of the learned models, metrics that evaluate the final
model decision (e.g., accuracy, or F1 score) are preferable.

Table 5.5: Log level quality assessment evaluation on AUC.

AUC
Systems QuLog-8 SVM QuLog*
Cassandra 0.81 0.64 0.84
Elasticsearch 0.71 0.55 0.78
Flink 0.79 0.62 0.82
HBase 0.80 0.64 0.86
JMeter 0.79 0.53 0.82
Kafka 0.76 0.51 0.80
Karaf 0.80 0.58 0.77
Wicket 0.78 0.59 0.76
Zookeeper 0.77 0.57 0.79
Average 0.78 0.58 0.80

The main difference between QuLog’s log level prediction method with the related works
of DeepLV and SVM is that it utilizes log instructions from many systems to learn the
specifics of the static text. To do so, it uses the encoder of Transformer architecture
trained on a large database of log instructions (the extended knowledge base) and learns
log instruction-specific language properties with relation to the expressed logging inten-
tion (given by the log level). This feature is one difference in our work, allowing QuLog
to generalise better on different systems. The leveraging of the learning model itself is
also beneficial, as seen by the improvement of the accuracy over the competing methods.
Another difference is a use case, where although one can consider the prediction of the
log level as a recommendation for the development process, the main intent as considered
here is to evaluate the overall log level correctness of the source code of a given system and
present it to the entity executing the development process. This favours our approach as
it is trained on many projects from the extended knowledge base. Such information can
be beneficial to reduce the chance of propagating errors in the instrumentation process
and improve the trustworthiness of the produced logs.
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5.3.2 Linguistic Quality Assessment

Experimental Design ; To evaluate the sufficiency of the linguistic structure of the static
text, we used the data from the empirical study as given in Section 5.1.2. We trained
QuLog on the linguistic representations from the eight systems and evaluated the remain-
ing one. Notably, owing to the high quality of the datasets, we found log instructions
with insufficient linguistics in four systems (Cassandra, HBase, Kafka and Zookeeper),
for which we present the evaluation. As baselines, we considered two popular binary
text classification methods, i.e., SVM and Random Forest (RF) [16], trained on the
general-purpose representation of the linguistic categories [40]. We train QuLog’s lin-
guistic quality assessment part with the same values of the hyperparameters as for the
log level quality assessment. As evaluation criteria, we used F1 and specificity. F1 eval-
uates the correctness of the sufficient, while specificity evaluates the correctness of the
insufficient class. In unison, they allow discussing the goodness of the models on predic-
tion of the sufficient and the insufficient class. The scores are reported, similar in the
case of the log level, in a leave-one-out manner.

Results and discussion ; Table 5.6 enlists the evaluation results. It is seen that all the
methods achieve a high average F1 score and the differences are negligible. This is due
to the strong signal in the data that comes from the POS tag representation of the static
text. Therefore, as seen by the results the classifiers that are adjoint to this represen-
tation can all perform well. QuLog’s linguistic part learns separate representations for
different POS tags and their combination. As seen by the results, this degree of flexi-
bility is beneficial for marginal improvement, which may also be attributed to the given
sample of data. The good performance of the three methods is attributed to the dis-
criminative linguistic features between the two classes. For example, the HBase’s log
instruction "failed parse", from the class hadoop.hbase.zookeeper.ZKListener, has a lin-
guistic structure "verb noun". Notably, it does not contain information to which the
parsing failure refers (i.e., lacks sufficient linguistic structure). As a comparison, in an-
other log instruction "failed parse data for znode *" within the same class of HBase, the
linguistic structure "verb noun" has four additional linguistic properties, i.e., it has the
form "verb noun noun apposition noun parameter". This additional linguistic structure
has two advantages. From a learning perspective, the richer linguistic structure is useful
for discriminating between the "sufficient" and "insufficient" classes. From a comprehen-
sion perspective, it encodes verbose information on the type of failed parsing. The richer
linguistic structure is associated with a better-described and more comprehensible event.
By validating the linguistic structure QuLog detects which instructions have insufficient
linguistic structure and will be reported for additional examination.

The results on specificity are high for both QuLog and SVM while being a bit lower for
RF. Since specificity evaluates the methods’ performance in the correct prediction for the
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insufficient class (true negative class), the results show that QuLog and the two other
methods can correctly identify the instructions with an insufficient linguistic structure.
Similar observations for specificity on the individual comparisons between the methods
can be made. By combing these results with the high performance on F1 (as a trade-off
between incorrect and correct sufficient predictions), we conclude that the linguistically
insufficient instructions can be detected, without compromising the performance on the
sufficient class for the reasons discussed above. Interestingly, the representation of the
static text we considered, enables more lightweight methods, e.g., Decision Trees or
Logistic Regression to be applied to the task.

Table 5.6: Sufficient linguistic structure quality assessment evaluation
on systems from the initial log quality database.

F1 Specificity
System QuLog SVM RF QuLog SVM RF

Cassandra 1.00 0.99 0.99 1.00 1.00 0.96
HBase 0.96 0.96 0.97 0.97 0.94 0.92
Kafka 0.99 0.98 0.92 1.00 1.00 0.74

Zookeeper 0.99 0.99 0.98 1.00 0.98 0.94
Average 0.98 0.97 0.96 0.99 0.98 0.89

To evaluate the applicability of QuLog’s linguistic quality module on systems other than
the initial quality base, we further show the results of QuLog against SVM on systems
from the extended quality database. We use the same experimental setting as in the
previous case with QuLog being trained on the data from the nine systems. Table 5.7
enlists the results of the three systems. Similarly, as in the previous case, the results for
the three systems are also high, predominantly due to the considered representation of
the data.

Table 5.7: Sufficient linguistic quality additional evaluation on systems
from the extended log quality database.

F1 Specificity
System QuLog SVM QuLog SVM
Openwhisk 0.99 0.98 0.99 0.96
Log4j 0.98 0.99 0.98 0.98
Tomcat 0.99 0.99 0.99 0.96
Average 0.99 0.99 0.99 0.97
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QuLog’s sufficient linguistic quality part draws closer connections with the literature on
"how-to-log" [23, 65]. Specifically, by examining the different log-related issues (including
Jira issues), we observed that the presence of sufficient linguistic components has a rela-
tion to the comprehensibility of the events. We used the observation to create a dataset
which identifies linguistic structures related to sufficient and insufficient understanding
of an event description. QuLog’s linguistic quality further has a tangential relation to the
works on static text generation [42, 68, 107]. While the related works focus on how to
generate static texts, QuLog focuses on evaluating the sufficient properties of the static
texts of the log instructions. Therefore, a potential use case for this method is to be part
of automatically evaluating the correctness of the static texts (or jointly with the log level
prediction part) that have sufficient linguistic structure (or correct level) as modeled by
the QuLog models. QuLog further shares similarities to the log checker introduced in
Hassani et al. [64] in the part of evaluating log levels. However, QuLog further consid-
ers the linguistic properties, beyond spelling mistakes checking, as well as evaluates the
quality against many systems from different programming languages as opposed to this
related work which studies and evaluates two Java systems.

5.3.3 Prediction Explainer

Experiment design ; To evaluate the prediction explainer, we construct a dataset as in
the following. We start by randomly sampling 100 static texts of the instructions with
a correct log level prediction of an already trained model (i.e., QuLog* for log level
assignment). Each static text is examined and modified by randomly replacing a word
with its antonym. This creates an event with an opposite meaning. For example, we start
with the original static text "Connection established" with an original log level "info".
We change the token "established" into its antonym "refused", creating a modified static
text, i.e., "Connection refused", and modified word "refused". The modified static text
describes an erroneous event, and we set its log level to "error". Therefore, for each
static text we obtain a tuple of five elements – 1) original static text, 2) modified static
text, 3) modified word, 4) original level, and 5) modified level. The original and modified
static texts are given to the prediction explainer that generates the ordered token list of
importance scores. The modified token is used as ground truth. We check how many
tokens should the developer examine before finding the modified token, and we measure
it by the error@k performance score. We considered two log level models, the two-class
IE (QuLog* model trained on the two classes Info-Error, given in Appendix B), due to its
high performance and the three-class log level assignment IWE (QuLog* model trained
on the two classes Info-Warning-Error, given in Appendix B). As a baseline, we consider
suggesting a randomly chosen token as the most relevant.

Results and discussion ; Figure 5.4 depicts the experimental results. It is seen that the
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prediction explanation module has a low error on correct word suggestions (the error@1
is 0.25) for the IE model. The prediction explanation model for the IWE model is a bit
higher (the error@1 is 0.52), however, both explainers show better performance than the
considered baseline. This can be attributed to the SHAP explainer accounting for certain
properties of the input data as opposed to the baseline which gives random words. The
observed discrepancy between the prediction explanations of the IE and IWE models is
due to the better performance of the IE model (average F1 score of 0.88) as opposed
to the IWE model (average F1 score of 0.73). It indicates that a better-performing
model learns discriminative features better. By considering k relevant tokens (i.e., a
developer examines the k highest-ranked tokens), the three explanation models have a
lower error, with IW and IWE having sharp decreases, achieving 0.05 and 0.23 on error@2
correspondingly. The low value of the performance criteria shows that QuLog’s log level
prediction explainer explains the predictions in alignment with human intuition on which
word mostly contributes towards the log level class. Therefore, the prediction explainer
gives reasonable suggestions on static text updates to improve either the words in the
static text or the log level and ultimately improve the logging quality.

Alongside the quantitative evaluation, we also show qualitative evaluation, i.e., examples
where the QuLog’s prediction explainer module performs well and poor. When running
QuLog, the developer is shown a similar screen as in Figure 5.5a-5.5c. The considered
static texts are denoting successful and unsuccessful events when a connection is being
established ("info" and "error" levels, correspondingly). It can be seen that QuLog,
recognizes the token "refused" to have a negative contribution for the class "info", com-
pared to the word "established". If the developer has labeled this log instruction as
"info", QuLog can recognize it and directly identify the token that is the most likely sus-
pect. In contrast, Figure 5.5b-5.5d depict one case where the QuLog prediction explainer
fails. While for a human may be intuitive that the static text "Able to determine the
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Figure 5.4: Quantiative evaluation of the explanation module.
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connection established

(a) Parsed original "info"

unable determine codesource using default

(b) Parsed original "error"

connection refused

(c) Parsed modified "error"

able determine codesource using default

(d) Parsed modified "info"

Figure 5.5: Qualitative analysis of QuLog’s explanation module.
Blue/Red (positive/negative proclivity for "info").

code source using defaults" refers to info, the large corpora of data confuse the model to
predict "error". Although the token "able" has a significant decrease in the score for the
token in the first position, it does not have a token importance score of sufficient intensity
to change the decision. This behaviour of the prediction explainer can be attributed to
the accumulation of various correlations present in the diverse log instructions data used
to train the model which correlation does not necessarily relate to human intuition or
logging intention.

5.4 Chapter Summary

In this chapter, we addressed the problem of automating log quality assessment. We
first did an empirical study on nine software systems to study the quality properties
of the log instructions. The results of our study identified 1) log level assignment and
2) sufficient linguistic structure assessment as two quality properties identifiable solely
by the static text of the log instructions. Based on our observations, we proposed a
deep learning-based approach for automatic log instruction quality assessment on the
source code from a given target system. Our approach uses static text and its linguistic
structure representation to evaluate the two properties. In addition, we adopted an
approach from explainable AI to explain the model predictions and give suggestions for
potential improvements of the instructions. Our approach shows high performance for
both the log level and the sufficient linguistic qualities. The good performance on the log
level is due to incorporating information from events and the log levels of many systems.
Notably, the data used to train QuLog level prediction includes different programming
languages and different systems enabling QuLog application in a system-agnostic manner.
The good performance on the linguistic quality is predominantly due to the considered
representation of the static text with POS tags. The suggestions from QuLog can be
used by external entities to improve the logging code. Therefore, QuLog aids system
development by evaluating the logging code, giving suggestions for its improvement and
with that aiding the system development process.
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As QuLog is system-agnostic it addresses shared properties among different systems
and programming languages. As discussed in Section 5.1 the logging quality covers
additional aspects where other quality properties can be analysed. Notably, they involve
the nearby source code features, which may be very different among the systems because
of the different programming language syntax. Due to the system-agnostic nature of the
method, QuLog does not consider the contextual features where the parameters or the
locations for logging (where-to-log) are being analyzed. Therefore, we do not discuss the
differences between QuLog and these methods. Irrespective of this, by accounting for the
quality properties of the log instructions, QuLog aims to reduce the chances that logging
codes of insufficient quality will be released in production.
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During the operational and development processes it is common to analyze single log
lines to detect and classify anomalies [102]. As a single log line is often composed of two
parts, i.e., static text and parameters, the anomalies can be reflected in both of them,
independently or simultaneously [44]. The static text expresses the logging intent, i.e., the
semantics of the log. The variable parameters show dynamic information for the event.
For example, the log instruction log.info(”VM took %f seconds to spawn.”, createSeconds)
from the static text perspective expresses positive intent. However, if the time for creation
is larger than usual, it can indicate an anomaly. Therefore, achieving greater anomaly
detection coverage is possible by considering the two parts of the log [44].
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Figure 6.1: Overview of the single log line analysis.

This chapter focuses on automating anomaly detection and classification from single log
lines. Figure 6.1 illustrates its overview. It is composed of 1) semantic log anomaly detec-
tion and classification and 2) parameter anomaly detection. The semantic log anomaly is
concerned with the effective representation of the sentiment of the log. Log levels can be
particularly useful in this context. For example, the higher log levels such as "error", are
associated with abnormal states or state transitions, e.g., "Machine failure", useful for
anomaly detection [102]. As log levels are part of the source code, we found that there ex-
ists a large set of unlabeled and unstructured anomalous data accessible from the source
code of public code-sharing sites, e.g., Github. which may be useful for improving the
generalization in log-based anomaly detection. In the context of parameter/performance
anomaly detection of vital importance is the correct extraction of the parameters from
the logs [172]. The incorrect template processing can result in missing vital parameters
and potential anomalies reflected within. Therefore, good and robust log parsing is a
precondition for parameter anomaly detection for different systems.

The single log line analysis is challenged by complex data type representation, insufficient
logging failure coverage, software evolution, labeling and low detection performance of
related methods. To train single line anomaly detection models, we refer to the normal-
ity and detectability assumptions. Furthermore, to design our method, we refer to the
availability of the open-source severity level data assumption. Finally, to enable anomaly
classification, we refer to the recurrence assumption.

We present the contribution for single log line analysis in the following 1:

1. We found that the unlabeled public code repositories contain log-anomaly-related
information that can be used as a learning signal for log-based anomaly detection.

2. We propose a novel method, named ADLILog, for semantic log-based anomaly
detection that uses the target system (system subject to analysis) data, alongside
the data from the public code repositories as external auxiliary data related to

1Parts of this chapter are published in [11, 127, 128, 129, 169].
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anomalies to learn the anomaly detection model.
3. For performance anomaly detection, a prerequisite is to separate the constant and

variable parts such that the parameter data can be correctly extracted. To that end,
we propose a novel method for log parsing, named NuLog, to accurately extract
the parameters on which performance anomaly detection models are learned.

4. The evaluation over several dimensions of the proposed methods demonstrates their
applicability in single log line analysis.

This chapter is further structured as follows. In Section 6.1 we introduce the semantic-
based anomaly detection method ADLILog, which uses the anomaly-related information
from public repositories, alongside the target system data to learn an anomaly detection
model. The single log line anomaly classification method is discussed as well. Sec-
tion 6.2 introduces the performance anomaly detection approach with the novel log pars-
ing method as one of its main components. Section 6.3 presents the experiments where we
evaluate the performance of the proposed methods. Section 6.4 summarizes the chapter.

6.1 Semantic Log Analysis

The general literature on anomaly detection shows that for many different domains
if even a small set of labels denoting related concepts (i.e., auxiliary labels) with the
modeled phenomena exist, the performance of anomaly detection can be improved [146].
The pointed explanations for the observed improvements are that the auxiliary samples
can contrast the modeled phenomena in a manner that is beneficial for learning specific
representations of normal concepts [71]. In the context of log-based anomaly detection,
we observed that such kind of rich auxiliary data may exist within the log instructions
from the source code of public systems. Intuitively, the log levels of the log instructions
show different severity levels of the contained events [102]. For example, the log level
"info" is commonly associated with normal system state or state transitions. In contrast,
the log levels like "error", "fatal", and "critical" are commonly used for events related
to abnormal system execution. If such information indeed can be extracted from the
source code, one can create rich auxiliary data with both "normal" and "abnormal"
events from diverse systems, that can be used for learning an anomaly detection model.
As this data incorporates information from many systems it may further enable better
generalization. Guided by this intuition, we conducted a study to examine the potential
of the log instructions to aid anomaly detection.

In the following, we describe the study for log instruction usage in anomaly detection.
Afterwards, based on the results from the study, we propose a method that uses the log
instructions from the public repositories as auxiliary data to learn an anomaly detection
model in an unsupervised manner.
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6.1.1 Log Instructions Usage for Anomaly Detection

We consider that we can group the log instructions, based on their log levels into two
severity groups, i.e., "normal" ("info") and "abnormal" ("fatal", "critical", and "error").
Following the usage of the log levels for anomaly detection, we consider that the static
texts of the instructions have complementary properties concerning the two severity
level groups, i.e., they preserve anomaly-related information. To study the extent of
the differences between the two groups, we analyze two language properties of the word
combinations (n-grams) in the log instructions static texts concerning the two groups.
N-grams are one way how to represent textual data [158]. As they are count based, they
have an intuitive interpretation, which is why we select them for the analysis.

Specifically, we study the n-gram uniqueness and n-gram sentiment across the two groups.
By studying the n-gram uniqueness among the groups, we examine the differences in the
vocabulary used to describe normal/abnormal events. If there are considerable differences
between the used words in the static text with regard to the two groups, it is expected
that the two groups have different properties. By relating the n-grams with the expressed
intent (e.g., positive intent relates to normal system state), we examine the semantic
diversity between the groups, i.e., if the n-grams express positive (normal state transition)
or negative (abnormal state transition) intents. In the following we describe the 1) log
instruction collection procedure and then present the 2) uniqueness and the 3) sentiment
analyses of the log instructions static texts.

Log Instructions Collection and Processing

For the starting point of the analysis, we created a representative log instruction
dataset by collecting log instructions from the source code of many public code projects
from GitHub. We included a wide spectrum of domains and programming languages
(Python, Java, C++), covering different log instruction types. The heterogeneity en-
ables us to examine the vocabulary diversity and semantic properties used in describing
normal and abnormal events across systems. That way, we consider diverse logging styles
and a wide range of events, with complementary severity levels. To account for the reli-
ability of the log level assignment, we selected projects with more than 100 stars. This
quality control criterion is used in other studies that analyse source codes [68]. The
collection procedure resulted in more than 100.000 log instructions.

Afterwards, we process the log instructions by extracting the log levels and the static texts
to represent the event descriptions and their severity levels. The diverse programming
languages use different names for the log levels. Therefore, as a first step, we unify all the
log levels. We preprocess the static texts by applying several preprocessing techniques,
similar to related works [30, 68], including lower-case word transformation, splitting the

http://github.com
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static texts on whitespace, removing placeholders, removing ASCII special characters
and stopwords from the Spacy English dictionary [75]. We refer to this data as Severity
Level (SL) or auxiliary data. It is a set of tuples from two elements – (1) the static
text of log instruction, and (2) the severity group based on the aforenamed log level to
severity group mapping (e.g., ("machine error", "abnormal")). We used the SL data to
conduct the log instruction examination study. Similar to related log instruction analysis
studies [68], we extracted the n-grams from the static text by varying the value for the
n parameter in the range n = {3, 4, 5}. An n-gram analysis shows that many n-grams
appear once. To eliminate the impact of the rare n-grams on the analysis, we considered
the n-grams that appear more than three times, similar to He et al. [68].

Log Instructions Static Texts Uniqueness Analysis

Intuitively, when describing abnormal events, the static text typically contains n-grams
like "failure" or "error connection", as opposed to normal events, where n-grams like
"successful" and "accepted" are more likely to appear. Therefore, we consider that the
log instructions static texts of the two severity level groups share different, partially
overlapping vocabularies. To verify this, we adopted an approach from information
theory that defines the amount of information uncertainty in a message [37]. In our
case, we analyze the relation of the n-grams with the two severity groups. At first,
given an n-gram (e.g., "machine failure"), there is high uncertainty for the assigned
severity group. As we receive more information about the n-gram (e.g., new logs with
the n-gram "machine failure"), its uncertainty concerning the associated severity group
is reduced. For example, if the n-gram "machine failure" is associated five times with the
"abnormal" and one time with the "normal" severity group, we have low uncertainty. In
contrast, if another n-gram, e.g., "verifying connection" is associated three times with the
"abnormal" and three times with the "normal" group, the n-gram uncertainty is high.
To measure the uncertainty, we use Normalized Shannon entropy [63]. We calculate
the entropy for each n-gram on a random sample of the SL data and reported the key
statistics of the n-grams entropy distribution.

Table 6.1: Log instructions static texts uniqueness analysis results.

Min 1st Qu. Median 3rd Qu. Max
Average Entropy 0.00 0.00 0.00 0.27 0.51

Table 6.1 summarizes the key properties of the n-gram entropy distribution. It is seen
that the median of the distribution is 0. This means that at least half of the n-grams are
associated with only one of the two severity groups. Thereby, the two severity groups are
characterized by a rather unique vocabulary.
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While this analysis gives information about the uniqueness of the vocabularies, it does not
account for the type of intent expressed with the n-grams. To investigate the expressed
event intent, we made an n-gram sentiment analysis (where the sentiment is used to
quantify the intent type, i.e., positive or negative), given in the following.

Log Instructions Static Texts Sentiment Analysis

To evaluate the n-gram sentiment concerning the two severity groups, we considered a
pretrained sentiment analysis model from Spacy [75]. We consider the applicability of
the sentiment model as a good design choice by pointing to the observed similarities
between general language and logs [68]. Since the sentiment model is trained on diverse
language texts, it has learned notions of positive, neutral or negative intent. We run the
n-grams through the model to obtain the sentiment score. We used the sentiment score
to categorize the n-grams into three categories, i.e., positive, negative and neutral. We
relate the events from the "normal" severity group with positive intent considering that
they describe successful states or state transitions. Similarly, we relate the "abnormal"
group with a negative intent considering that they describe unsuccessful system states
or state transitions. The third category contains n-grams with neutral intent, i.e., events
without strongly expressed intent.

Table 6.2: Log instructions static texts sentiment analysis results.

Sentiment Positive Negative Neutral
Severity Group Normal Abnormal Shared Normal Abnormal Shared Normal Abnormal Shared

N-gram Coverage [%] 66.94% 28.13% 4.93% 23.13% 69.75% 7.12% 46.98% 43.43% 9.59%

Table 6.2 summarize the results of the n-gram sentiment analysis. For each of the three
sentiment categories, we show the percentages of the n-grams concerning the two sever-
ity groups. In the positive intent category 66.94% of the n-grams are associated with
the normal severity group, and 28.13% are related to the abnormal severity group. In
contrast, from the n-grams associated with negative intent, 69.75% are associated with
the abnormal group, 23.13% are associated with the normal severity group, and 7.12%
are shared between the two. These two observations show that there exists a relation-
ship between the normal group and positive intent, and the abnormal group and the
negative intent. Therefore, the proposed severity log level grouping aligns with human
intuition when expressing positive and negative sentiments. Structuring the static text of
the log instructions by their log levels in a proposed way can extract intuitively relatable
anomalous information.

Combining this observation with the uniqueness in the vocabularies between the two
severity groups demonstrates that SL data has the potential to preserve rich anomaly-
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related properties. Therefore, it can potentially be used as auxiliary data and serve as a
foundation for anomaly detection.

6.1.2 ADLILog: Semantic Anomaly Detection with Log Instructions

Following the affirmative observations about anomaly-related information encoded in
the SL data as auxiliary data, in this section, we introduce ADLILog as an unsupervised
log-based anomaly detection method. Figure 6.2 illustrates the overview of the approach.
Logically, it is composed of (1) log preprocessing, (2) deep learning framework and (3)
anomaly detector. The role of the log preprocessing is to process the raw logs by care-
fully selecting preprocessing transformations that expose rich information for the deep
learning framework. The deep learning framework ’s goal is to learn and output useful log
representations for the target-system logs. It does so by training a deep neural network
model with a sequential two-phase learning process (pretraining and finetuning), during
which data from the target-system logs and the SL data are used. The anomaly detector
detects if the input target-system logs are normal or anomalous. In the following, we
describe the three components of ADLILog.
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detection method.

ADLILog has two operational phases: offline and online. During the offline phase, we
use a two-stage training procedure to learn the parameters of the neural network and
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the anomaly detector. The two stages of the training procedure are pretraining and fine-
tuning. This training procedure, on the one side, allows learning of general discriminative
features between normal and anomalous events from the SL data (pretraining). On the
other side, it enables the learning of good log representations of the normal target system
data by combining the training with anomalous labels from the SL data used as auxiliary
data (during fine-tuning). The learned models are stored. In the online phase, the test
logs from the target system are given as ADLILog’s input. ADLILog processes the input
logs and proceeds them towards the loaded models to obtain log representations. The
log representations proceed towards the anomaly detector which detects and reports the
anomalous logs. In the following, we delineate ADLILog’s implementation details.

Log Preprocessing

The raw target-system logs are characterized by high noise due to the parameter values
generated during system runtime (e.g., IP address, endpoints, numerical parameters).
The log noise can significantly affect the anomaly detection performance [187]. Therefore,
log preprocessing aims to reduce the noise by applying a set of preprocessing steps. To
that end, we start by removing all path endpoints (e.g., /home/spelce1/HPCCIBM/bin/)
and split the static text using whitespaces into singleton items we call tokens. The
tokens with numeric values most often denote variable parameters that are not relevant
to the semantics of the logs. We consider them as noise and remove them. Similar
to the preprocessing for the SL data, we apply Spacy and remove all ASCII special
characters (e.g., $), the stopwords (e.g., is and the) [75] and transform each character
into lower case, following related work [30]. Notably, as previously described, the SL data
is already preprocessed by a similar set of operations making the preprocessing uniform.
In addition, each log is prepended with a dedicated Log Message Embedding ([LME])
token. The [LME] token is an important design detail because we use it to extract a
numerical representation of the log from the neural network, further given as input to
the anomaly detector. Finally, different logs can have a variable number of tokens while
the neural network requires fixed-size input. Therefore, we specify a hyperparameter
max_len to unify the lengths. The shorter logs are appended with a special pad token
([PD]), while longer ones are truncated.

Deep Learning Framework

The deep learning framework consists of three components: 1) embedding layer, 2) en-
coder network from Transformer architecture and 3) classification layers. Given the
preprocessed and tokenized logs at the input, the embedding layer transforms the input
tokens into numerical vector representations, which we refer to as token embeddings.
The token embeddings are numerical features represented in a suitable format for the
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neural network. We then use the encoder network to learn relationships between the vec-
tor embeddings from the embedding layer and the appropriate target. The output from
the encoder layer is the vector embedding of the input log/(static text), i.e., the [LME]
vector. Depending on the training phase (pretraining or finetuning), the [LME] vector
proceeds towards one of the two classification layers. The output from the classification
layers is used as input in the appropriate loss function. After finetuning, the output from
the second set of classification layers is the final vector embedding of the input log, which
proceeds towards the anomaly detector.

Embedding Layer ; The embedding layer receives the preprocessed logs as input. It serves
as an interface between the textual and numerical token representation format. Specifi-
cally, each token is assigned a single index corresponding to a token embedding vector.
The embeddings are learned during pretraining and are adjusted to learn the properties
of the normal and abnormal events. The embeddings are learned jointly with the param-
eters of the neural network. There are other possible ways how to extract embeddings
(e.g., pretrained language models [17], word2vec [121]). However, as they are pretrained
on general language data, their values are influenced by modeling different contexts (e.g.,
the embeddings of the word "bank" is influenced by the financial and memory as part of
the training data). In contrast, the logs are shorter texts with specific words appearing
in them [68]. As we further have access to rich data, we proceeded to directly learn the
embeddings on the log-specific data.

Log Message Encoder ; As a suitable architecture for the log message encoder, we identi-
fied the encoder of the Transformer architecture. The encoder implements a multi-head
self-attention mechanism that exploits the relations between tokens within the log in-
structions’ static texts. This property enables learning discriminative features between
the words and the different contexts they appear in (e.g., diverse vocabularies, intent).
The embedding vectors and the encoder parameters are updated via the backpropaga-
tion algorithm during pretraining [103]. At the output of the encoder, we provide the
vector embedding of the [LME] token. Due to the architectural design, the vector of the
[LME] token attends over all the other token vectors during training. We considered this
implementation architectural design detail because it allows learning the most relevant
information from the input concerning normal and abnormal events. The model size,
number of heads in the encoder, and the number of encoder layers are three hyperpa-
rameters of the log message encoder.

Classification Layers ; The classification layers as input accept [LME] tokens from the
encoder. It is composed of two sets of linear neural layers. As depicted in Figure 6.2,
the first layer set (Set 1 ) has two linear layers, with parameters θ′ . It is trained jointly
with the log message encoder during the pretraining procedure. The size of the first
linear layer (from the first set of linear layers) is equal to the model size of the encoder
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layer, while the second layer (from the first set of linear layers) has two neurons that
correspond to the "normal" and "abnormal" severity groups from the SL data. The
output of the first set of classification layers proceeds to the binary cross-entropy loss
used as a pretraining loss function.

The second set of classification layers, with parameters θ”, has two linear layers (Set 2
in Figure 6.2). The two layers have the same number of neurons equal to the model size.
The output of the second set of linear layers is given as input for the loss function during
finetuning. Additionally, the output of this layer is used as the final log representation
and is proceeded as input to the anomaly detector.

Learning Process. The learning process is split into two sequential phases: pretraining
and finetuning. During the pretraining phase, we update the parameters of the embed-
ding layer, the log message encoder and the first set of classification layers. We perform
the pretraining with the SL data, using the binary cross-entropy as a commonly used
loss for binary classification [56]. After pretraining, the parameters of the encoder are
learned and they preserve anomaly-related information.

For the finetuning phase, we pair the pretrained model with the second set of linear
layers. Notably, the training data in this phase consists of the target-system data and
the "abnormal" severity group from the SL data as auxiliary data. Since by definition
of the anomaly detection task, the majority of the target-system data is assumed to
describe normal system behaviour (i.e., class 0), considering the "abnormal" class of
the SL data as anomalous (i.e., class 1), the finetuning can be addressed as a binary
classification problem. As our study shows, the "abnormal" class of the SL data is
available, thereby, ADLILog does not need manually labeled target-system data, i.e., its
unsupervised method. In the fine-tuning phase, we learn the parameters of the second set
of linear layers (θ”). The finetuning enables learning the specifics of the target-system
data while relying on the anomaly-related information from the SL data as auxiliary
data. In addition, since the normal target-system data and the normal events from the
SL data can differ, the finetuning adjusts the log representation embeddings to these
differences.

Another important aspect of the finetuning phase is the choice of the finetuning loss. It
determines the shape of the final learned log vector embeddings. Since the finetuning is
defined as a binary classification problem multiple loss choices are possible (e.g., binary
cross-entropy [56], or hyperspherical loss [106]). The binary-cross entropy is a formidable
choice if the anomalous labels originate from target-system data because it allows learn-
ing of the exact discriminative properties between the classes [56]. However, in the case
of logs, the expensive labeling process makes this assumption hard. In contrast, hyper-
spherical loss concentrates the normal class around a single point, e.g., the centre of the
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hypersphere. At the same time, it is scattering the anomalous logs further apart. This
is known as the concentration property [147]. The general literature on anomaly detec-
tion [146] suggests that preserving this property frequently results in improved anomaly
detection performance. Consequently, the hyperspherical loss has more desirable prop-
erties for anomaly detection, and we use it as finetuning loss. Eq. 6.1 gives its definition
for a single log li:

Li
ad = (1− yi)||g(xi; θ, θ

”)||2 − yilog(1− exp(−||g(xi; θ, θ
”)||2)) (6.1)

where xi is the log representation as output from the second classification layers set,
yi ∈ {0, 1} is a label for the normal target-system data and the "abnormal" SL severity
class, θ and θ” are parameters of the encoder and the second set of linear layers, and
g(xi; θ, θ

”) is the function learned by the network.

Anomaly Detector

The goal of the anomaly detector is to highlight the anomalous target-system logs
represented as log vector embeddings (xi). It has two components, i.e., 1) an assumed
target-system normality function p̃+sin, and 2) an anomaly decision rule. The normality
function is an assumed model of the normal target-system logs. It is a positive function,
having small values for the anomalous and large values for the normal target-system
logs. The form of the function depends on the type of finetuning loss. Since the chosen
hyperspherical loss learns a model that places the normal logs (class 0) close to the
centre of the hypersphere, the smaller distances correspond to normal system behaviour.
Following the definition of the normality function, we use the reciprocal value of the
Euclidean distance between the learned log representation xi and the hypersphere centre
(set to the origin), given by Eq. 6.2. The large distances of the vector representation from
the centre of the hypersphere will result in small values for the normality score (denoting
anomalies) and vice versa (as seen in Figure 6.2).

p̃+sin(xi) =
1

||xi − c||2
, c = 0 (6.2)

Finally, to detect anomalies, we apply a decision rule on top of the normality function
score values of the input logs. The decision rule involves setting a decision threshold ã over
the scores, such that the logs with lower normality scores are reported as anomalous. This
concludes the discussion of the semantic anomaly detection method. In the following, we
describe the semantic anomaly classification.
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6.1.3 Semantic Anomaly Classification

Once the anomaly is detected, we use the event template (extracted with log parsing)
and compare it against the known set of templates using string matching. Under the
recurrence assumption, it is assumed that the templates are occasionally examined by an
operator that assigns a label for the unknown template, enriching the knowledge base of
templates. As soon as a full template match is found the detected anomaly inherits the
class of the matched template. Otherwise, the class ⟨UNK⟩ is assigned. To enable the
detection of anomalies without a known class, we further consider training a multi-class
classification model. To train a model we considered natural text representation of the
logs obtained from pretrained language models [75]. The log representation is given as
input to Random Forest as a good method for multi-class problems [165]. This model
suggests a class when the matched template is unknown. As the prediction between
the template matching and the model can differ, whenever the prediction between the
matching and the model is different the prediction obtained by the matching is considered
as correct.

6.2 Performance Log Analysis

The anomalies in the single log lines can further be reflected in the parameters. To
achieve greater anomaly coverage, alongside the semantic anomaly, performance anomaly
detection is important. In the following, we describe a method for performance analysis.
As the parameters are intertwined with the static text, the performance analysis method
highly depends on the accuracy of the correct parameter extraction, i.e., on the log
parsing procedure. Therefore, the performance log-based anomaly detection method is
composed of two parts, i.e., 1) log parser and 2) performance anomaly detector. Note
that, as the parser extracts events from a single log line at a time, it is part of a single log
analysis module. Figure 6.3 depicts the architecture of the performance anomaly detector.
The extracted events can be used from other analysis components needing information on
the event level. Once the logs are parsed, they proceed toward the performance anomaly
detector. The performance anomaly detector detects abnormal values for the parameters
and reports log messages with anomalous parameter values.

The performance anomaly detection model has two operation modes - offline and online.
During the offline phase, log messages are used to tune all model parameters of the
log parser and the parameters of the anomaly detector. During the online phase, every
log message is passed forward through the model. This enables the log detection of
parametric anomalies. In the following, we describe the two parts.
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Figure 6.3: Performance anomaly detection architecture details.

6.2.1 NuLog: Self-Attentive Log Parsing

The proposed log parsing method attempts to mimic an operator’s comprehension of
the differences between the events and parameters from logs. Specifically, we observe
that given the task of identifying all event templates in the logs, a possible approach
to extract a template is to focus on constantly reappearing parts, while ignoring parts
that change frequently within a certain context (e.g., per log message). The constantly
repeating/changing parts are determined from nearby words/tokens that form the con-
text. From a modeling perspective determining the variability degree of certain parts can
be seen as calculating the conditional probability of a particular token on a given posi-
tion, where the conditioning is on its context. The tokens with high probability values
will constitute the static text, while the tokens with low probability are the parameters.
Based on this observation we propose a parsing method, which we named NuLog.

Figure 6.4 depicts the overall architecture of NuLog. It is composed of three parts, i.e., 1)
preprocessing, 2) neural network model, and 3) template extraction. The log preprocess-
ing part prepares the generated logs for model training. The model implements a neural
network architecture to learn the conditional dependencies for a given token. Once the
neural network is trained, the template extraction thresholds the output probabilities to
extract the event templates. In the following, we discuss the three parts in more detail.

Log Preprocessing

The log preprocessing transforms the log messages into a suitable format for the learning
model. It is composed of two main parts: tokenization and masking.
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Figure 6.4: An instance of parsing a single log message.

Tokenization; The tokenization part transforms each log message into a sequence of
tokens. For NuLog, we utilize a simple filter-based splitting criterion to perform a
string split operation. We keep these filters short and simple to reduce the effort for
log parsing utilization. Figure 6.4 illustrates the tokenization of the log message "Delet-
ing instance /var/lib/nova/instances/abec-aeef ". If a splitting criterion matches white
spaces, then the log message is tokenized as a list of three tokens ["Deleting", "instance",
"/var/lib/nova/instances/abec-aeef "]. In contrast to several related approaches that use
additional hand-crafted regular expressions (regex ) to parse parameters like IP addresses,
numbers, and URLs, we do not parse any parameters with a regex expression[187]. Such
approaches require manual adjustments in different systems and updates within the same
system. In contrast, NuLog utilizes the fact that these are parameters that given a con-
text should change.

Masking ; The intuition behind the proposed parsing method is to learn a general repre-
sentation of the logs by analyzing occurrences of tokens within their context. To achieve
this, we apply a general task from NLP research called Masked Language Modeling
(MLM). It is originally introduced in Taylor et al. [161] and successfully applied in other
NLP tasks [17]. The masking module takes the output of the tokenization step as input,
which is a token sequence of a log message. A percentage of tokens from the sequence
is randomly chosen and replaced with the special [MASK] token. If the percentage
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suggests replacing two tokens with masks, the masking module will create two samples
where each of the words will be masked once. The masked token sequence (the context)
is used as input for the model, while the masked token acts as the prediction target.
To denote the start and end of a log message, we prepend a special [CLS] and apply
padding with ⟨PD⟩ tokens. The padding ensures the training of the model as all inputs
are of a unified max_len size. This is a hyperparameter of the parser.

Neural Network Model

The neural network is composed of three parts, i.e., the embedding layer, encoder network
and linear output layer. The embedding and encoder layers are similar as in the case of
the semantic log anomaly detection, and we do not describe them in detail. However,
the output layer is different. Specifically, the output layer addresses a multi-class clas-
sification problem and predicts the most relevant token from the set of possible tokens,
addressing the MLM task. The output from the encoder proceeds towards a linear layer
with a softmax activation function [56]. The activation function scales the values of the
output between 0 and 1, generating an ordered list for the most relevant masked token
target. For a single log with a single masked token, there is an ordered token class-score
list for the masked position. These scores are used by the template extraction part to
decide if the masked token is a parameter or a constant part.

Log Template Extraction

The extraction of all log templates within a log dataset is executed after the model
training. Therefore, we pass each log message as input and configure the masking module
in a way that every token is masked consecutively, one at a time. We measure the model’s
ability to predict each token, and thus, decide whether the token is a constant part of the
template or a variable. High confidence scores in the prediction of a specific token indicate
a constant part of the template, while small confidence is interpreted as a variable. To
decide if the token is a parameter or a constant part, we employ the following procedure.
If the prediction of a particular token is in the top ϵ predictions and doesn’t contain
numbers, we consider it as a constant part of the template, otherwise, it is considered
to be a variable/parameter. If the model can correctly learn the constant parts, the
relevant positions are expected to always be ranked high, in the top ϵ predictions. For
all variables, an indicator ⟨∗⟩ is placed on its position within the log, forming a tuple of
the log template and its parameters. ϵ is a hyperparameter of the method. The output
of the log parser is the parsed log templates with a parameter list. These two proceeded
towards the performance anomaly detector. In the following, we discuss the performance
anomaly detector.
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6.2.2 Performance Anomaly Detection

A single log may have one, several or no parameters. As a log denotes the execution of
an instruction at one and only one point in time, we consider that the logs generated at
different time intervals from that instruction are independent. Thereby, we consider the
problem of performance anomaly detection as contextual point anomaly detection. The
contextual part originates from the template of the log, while the template further gives
the meaning of the parameters. Therefore, intermixing the parameters between different
log instructions is discouraged. There are two important aspects of performance to
consider, i.e., 1) parameter data type, and 2) a large number of events.

Regarding the parameter’s data types, they can be numeric or categorical. The numeric
data types are typically describing some important runtime information measuring the
performance (e.g., the time needed to create a virtual machine). They come as a single
predictor encouraging the adaptation of models with greater parsimony. Notably, the
numeric values are directly interpretable as they are associated with dynamic variables,
which further can be considered as their class. Similarly, the categorical parameters share
the interpretability property. They are usually associated with indicating relationships
between logs in form of IP addresses, endpoints, component names and similar. The
categorical parameters are further associated with exact value meaning (e.g., HTPP
error code 400), requiring expert knowledge. Thereby, we do not consider them.

An IT system can have many logs with parameters. The univariate nature of the param-
eters is particularly useful in this context as it enables the usage of parsimonious anomaly
detection models, e.g., the σ rule [140]. In the case of numerical parameters as normality
function p̃+ik we use the Euclidean distance of the observed parameter value and the aver-
age value of the parameter in normal system state p̃+ik(xi) = ( 1

|Nval|
∑|Nval|

xj
t(xj)− t(xi))

2,
where t is the identity function, while xi is the value of the parameter k of the log in-
struction i. The thresholds ãik1/2 = 1

|Nval|
∑|Nval|

xj
t(xj)± rσ2 are calculated on a separate

validation set for each parameter, where r denotes a confidence factor, σ2 denotes the
standard deviation of the parameter values of the normal validation set. Note that this
predictor is simple to update (it involves just summation and additions of single vari-
ables) and efficient for calculation, fulfilling the requirement for an efficient model that
is easy to scale to a large number of events.

6.3 Evaluation

We perform several experiments to evaluate the single log line analysis module. We
split the evaluation into two parts. First, we discuss the evaluation of semantic log
analysis. We compare ADLILog against two unsupervised and four supervised methods
with publicly available implementation, on two real-world HPC systems. Afterwards, we
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discuss the performance log analysis results with a particular focus on the log parsing
evaluation.

6.3.1 Semantic Log Analysis

In this part, we present the experimental evaluation of ADLILog. The performance
evaluation is performed on two public real-world data from HPC systems: BGL and
SPIRIT [132]. An important characteristic they share is that the methods have novel
log messages appearing through time, i.e., they evolve. This enables the evaluation
of the methods with appearing novel logs – methods generalization. We set the focus
on evaluating the detection performance, as the precise detection of anomalies is an
important quality indicator of the method. To estimate the ADLILog’s deployment
complexity, we further analyze two hyperparameters of the method and the learning
procedure. These experiments evaluate the practical properties of ADLILog.

Table 6.3: Datasets properties.

System Vendor #Processors Days #Messages # Anomalies # Anomalies (5m)
Blue Gene/L IBM 131072 215 4713493 348460 348460

SPIRIT DELL 1028 558 272298969 172816564 3403341

Datasets ; We select BGL and SPIRIT as two real-world log data from HPC systems.
They have been used for log-based anomaly detection by the research community [91,
127]. Table 6.3 shows the key properties of the datasets. As SPIRIT is a large dataset,
similar to related works [91], we consider five million chronologically ordered logs. The
BGL dataset is utilized fully, as it has less than five million logs. It is important to note
that the two datasets are labeled on a single log message enabling the evaluation on a
single log line anomaly detection. The column #Anomalies shows the number of labeled
anomalies within the data.

To evaluate the methods’ robustness, we perform the experiments on different train-
test splits, similar to Nedelkoski et al. [127]. To ensure that the test data always have
novel logs, we split the data chronologically on train-test splits. The train-test splits we
considered are: 5%-95%, 80%-20%. These splits allow the evaluation of the performance
of the method with fewer training instances and novel test logs, and vice-versa. We
further show relevant statistics on the input data. Table 6.4 gives the logs distributions
among the two splits. It can be seen that in each split there are many new logs in the
test, that do not appear in the training dataset. This enables testing the generalization
performance of the methods, i.e., the performance on unseen logs.

ADLILog Experimental Setup Implementation ; We perform the experiments using three
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Table 6.4: Difference between the train-test splits for the two datasets.

System

# Unique log messages
in train that are not part

of the test
Total

Template
Number5% 80%

Blue Gene/L 251 97 360
SPIRIT 463 51 1088

different values for the model size {16, 64, 256}. The max_len parameter is set to 32
because this length covers the majority of the log lengths. To prevent overfitting, we use
the dropout regularization technique with a probability rate of 0.05. In the pretraining
phase, we use Adam [87] optimizer with a learning rate 10−4 and values for β1 and β2 set
to 0.9 and 0.99, as commonly used optimizer for training encoder [40]. The finetuning is
performed for a maximum of 20 epochs with the same values for the parameters of the
optimizer. The experiments are conducted on a machine using Ubuntu 18.04, with CPU
Intel(R) i5-9600K, RAM 128 GB, and GPU RTX 2080.

Experimental Results and Discussion

Comparison against unsupervised methods; We evaluate the anomaly detection
performance in two separate experiments, against (1) unsupervised and (2) supervised
methods, to examine the potential strengths and shortcomings of our method with respect
to the two method groups. As evaluation criteria, we considered F1, precision and recall
as commonly used to access the performance of the anomaly detectors [91].

Experimental Setup; From the unsupervised methods, we considered DeepLog [44], and
PCA [172]. We found these methods to be competitors of ADLILog as our method is
unsupervised from the perspective of the target system. We set the hyperparameters of
the methods using their defaults from their respective implementations, enabling equal
methods comparisons. Recent study by Van-Hoang et al. [91] identifies LogAnomaly [117]
to outperform DeepLog by margins of 0.03-0.05 on the F1 score. As we are not aware
of any public implementation of it, and we do not consider it in our evaluation. We
considered the publicly available implementation of the two methods from the deep-
logalizer2 and logalizer3 libraries.

Results and Discussions ; Figure 6.5 shows the results of ADLILog compared against the
unsupervised baselines. Overall, ADLILog achieves the best-performing results in three
out of the four tested cases. Specifically, it outperforms the methods on F1 score for

2https://github.com/logpai/deep-loglizer
3https://github.com/logpai/loglizer

https://github.com/logpai/deep-loglizer
https://github.com/logpai/loglizer
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Figure 6.5: Comparison of ADLILog against unsupervised methods.

the two splits in BGL, and by a slight margin of 0.01 on the 80% split for SPIRIT.
ADLILog has a strong performance on recall, for both of the datasets. This means that
the method can correctly detect the true anomalies. This is attributed to the shared
properties of the "abnormal" class of the SL data as auxiliary data and the anomalous
target system class. As the SL data contain rich semantics of anomalous events, it
helps ADLILog to make more correct predictions on the novel logs. This is particularly
emphasised for the two splits of BGL. As can be seen from Table 6.4, this dataset has
a significant number of novel events in the test set, dozens of which have words like
"failed", "interrupted", "error" and similar. By leveraging the "abnormal" class of the
SL data (which shares similar vocabulary), ADLILog can exploit the shared properties
between the target system anomalies and the "abnormal" class. Therefore, the SL is
useful as auxiliary data in improving anomaly detection performance. It enables learning
of representations of the target-system logs by emphasising the differences between the
normal and anomalous logs, which ultimately helps anomaly detection.

DeepLog, in most cases, has a stronger performance on recall, as it learns the normal
state well. In some cases, as for BGL, leveraging just the template indices may not be
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sufficient, as the precision drops. In the cases where novel normal log events are asked
to be predicted, the model confuses them with an anomalous input, which increases the
false positive rate affecting the precision. As ADLILog solely utilizes individual logs,
it aims to learn the distinctive features of what constitutes a normal sample from the
target system, by relying on the SL data as auxiliary data. The PCA method tends to
have a better performance on precision, as opposed to recall. Notably, PCA has a drop
in performance for both of the datasets on the 80% split (when more training data is
available). As PCA aims to represent the normal state by relying on the template count,
when many normal samples are available (increase variance in the data), the produced
representation space will have an increased number of components. In this case, PCA
faces the problem of the sparsity of the high dimensional spaces where the normal and
anomalous points are both further apart. This results in many anomalous points being
detected as normal (dropping the recall). As ADLILog and DeepLog learn the data
characteristics, they better exploit the availability of the input data, and in general, do
not have reduced performance when more data is available.

Comparison against supervised methods; As observed from the statistics of the
data, there exist many labeled logs. As supervised methods are commonly shown to be
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best performing for log-based anomaly detection, we evaluate ADLILog against them [91].
As the SL data used by ADLILog shares similar, but not the same properties with the
ground truth labels, this comparison further enables us to glean more insights into the
strengths and limitations of using the SL data as auxiliary data.

Experimental Setup; We compare ADLILog with four supervised methods. We considered
two deep learning-based methods (LogRobust [180], and CNN [112]), and two traditional
based approaches Decision Tree (DT) [28] and Logistic Regression (LR) [6]. LogRobust
is currently regarded as a state-of-the-art method, according to a recent survey [91].
Therefore, we do not compare ADLILog against any further methods from the literature.
We consider a similar evaluation scenario as in the unsupervised case.

Results and Discussions ; Figure 6.6 shows the results from the comparison. On average
the best performing method is LogRobust with an average F1 score of 0.55 on BGL,
as compared to 0.5 as obtained by ADLILog. On SPIRIT, ADLILog is outperformed
by both CNN and LogRobust on the F1 score. They both use the correct labels from
the target system. The existence of discrepancy can be attributed to the SL data that
does not model the exact vocabulary of the target system, i.e., the SL data as auxiliary
data does not preserve the correct target distribution, but similar related properties
instead. A further implication of this can be seen in the lack of the best-performing
scores on the SPIRIT dataset on the 80% split. While all the methods achieve the best
score, ADLILog suffers a drop by 0.04 on the F1 score. Nevertheless, it is important
to note that ADLILog in the case of BGL can use a small number of samples and can
provide slightly better scores than CNN. In comparison to the supervised methods, the
strongest aspect of ADLILog is the good performance on recall, where it outperforms
all the methods on the 5% BGL split, compares second on the 80% BGL split, and
is comparable for the two splits on SPIRIT. In addition, when considering the BGL
dataset, ADLILog outperforms the traditional supervised methods. As these methods
use fixed vectors as representation, ADLILog benefits from the finetuning process to
adjust its rich vocabulary to the vocabulary of the logs in the target system. Therefore,
it can perform better than the traditional methods. The deep learning-based anomaly
detection methods outperform the traditional ones due to learning the feature vectors
on the data. In general, as more samples for training become available, the performance
of the methods on F1 and precision improves. As the traditional supervised methods on
the 80% BGL split are trained on many data, they overfit and do not generalize well, as
seen by the drop in precision and recall. The good performance of the 80% SPIRIT split
for all the methods can be attributed to the low number of novel classes in the test split.

While in general ADLILog is outperformed by the deep learning-based supervised meth-
ods, it still performs comparably to them. This is particularly important as ADLILog
does not need labeled data, as opposed to supervised methods. Due to the fast rate of
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system evolution and the depreciation of labels for logs, which come in large volumes,
the availability of the SL data as auxiliary data is important as it allows an unsupervised
method training with lower, but comparable performance to the supervised methods.
Therefore, ADLILog has a competing edge over the supervised methods from this per-
spective. Furthermore, ADLILog is out-competing the unsupervised methods, address-
ing the challenge of the low detection performance of the competing methods. Therefore
ADLILog generalizes better. The utilization of the SL data obtained from public code
repositories is one unique property of the proposed approach in comparison to other ex-
isting methods. In contrast to the related deep-learning methods that adopt word vector
representations for the input (e.g., LogRobust), ADLILog leverages publicly accessible
data from public repositories to learn log-specific properties of normal and abnormal
events among the different computer systems. The SL data utilization as auxiliary data
is specific for two aspects, 1) it enables learning of log-specific model to discern normal
and abnormal system events (after pretraining) and 2) enables the discrimination of the
anomalous data from the target system enabling anomaly detection (after fine-tuning).
Notably, the SL data is easily and publicly available, making its utilization practically
possible. Similar to other domains, as discussed in Ruff et al. [146], the results show that
the auxiliary data is beneficial for log-based anomaly detection.
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Figure 6.7: Sensitivity analysis of the influence of batch and model size
over the predictive and runtime performances.

ADLILog Hyper-parameter setting evaluation; The correct hyper-parameter set-
ting influences the needed effort for the method training, and the quality of the detection.
To evaluate the impact of the hyperparameters on the detection performance and effi-
ciency, we examined two hyperparameters, model and batch sizes. The model size is
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related to memory utilization while the batch size is related to the time needed to up-
date the model.

Experimental Setup; We considered the 80% split of the BGL dataset to study the effects
of the hyperparameters. We varied the model size in the range {16, 64, 256} and batch
size in the range {32, 64, 256, 512}, at a fixed number of iterations for the pretraining
phase. The F1 score as a measure of the detection performance is reported.

Results and Discussions ; Figure 6.7 shows the results. It can be seen that the larger batch
size and smaller model size provide better detection performances while being faster for
updating. The smaller model sizes imply smaller memory utilization. The prediction time
per batch size of 512 is 17 ms (∼30000 logs per second) on the aforenamed configuration.
Together with the small model size, these experiments imply that ADLILog can produce
many predictions relatively fast. This is important for modern software systems that
produce many logs (e.g., He et al. [70] report up to 50GB/h). Observing the time it can
be seen that the times for model updates are relatively low. These parameters show that
the method has good practical properties. In the following, we discuss the performance
on the single log line anomaly classification task.

Semantic Anomaly Classification

Experimental Setup; To evaluate the semantic anomaly classification method, we used
the BGL dataset as it has an anomaly class of individual logs. In total there are 41
classes. The top-3 most frequent classes are KERNDTLB which denotes "data TLB
error interrupt" (and it is the most frequent one with (152,734/348,460) log messages),
KERNSTOR which shows "data storage interrupt", and APPSEV which describes "ciod:
Error reading message prefix after LOGIN MESSAGE on CioStream". We compare our
approach with LogClass [119] implemented with TFIDF, which was trained with the
default values for its parameters. We evaluate the methods of several splits from BGL.
The splits are created by incrementally splitting the data into intervals of 10% between
10-90%. We used the last 20% of the split to create the test dataset. For example, if
there are 100 log messages, for the 10% split we will use just the first 10 logs. Out of
them, eight will be used for training the model, and the remaining two for evaluation.
This evaluates the methods progressively through time as more knowledge for anomaly
classes becomes available (e.g., given by an operator).

Results and Discussions ; Table 6.5 shows the results. Note that both methods achieve
comparable and peak performance on the task of semantic log-based anomaly classifica-
tion, under the recurrence assumption. Specifically, as seen by the target class statistics,
whenever there are no new log classes in the test set (the row unique test samples) the
performance of the two methods is optimal. Once there are new log templates (e.g.,
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the split 0.5), the performance drops as the models are asked to predict unseen classes.
The drop in performance is the most severe for the split of 0.7, where there are 24 new
classes in the test set. However, by directly matching the templates, one is ensured that
the known anomalies are correctly classified. The unclassified logs are stored and can
be given to operators for labeling. As seen by the next split, i.e., 0.8, all the classes are
correctly detected after labels are obtained. Therefore, the single-log-line anomaly classi-
fication method augments the reported output beyond the detected anomaly if knowledge
of anomalous classes is available.

6.3.2 Performance Log Analysis

We split the evaluation of the performance log analysis into two parts. We begin by
discussing the evaluation setup for log parsing. Next, we present the evaluation results
against twelve related log parsing methods. Finally, we describe the experimental sce-
nario we developed alongside the experimental results for performance anomaly detection
evaluation.

Log Parsing Evaluation

Experimental Setup; To quantify the performance of the proposed method, we perform
an exhaustive evaluation of the log parsing task on a set of 10 benchmark datasets and
compare the results with 12 other log template parsing methods. The comparison with
other systems allows us to examine the robustness of the parser across logs generated
from different systems. This is of particular importance for the performance anomaly
detector which requires that the log parser can work well for many different systems.
The datasets with the implementation of the other parsers were obtained from the log

Table 6.5: Semantic anomaly classification results on BGL.

Split 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Target
Class

Statistic

Train
Classes

4.0 4.0 4.0 4.0 4.0 4.0 5.0 29.0 30.0

Test
Classes

1.0 1.0 1.0 1.0 5.0 5.0 28.0 6.0 26.0

Unique Test
Classes

0.0 0.0 0.0 0.0 1.0 1.0 24.0 0.0 6.0

Ours
F1 1.0 1.0 1.0 1.0 0.6 0.6 0.06 1.0 0.69
Precision 1.0 1.0 1.0 1.0 0.8 0.8 0.14 1.0 0.7
Recall 1.0 1.0 1.0 1.0 0.6 0.6 0.05 1.0 0.7

LogClass
F1 1.0 1.0 1.0 1.0 0.6 0.76 0.06 1.0 0.7
Precision 1.0 1.0 1.0 1.0 0.8 0.8 0.14 1.0 0.74
Recall 1.0 1.0 1.0 1.0 0.6 0.73 0.05 1.0 0.71
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benchmark introduced in Zhu et al. [187]. As evaluation criteria, we used parsing accuracy
and edit distance.

Table 6.6: Datasets and NuLog hyperparameter settings.

System #T Tokenization filter #epochs ϵ

BGL 120 ([ |:|\(|\)|=|,])|(core.)|(\.2,) 3 50
Android 166 ([ |:|\(|\)|=|,|"|\|\|@|$|\[|\]|\||;]) 5 25
OpenStack 43 ([ |:|\(|\)|"|\|\|@|$|\[|\]|\||;]) 6 5
HDFS 14 (\s+blk\– )|(:)|(\s) 5 15
Apache 6 ([ ]) 5 12
HPC 46 ([ |=]) 3 10
Windows 50 ([ ]) 5 95
HealthApp 75 ([ ]) 5 100
Mac 341 ([ ])|([\w-]+\.)2,[\w-]+ 10 300
Spark 36 ([ ])|(\d+\sB)|(\d+\sKB)|(\d+\.)3\d+ 3 50

Datasets ; The log datasets employed in our experiments are summarized in Table 6.6.
These real-world log data range from supercomputer logs (BGL and HPC), and dis-
tributed system logs (HDFS, OpenStack, Spark), to standalone software logs (Apache,
Windows, Mac, Android). To perform the experiments, we follow the guidelines from
Zhu et al. [187] and utilize a random sample of 2000 log messages from each dataset,
where the ground truth templates are available.

The BGL dataset is collected by Lawrence Livermore National Labs (LLNL) from the
BlueGene/L supercomputer system. HPC logs are collected from a high-performance
cluster, consisting of 49 nodes with 6,152 cores. HDFS is a log data set collected from
the Hadoop distributed file system deployed on a cluster of 203 nodes within the Ama-
zon EC2 platform. OpenStack is a result of a conducted anomaly experiment within
CloudLab with one control node, one network node and eight compute nodes. Spark is
an aggregation of logs from the Spark system deployed within the Chinese University of
Hongkong, which comprises 32 machines. The Apache HTTP server dataset consists of
access and error logs from the apache web server. Windows, Mac, and Android datasets
consist of logs generated from single machines using the respectively named operating
system. HealthApp contains logs from an Android health application.

Results and Discussions ; In the following we discuss the log parsing PA results of NuLog
on the benchmark datasets, and compare them against twelve other methods. Table 6.7
presents the results. Specifically, each row contains the datasets, while the compared
methods are given the columns. Additionally, the penultimate column contains the high-
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est value of the first twelve columns - referred to as the best of all - and the last column
contains the results for NuLog. In the bold text, we highlight the best of the methods
per dataset. HDFS and Apache datasets are most frequently parsed with maximal (i.e.,
100% PA). This is because HDFS and Apache error logs have relatively unambiguous
event templates that are easy to identify. For them, NuLog is also able to achieve compa-
rable results. For the Spark, BGL and Windows datasets, the existing methods already
achieve high PA values above 96% (BGL) or above 99% (Spark and Windows). Our
proposed method can slightly outperform those. For the rather complex log data from
OpenStack, HPC and HealthApp the baseline methods achieve a PA between 78% and
90%, which NuLog outperforms by 4-13%.

Having a good parsing model is vital for the performance anomaly as it enables the
correct disentanglement of the static text and the variable parameters. This enables
performance anomaly detection. Therefore, the robustness of NuLog is analyzed and
compared to the related methods. Figure 6.8 shows the accuracy distribution of each
log parser across the log datasets within a boxplot. From left to right in the figure, the
log parsers are arranged in ascending order of the median PA. That is, LogSig has the
lowest, and NuLog obtains the highest parsing accuracy on the median. Although most
log parsing methods achieve high PA values of 90% for specific log datasets, they have
a large variance when applied across all given log types. NuLog outperforms the other
baseline methods in terms of PA robustness with a median of 0.99. This makes NuLog
particularly suitable for extracting the parameters from the log messages across different
systems. This is important for the performance anomaly detector whose performance is
directly related to the correctly extracted parameters. Notably, the extracted events can
be further used by other log analysis tasks.

Figure 6.8 gives the edit distance scores. The table structure follows one of the PA

results. In bold, we highlight the best edit distance value across all tested methods
per dataset. It can be seen that in terms of edit distance, NuLog outperforms existing
methods on the HDFS, Windows, Android, HealthApp and Mac datasets. It performs

Table 6.7: Comparisons of log parsers on parsing accuracy.

Dataset SLCT AEL LKE LFA LogSig SHISHO LogCluster LenMa LogMine Spell Drain MoLFI BoA NuLog

HDFS 0.545 0.998 1.000 0.885 0.850 0.998 0.546 0.998 0.851 1.000 0.998 0.998 1.000 0.998
Spark 0.685 0.905 0.634 0.994 0.544 0.906 0.799 0.884 0.576 0.905 0.920 0.418 0.994 1.000
OpenStack 0.867 0.758 0.787 0.200 0.200 0.722 0.696 0.743 0.743 0.764 0.733 0.213 0.867 0.990
BGL 0.573 0.758 0.128 0.854 0.227 0.711 0.835 0.690 0.723 0.787 0.963 0.960 0.963 0.980
HPC 0.839 0.903 0.574 0.817 0.354 0.325 0.788 0.830 0.784 0.654 0.887 0.824 0.903 0.945
Windows 0.697 0.690 0.990 0.588 0.689 0.701 0.713 0.566 0.993 0.989 0.997 0.406 0.997 0.998
Mac 0.558 0.764 0.369 0.599 0.478 0.595 0.604 0.698 0.872 0.757 0.787 0.636 0.872 0.821
Android 0.882 0.682 0.909 0.616 0.548 0.585 0.798 0.880 0.504 0.919 0.911 0.788 0.919 0.827
HealthApp 0.331 0.568 0.592 0.549 0.235 0.397 0.531 0.174 0.684 0.639 0.780 0.440 0.780 0.875
Apache 0.731 1.000 1.000 1.000 1.000 1.000 0.709 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Figure 6.8: Robustness evaluation on the parsing accuracy.

comparably on the BGL, HPC, Apache and OpenStack datasets and achieves a higher
edit distance on the Spark log data.

We further want to verify how consistent NuLog is performing in terms of edit distance
across the different log datasets. Figure 6.9 shows a box plot that indicates the edit
distance distribution of each log parser for all log datasets. From left to right in the
figure, the log parsing methods are arranged in descending order of the median edit
distance. Although most log parsing methods achieve minimal edit distance scores under
10, most of them have a large variance over different datasets and are therefore not
generally applicable for diverse log data types. MoLFI has the highest median edit
distance, while Spell and Drain perform constantly well - i.e. small median edit distance
values - for multiple datasets.

Table 6.8: Comparisons of log parsers on edit distance.

Dataset LogSig LKE MoLFI SLCT LFA LogCluster SHISHO LogMine LenMa Spell AEL Drain BoA NuLog

HDFS 19.1595 17.9405 19.8430 13.6410 30.8190 28.3405 10.1145 16.2495 10.7620 9.2740 8.8200 8.8195 8.8195 3.2040
Spark 13.0615 41.9175 14.1880 6.0275 9.1785 17.0820 7.9100 16.0040 10.9450 6.1290 3.8610 3.5325 3.5325 12.0800
BGL 11.5420 12.5820 10.9250 9.8410 12.5240 12.9550 8.6305 19.2710 8.3730 7.9005 5.0140 4.9295 4.9295 5.5230
HPC 4.4475 7.6490 3.8710 2.6250 3.1825 3.5795 7.8535 3.2185 2.9055 5.1290 1.4050 2.0155 1.4050 2.9595
Windows 7.6645 11.8335 14.1630 7.0065 10.2385 6.9670 5.6245 6.9190 20.6615 4.4055 11.9750 6.1720 5.6245 4.4860
Android 16.9295 12.3505 39.2700 3.7580 9.9980 16.4175 10.1505 22.5325 3.2555 8.6680 6.6550 3.2210 3.2210 1.1905
HealthApp 17.1120 14.6675 21.6485 16.2365 20.2740 16.8455 24.4310 19.5045 16.5390 8.5345 19.0870 18.4965 14.6675 6.2075
Apache 14.4420 14.7115 18.4410 11.0260 10.3675 16.2765 12.4405 10.2655 13.5520 10.2335 10.2175 10.2175 10.2175 11.6915
OpenStack 21.8810 29.1730 67.8850 20.9855 28.1385 31.4860 18.5820 23.9795 18.5350 27.9840 17.1425 28.3855 17.1425 21.2605
Mac 27.9230 79.6790 28.7160 34.5600 41.8040 21.3275 19.8105 17.0620 19.9835 22.5930 19.5340 19.8815 17.062 2.8920

Performance Anomaly Detection Evaluation

Experimental Design ; In the following, we present the experimental design for perfor-
mance anomaly detection. The detection of performance anomalies requires knowledge
about the system itself, e.g., the meaning of the parameters and the context anomalies
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Figure 6.9: Robustness evaluation on the edit distance.

appear in. This does not limit the general applicability of the approach but enables the
evaluation. Du et al. [44] propose a dataset and a procedure for generating performance
anomalies we adopt. Specifically, the introduced dataset simulates how multiple users
constantly request the creation and deletion of VMs. To generate performance anoma-
lies, the authors propose throttling the network between the control and compute nodes.
As copying the image from the control node to the compute node is an important op-
eration during VM creation, the network throttling increases the time for executing the
operation but does not report sequential or single log line anomalies. The events related
to this parameter can be used for performance anomaly detection. We restrict to a sin-
gle use case for the evaluation as we are not aware of other public resources describing
the generation procedure for performance anomalies without introducing anomalies with
additional properties, e.g., semantic or sequential.

To build models we considered the procedure described in Section 6.2.2. We applied first
the log parser to extract the log templates. The procedure resulted in a total of 54 events.
A total of 42 templates have categorical information in the name of the VM the event
is associated with. The remaining templates are characterized by both categorical and
numeric data types. As the network throttling slows down the internet connection, the
time needed to copy the image is increased. Therefore, from the numerical data types,
the parameters related to the word "seconds" are considered the most relevant and we
analyze them.

Results and Discussions ; Figure 6.10 summarizes the results from three different events.
It can be seen that the majority of the normal data fall within the 95% and 99% confidence
intervals obtained for r = {1.96, 3} correspondingly given by the blue dots. Figure 6.10a
depicts the distribution of the normal validation and test, and anomalous test times for
the parameters "seconds" of the event "Took <*> seconds to build instance". The red
dots denote the VMs with a creation time larger than 30 seconds when the anomaly
was injected. From the semantic perspective, the event denotes a normal system state.
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Figure 6.10: Performance anomaly detection results.

However, the large time to build the instance suggests the existence of some problem.
The exploitation of the parameter enables the detection of the anomaly. If just semantics
would have been used, this anomaly would have been probably missed as denotes a normal
system event. Figure 6.10c gives the event "Took <*> seconds to spawn the instance on
the hypervisor." where a similar observation can be made. However, in the case of the
second event "Took <*> seconds to deallocate network for instance." (Figure 6.10b) the
time is not affected as it does not require the involvement of the communication between
the control and compute node. While all three events denote a normal state from a
semantic perspective, utilizing the parameters of the log events enables richer visibility
into system behaviour and detects anomalies that would have been otherwise missed.
Therefore, the successful detection of anomalies in single log lines should encompass
both, the parameters and the semantics of the logs.
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6.4 Chapter Summary

This chapter addresses the task of automating single log analysis. As the anomalies
affect the single log lines differently, we split the analysis into 1) semantic log-based
anomaly detection and classification and 2) performance anomaly detection. To de-
tect semantic anomalies, we introduced a novel unsupervised method for log anomaly
detection, named ADLILog. The key idea of ADLILog is to use large unstructured in-
formation from the logging instructions of public code repositories. ADLILog uses this
information as auxiliary data to improve the target-system log representations, which di-
rectly improves anomaly detection. We first conducted a study to examine the language
properties of the log instructions, and we showed that they encode rich anomaly-related
information. ADLILog combines the anomaly-related information as auxiliary data and
the target-system data to learn a deep neural network model by a sequential two-phase
learning procedure. The extensive experimental results on two real-world datasets from
HPC systems showed that ADLILog outperforms the unsupervised, and has a compet-
itive detection performance with the supervised methods. Furthermore, ADLILog has
better generalization performance. By leveraging the recurrence assumption we further
considered the classification of single log line anomalies.

For a complete single log line analysis we further detect the anomalies within log message
variables. One challenge with respect to this is to correctly disentangle the static text
from the variable parameters, and extract data for performance anomaly detection. To
that end, we proposed a novel log parsing method. We observed that having words ap-
pearing at a constant position of a log record implies that their correct prediction can be
directly used to produce a log message template. An incorrect prediction indicates that
a token is a parameter. Based on this observation, we proposed NuLog as a log pars-
ing method that uses deep learning to learn the constant and variable parts of the log
instructions. The evaluation results on ten public benchmark datasets from diverse sys-
tems showed that NuLog achieves high robustness. This is important because it enables
the usage of NuLog as a log parsing method across many different systems, and correctly
extracts the parameters important for performance anomaly detection. Furthermore,
by adopting a parsimonious model for anomaly detection on the parameters extracted
with the log parsing procedure, we showed that we can also detect performance anoma-
lies. Through a use case, we showed that the analysis of the two categories (semantic
and performance) in unison enables greater anomaly detection coverage. Ultimately, the
proposed methods contribute to the improvement of the operational and development
processes.

The single log analysis is particularly useful in cases where the semantics and variables
are of primary concern. As long as the anomaly is expressed within a single log, these
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methods can give a hint and narrow down the potentially relevant set of logs. That
way the method is complementary to the existing log levels within the source code, as
it put the accent on the semantics of the logs. Due to the possibility of misjudging the
log level of the events [100], the semantic anomaly detector as it is trained on many
diverse normal and anomalous system events can be particularly useful when large log
volumes need to be analyzed. A key feature of the presented semantic anomaly detection
approach is the existence of publicly available data to extract the log instructions to
learn general features of anomalous and normal events among different systems. The
presented achievements indicate that reusing publicly available data can be effective in
the automation of IT operation tasks such as log-based anomaly detection.
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Although the single log line anomaly detection and classification methods can achieve
high performance, due to the insufficient anomaly coverage in the source code some
anomalies may not be explicitly logged [102]. As a consequence, the single log analysis
cannot deal with those cases. Nevertheless, anomalies can manifest in logs as changes in
the log sequences, prompting the need for sequential analysis [44].

The focus of this chapter is the problem of sequential log-based analysis. When consid-
ering log sequences, the challenge of how to efficiently represent log sequences as complex
data emerges. The log sequence representations should consider different dependencies
within the overall sequence. One type of dependence originates from the non-conditioned
sequential calls between the different functions within the source code. However, as the

123
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program flow of the modern system involves the conditional invocation of multiple sys-
tem components (e.g., caused by branching conditions), there exist many conditional
changes within the log sequences, i.e., diverse log sequences. The conditional changes
cause different log events to be part of different contexts (i.e., a set of events frequently
co-occurring together). As the scale of the modern systems increase, the event contexts
are becoming more diverse. Furthermore, due to the challenge of software evolution,
log sequences frequently change, further enriching the reasons for novel log sequence de-
pendencies. Another consideration with respect to the complexity of the data resides
in the limited usability of the labels (i.e., the labeling challenge) which is a commonly
referenced reason for the inability to achieve good practical properties of the log-based
anomaly detection methods (i.e., the challenge of low performance of related methods)
or it is limiting the scope of their validity [91]. Another aspect adding to the complexity
of the log sequential analysis is the existence of unstable log sequences [180]. The un-
stable log sequences are log sequences that describe normal system behaviour. However,
network errors, limited throughput, or storage issues can cause some events to repeat
or be dropped which slightly changes the normal sequence. Therefore, the resulting log
sequences are normal, but there are certain events that are missing or duplicated. No-
tably, the instability makes the log sequences similar to the anomalous sequences (e.g.,
shortened lengths or contexts differ in a single event), making it harder to distinguish
them from one another.

To address the challenges for sequential log anomaly detection we adhere to the nor-
mality and anomaly detectability assumptions. These assumptions enable us to model
the normal system state and adopt models with higher modeling capacity, like deep
learning-based methods. The anomaly detectability enables the detection of the anoma-
lies reflected within the log sequences. To enable anomaly classification, we further refer
to the recurrence assumption.

The contributions presented within this chapter aid the system operation and develop-
ment in detecting and classifying sequential anomalies and they are presented as follows 1:

1. We find that by representing the log sequences as sequences of contextually similar
event groups (e.g., groups of neighbouring events), the impurity in the input log
sequences is reduced.

2. We propose a novel method, named PLog, that uses deep learning and clustering
techniques to extract context-aware event groups.

3. We show that by representing the log sequences as sequences of event groups by
PLog, properties of the sequential anomaly detection and classification methods
can be improved.

1Parts of this chapter are published in [10, 12, 135] and patented in [20].
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The remainder of this chapter describes our approach to sequential log analysis. Sec-
tion 7.1 analyzes the benefits of representing the log sequences as sequences of event
groups instead of sequences of log events. Section 7.2 introduces our method, PLog, for
extracting event groups. It further shows its application in the overall method named
CLog for unsupervised anomaly detection and classification. Section 5.3 presents and
discusses the evaluation results. Section 5.4 summarizes the chapter.

7.1 Log Sequence Representation with Event Groups

The log generation within the log file is conditioned on the control flow and the different
internal and external inputs and conditions that cause certain behaviours. Intuitively,
during normal system operation, the logs that are serving and referring to the execution
of a certain function should appear consecutively. Additional logs that are not referring
to the function can potentially be intertwined in between. Considering this, if there
is a successful normal realization of the function, the same logs are expected to co-
occur together within a certain time interval irrespective of their ordering within the
interval (i.e., they form an event context). For example, Table 7.1 shows a context of
events associated with creating a VM in OpenStack (an open-source cloud computing
infrastructure software project) obtained from log dataset introduced in Cotroneo et
al. [36]. The VM is successfully created, and the log messages on lines 200, 224, 225,
226, and 240 all refer to the initial and later phases of the successful creation of a VM.
The events are appearing within short time intervals, potentially separated by other logs.
Note that, the additional logs are also part of the context (line 210 in the example) of a
given time window irrespective that they are not referring to a specific function.

Considering this, one can observe a whole log file as composed of different time windows,
where each time window refers to a set of different contexts composed of co-occurring
logs and additional logs intertwined in between. As a single system is expected to execute
similar tasks, some event groups share the same events and experience similar properties,
but occur in different time windows. We refer to these groups as event groups (clusters)
identified by a single identifier. Note that the identifier does not necessarily have an
explicit meaning in terms of executing certain subprocesses. The event groups are nat-
urally appearing one after the other forming the sequence of event groups. By learning
the normal similar sequence of event groups one expects that whenever anomalous logs
appear within given event groups, the sequence of event groups is disturbed, showing
useful information for operation tasks (e.g., detection of anomalies).

Motivated by this intuition, we analysed a log file with logs from OpenStack, introduced
by Cotroneo et al. [36] to find if there are benefits of this view on the log sequences. The
data is generated by repeating a single workload (common operations associated with
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VM, e.g., creating, deleting) many times. For this analysis, we consider just the normal
event sequences. We represent the log sequence as a string of characters where each
character is a single event. We found 518 events that describe the different runs of the
workload. Following our discussion above, we first split the event sequences into event
groups on different window sizes (60s, 120s, 180s, 240s and 300s). Therefore, we obtain
two representations of a log sequence with a certain task ID: 1) time window event split
of a log sequence, alongside its 2) original sequence representation.

Table 7.1: Example of event groups forming the context of VM creation
event in OpenStack.

Log Line Timestamp Log Message
200 00:49:18.456 Claim successful on node localhost.localdomain
210 00:49:26.362 GET 10.0.20.46:35357
224 00:49:33.667 Took 12.51 seconds to spawn the instance on the hypervisor
225 00:49:33.896 During sync_power_state the instance has a pending task (spawning). Skip.
226 00:49:33.900 VM Created (Lifecycle Event).
240 00:49:34.041 Took 15.67 seconds to build instance.

To compare the impact on the event sequence representation over the log sequences, we
used entropy [63]. Entropy enables quantifying the differences in the uncertainty of the
different representations as it measures the impurity of the input sequences. From a mod-
eling perspective, higher entropy relates to more challenging input data as the relevant
information important for the operational task is closely intertwined with additional less
relevant data. The entropy on the time window event split representation for a single
task ID is calculated by first calculating the entropy on the individual event windows,
and afterwards averaging the entropies over all the windows of the log sequence with the
same task ID. The entropy for the original sequence representation is calculated directly
over the original log sequence. For both representations, the entropy is averaged over all
the log sequences with a task ID in the data. That way, we can evaluate the differences
in the impurity in different representations. Figure 7.1 illustrate the entropies with the
two types of representations (black rectangles denote the input represented by the time
window event split, while the diamond is the entropy over the individual sequences rep-
resented by their original length). It can be seen that as the time window increases so
does the entropy. The entropy peaks when the sequences are represented by the overall
event sequence associated with a task ID. Notably, for smaller time windows the entropy
also decreases. Therefore, by aggregating the windows, we expect that the impurity of
the modeling sequences will decrease. As this reduces the impurity of the modeling input
data, the latter representation may expose richer information for modeling, potentially
suitable for sequential log analysis.
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In addition, as we expect that similar log sequences exist among the different time win-
dows, we identify similar event groups and assigned an individual identifier for each of
them. 2 Therefore, the log sequences are represented as sequences of group identifiers. By
calculating the average entropy of the log sequences associated with a single task ID on
this representation, it can be seen that the entropy is further reduced. The representation
with event group identifiers further reduces the impurity in the log sequence. Inspired
by this observation, we consider that it is beneficial to learn these context-aware groups,
to reduce the uncertainty within the overall log sequences. Therefore, an important goal
of the proposed method is to learn these event sequence groups while preserving their
characteristics (e.g., preserving contextual event information).
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Figure 7.1: Impact of the log sequence representations on entropy.

7.2 CLog: Method for Sequential Log-based Anomaly De-
tection and Classification with Event Groups

To address the problems of sequential log-based anomaly detection and classification, we
propose CLog. Figure 7.2 gives an overview of the method. It has three parts 1) log
parsing, 2) context-aware event group extraction, and 3) anomaly identification 3. Log
parsing, as a general preprocessing procedure in log analysis [187], extracts the event
templates from the incoming raw log events, transforming the raw log message sequences
into sequences of log event templates. The event template sequences are processed by
the context-aware event group extraction part, converting them into sequences of event

2We explain the process of similar event group extraction in the following parts of the chapter.
3We use the term anomaly identification to refer to the two problems of anomaly detection and

classification jointly.
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groups. This part leverages the observation that by representing the log sequences on a
level of event groups, the entropy of the representation sequence is smaller. Finally, the
processed log sequences are given as input into the anomaly identification part. The latter
is composed of two modules (a) anomaly detector and (b) anomaly classification. The
goal of the anomaly detector is to detect the anomalous sequences of event groups. The
anomaly classification module leverages the recurrence assumption to further identify
the anomaly class. The anomaly classes are stored in a knowledge base of instances
with sequential anomalous classes. In case when this knowledge base is not available,
the classification part is not used. CLog has two modes of operation: offline and online.
During the offline phase, the parameters of the context-aware event group extraction part,
and the anomaly identification parts are learned, and the learned models are stored. In
the online phase, the stored models are loaded and used to identify anomalies. Note, that
the method expects parsed log events as input, therefore, we keep the log parsing part
in the figure to emphasise this need. As we discussed the log parsing part in Chapter 6
we do not discuss it here. In the following, we describe the internal mechanisms of the
second and third parts of CLog in detail.

Context-aware Event Group
Extraction (PLog)

Anomaly Detection 
and Classification

E2 E5 E3 E2 E6 E1 E1 E9 E5

window size (e.g., 60s)
(parameter)
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Task ID 1: 
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Sequence of 
Event Groups

Output:
Task ID 1 is anomalous. 
The type of anomaly is, 
Failure Instance.

Input:

t1,2,3… time intervals

Raw System 
Log Messages

Sequence 
of Events

Log Parsing

Figure 7.2: CLog architecture overview.

7.2.1 PLog: Context-aware Event Group Extraction

The context-aware event group extraction is the central part of the method. Its goal
is the extraction of event groups from the parsed log event sequences. By representing
an execution workload on a higher-level granularity, i.e., by event groups, we reduce the
entropy in the input learning samples. The context-aware event group extraction com-
bines context-aware neural network and clustering methods to learn explicit relation-
ships between the events within the event sequences preserving their local properties.
For example, in the Table 7.1, the log message "Took 15.67 seconds to build instance.",
although, appears after the log message "Took 12.51 seconds to spawn the instance on
the hypervisor", it still refers to the successful event of VM creation. Considering this
information from the context is beneficial for the learning of the representation model
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as it is additional information the model can learn from. We choose a neural network-
based approach to learn the sequential embeddings due to the neural network’s ability
to extract complex dependencies from the input event sequences. The availability of
many instances to learn from, and the sequential nature of the data are generally con-
sidered domains where neural networks can use their high modeling capacities and are
preferred method choices [56]. We choose a clustering approach towards extracting the
event groups on a given dataset, as it is unknown which event sequences are similar.
As the clustering process groups the similar event sequences based on how similar the
learned representations from the neural network are, it allows considering the cluster
prototype as an event group identifier.

Figure 7.3 depicts the overall design of the context-aware event group extraction part with
a running example. Conceptually, it is composed of three submodules – (1) preprocessing
submodule that transforms the input sequences into a format suitable for learning, (2) a
neural network learning module which is combined with a batched k-means method to
learn event groups in an unsupervised manner, (3) event group extraction module that
assigns a unique event group identifier to the input event sequence. In the following, we
describe the submodules.
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Figure 7.3: Internal design of the context-aware event group extraction
part (with a detailed explanation of a running example).
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Preprocessing Submodule

The goal of the preprocessing submodule is to preprocess the input log sequences in a
unified format for the neural network. It has two components: padding and masking.
Padding ; The padding component receives the sequences of log events as input, with
each event represented by a unique symbol (e.g., integer). We refer to it as a token.
The sequences of events in a given time interval are different in length. However, the
neural network requires a fixed-size representation of the input. The padding component
specifies a hyperparameter max_length and appends each of the shorter log sequences
with a dedicated token [PD] up to max_length to enforce fixed-size representation.
The longer sequences are truncated. Notably, we add a dedicated token [LSE] (Log
Sequence Embedding) at the beginning of each sequence. During learning, we enforce
the sequence token representations to propagate through the upper layers in the network
via the [LSE] token. Thereby, [LSE] attends over all the tokens from the sequence and
summarizes the relevant context during learning. The [LSE] token serves as a sequence
vector representation used to group contexts and identify event groups. The output of
this module is the prepended and padded event sequence.

Masking. To learn context-aware groups, we consider a general self-supervised learning
task from NLP research called Masked Language Modeling (MLM) [40]. To apply the
MLM task, the masking component is processing the prepended and padded log event
sequences in a suitable format. More specifically, as input, it receives the prepended and
padded log event sequences and outputs a set of pairs of masked log event sequences
and original masked events. Masked log event sequences are sequences of log events
created by replacing all of the events from an original log sequence with a special [M ]

(masked) token. For example, for the input sequence (E2, E5, E3), one masked sequence
is (E2, [M ], E3), with E5 being the original masked event. There are three masked event
sequences for this example. [LSE] and [PD] tokens are not affected by the masking
procedure. During training, a masked sequence is given as input to the neural network,
while the original masked token is used as the prediction target. By predicting the mask
from the co-occurring tokens, the method learns the most important events from the
surrounding context, extracting context-aware representations. The capability of the
MLM task to consider the learning of local contexts is the main reason for its selection.
Note that by this procedure single input sequence is multiplied several times. We keep
track of the origin (the input event sequence) of each masked sequence and use it to
extract its corresponding event group identifier.

Neural Network Submodule

The neural network submodule learns context-aware groups of masked log sequences. To
do so it implements a neural network following the design of a self-attention encoder of the
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Transformer [40] architecture. The advantage given by this architectural choice resides
in its capability to learn the contextual information between the input events. When
learning the parameters of the network, guided by a carefully designed cost function,
the model learns local relationships between the events based on their co-occurrence ex-
tracting useful contextual features. The neural network submodule has four components:
vectorizer, encoder block, output layers and masked event group id assignment.

The vectorizer transforms the masked input event sequences of tokens into numerical
vector sequences. These vectors are called event embeddings and are part of the training
procedure. At the beginning of the training procedure, the event vectors are randomly
initialized and updated during training. This way, they learn contextual information
about the events.

The encoder block is composed of a self-attention encoder layer. The self-attention
extracts co-occurring information by weighting the input vector embeddings by their
similarity to all the other embeddings in the given context. Combining the self-attention
with the MLM learning task modifies the parameters of the network to learn the context
of the original masked event and extract sequential properties. The hyperparameters of
the encoder are the model size (denoted by d), the number of encoder layers, and the
number of heads. Particularly interesting is the embedding of the [LSE] token. Since
[LSE] serves as an embedding of the input event sequence group, it learns the contextual
properties of the masked input sequences. The output from the encoder is the vector
embedding of the [LSE] token for each of the masked sequences, proceeding towards the
output layer.

The output layer is composed of two layers with nonlinear activation (RELU is used).
The purpose of it is to map the masked sequence embedding vector [LSE] of size d, to
a vector with a size corresponding to the total number of events/tokens C. The RELU
activation function is a common activation function used to introduce nonlinearities and
improve the learning process [56]. The output of this layer is used to calculate the loss.
As an optimization loss function, we use categorical cross-entropy. This loss is a common
choice for multi-class classification problems as addressed by MLM task [56]. Notably,
during the execution of a workload, some events occur only once (e.g., "notification of
successful creation of a VM") while others occur with greater frequency (e.g., HTTP or
RPC calls). When using the original loss formulation on the MLM task, the less frequent
events can be averaged out, resulting in missing important information. To account for
the imbalances of the distribution of the events, we use weighted categorical cross-entropy
given in Eq. 7.1 as follows:
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where ψ denotes the function modeled by the neural network, θ and θ′ are the parameters
of the encoder, and the output layer accordingly, smn,c is a masked sequence obtained from
the n-th input sequence sn, ymn,c is the original masked event/token, C denotes the total
token numbers and wc represents the weight of an individual token. The weights (w – a
weights vector) are assigned such that the less frequent events have weight values closer
to 1, as opposed to the frequent ones that have values closer to 0. Therefore, we optimize
for preserving the correct predictions on the infrequent events.

Masked Event Group ID assignment. The masked event group ID assignment re-
ceives the vector embedding of the [LSE] token as input. Its goal is to identify similar
context-aware masked sequences and group them. It applies the mini batched k-means
algorithm [174] to group the embeddings of the masked event sequences into a prede-
termined number of k event groups/centroids identifiers. While the goal of the encoder
block is to learn context-aware representations, the mini-batched k-means complements
it by extracting similar context groups, enabling the extraction of event groups. The
k-means algorithm is a commonly used method for identifying similar instance groups in
an unsupervised way [66]. We used its k-means mini-batch version because it allows per
batch update of both the network (θ and θ′) and clustering parameters (M) as opposed
to the classical k-means method. To group the contexts, k-means optimizes the loss given
in Eq. 7.2 by altering between two steps: 1) updating a centroid mk as the average of
the embeddings currently assigned to it, and 2) reassignment of the embeddings to the
nearest newly calculated centroid.

Jk(ϕ(s
m
n , rn; θ),M) = ||ϕ(smn ; θ)− rnM||2 (7.2)

where M ∈ Rkxd represent the matrix of event groups (interchangeably referred to as
centroids), while rn is an indicator vector of discrete values (0’s and 1’s) with just one
element set to one, corresponding to the membership of the masked sequence smn to a
certain centroid mk. The number of event group identifiers k is a hyperparameter.

Finally, we add the two optimization losses as J = Jm + λJk to obtain the final loss
subject to optimization. By combined optimization of the two losses, the parameters of
the context-aware event group extraction learn local contexts and local-context groups
based on their similarity. The role of the hyperparameter λ is to ensure the learning of
correct contexts and correct context-embedding groups by trading off the impact of the
two losses. We further discuss the optimization procedure.
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Optimization. The optimization is done in two phases: 1) pretraining and 2) joint
training. The reason for this is explained in the following. We first describe the pretrain-
ing phase. Since at the beginning everything is initialized at random, we pre-train the
neural network parameters (θ and θ′) by the weighted cross-entropy loss (Eq. 7.1). That
way, the model learns good initial parameters for the encoder while extracting context-
aware features for the masked sequences. The pretraining is terminated after observing
a lack of improvement in the loss on several epochs [55]. At the end of the pretraining,
the [LSE] vectors are valid representations of the masked input sequences. Afterwards,
the event group prototypes (M) are initialized by k-means using [LSE] masked sequence
embeddings of the training data.

mk ← mk −
1

ck
(ϕ(smn ; θ)−mk)rn (7.3)

Joint training (phase 2). The joint optimization function has a discrete variable
(rn), making the parameter updates non-trivial. To address this issue, we adopt the
Alternating Stochastic Gradient Descent (ASGD) [174] algorithm. ASGD alters the up-
dates of the network parameters and centroids such that, when the network parameters
are updated, the centroids are fixed and vice versa. Therefore, the optimization problem
does not depend on the discrete variable, enabling the parameter updates. The training
of the network parameters and the centroids is done in batches. Eq. 7.3 is used for cen-
troids update. At each batch, the centroids with newly assigned embeddings are slightly
updated based on their distance from the newly calculated centroids.

Event Group Extraction

Once the masked event groups are clustered, the event group identifier (ID) is executed.
The procedure we consider is presented in the following. Given an original input event
sequence and the event group ID assignments of its masked subsequences, we count the
number of occurrences of the event group IDs and divide the counts by the length of
the original input event sequence. The event group ID with the highest score value is
assigned as an event group ID for the input event sequence. Intuitively, if the majority of
the masked subsequences are assigned with a single event group ID, the event group ID
with the maximal score value is the most relevant for the input event sequence. Figure 7.3
depicts an example of extracting the event group S1 for the sequence (E2, E5, E3).

7.2.2 Sequential Anomaly Detection

The anomaly identification part is given sequences of event groups with the same task
ID as input. Figure 7.4 depicts the internal design. It is composed of two subparts 1)
anomaly detector and 2) anomaly classification. The anomaly detector detects if the
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input event group sequence is anomalous. When an anomaly is detected, the sequence
proceeds towards the anomaly classification part. This part identifies the class of the
anomaly conditioned if the knowledge base of sequential anomaly classes exists. We
describe the details in the following.

As a modeling choice for the anomaly detector, we consider Hidden Markov Model
(HMM) [173]. HMM models the sequences of event groups by assuming that the ap-
pearance of the next event groups within the sequence depends only on the currently
observed event group (the Markov property). The main advantages of HMM are that it
directly handles sequential data, does not require further preprocessing of the input, and
is fast for both learning and inference (with a reasonably high number of hidden states).
As the produced sequences are expected to be with lower entropy and lower element
count, we prefer HMM over LSTM or other models. The reason behind this is the need
to employ additional design choices on how to train and evaluate the anomaly detector
in that case.

To produce normality score estimates for a sequence p̃+seq(si), we used HMM probability
scores (t(s)), calculated by marginalizing the probabilities over all the event groups of the
sequence and the hidden states of the fitted HMM t(s) = − log

∑
h q(h)q(s|h), where h

denotes the hidden states, and q(s|h) denotes the likelihood of the event groups given the
hidden state. The normality score estimates for a single sequence si is given in Eq. 7.4,
as follows:

p̃+seq(si) = (
1

|V|

|V|∑
sj

t(sj)− t(si))2 (7.4)
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where V is the set of normal sequences of event groups. The normality score estimate
p̃+seq(si) is a symmetric positive function, given as the spread of the probability of the
sequence si under the HMM (t(si)) from the mean score estimates of the normal data.
The parameters of the HMM are learned on the normal training data, thereby, the
anomaly detector models the normal system state. We refer to the normality assumption
and assume that the normal data is always obtainable. Considering the existence of
normal data addresses the labeling challenge. Any sequence with significantly different
values for the normality score estimate is detected as an anomaly. Using the symmetrical
property of the normality function, we estimate the thresholds as ã1/2 = µ± rσ, where µ
and σ are the mean value and standard deviation of the normal score estimates calculated
by standard formulas, and r is a parameter denoting what is considered a significant
deviation from the normal state. Thereby, the anomaly detector is fully unsupervised.
The hidden state number is a hyperparameter of HMM.

7.2.3 Sequential Anomaly Classification

Once the anomaly is detected, the anomalous sequence proceeds towards the anomaly
classification module. It has two components (1) feature extraction and (2) anomaly
classification method.

The feature extraction processes the sequences of event groups in a format suitable for
the anomaly classification learning method. Each sequence is represented by a count vec-
tor that counts the number of occurrences of the event groups within the sequence. For
example, for the sequence of event groups s = (S1, S3, S1) and total of four event groups
(S1, S2, S3, S4), the count vector is given as CV (s) = (2, 0, 1, 0). The absence/presence of
certain event groups from the sequence is a distinctive feature that discriminates among
anomaly types. Therefore, the count vector is a suitable sequence representation. We
also considered the normality score estimates from the anomaly detector as an addi-
tional feature (pHMM). This feature summarizes in a single number the overall sequence
information. As similar anomalies may be reflected in a similar manner in the data,
the summarization of the overall sequence information has certain modeling capabilities.
When class labels are not available, the classification module is not active.

The extracted features are used to fit anomaly classification model. The anomaly clas-
sification part learns a multiclass classification model to classify the input sequences
into several predefined types of anomalies. As adequate methods we considered several
popular multiclass classification methods, i.e., Random Forest (RF) [16], Decision Tree
(DT) [142], Logistic Regression (LR) [67] and AdaBoost [50]. They show good perfor-
mance and are simple to tune [165].
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Table 7.2: Datasets statistics.

Dataset Name Tasks Anomalous Sequences Count Logs Unique Events Average number of events in a task
OpenStack 876 257 217534 518 248
Unstable Sequence Data 876 + b% 257 217534 518 248

7.3 Evaluation

In this section, we describe the experimental evaluation. We give details about the exper-
imental design and discuss the results of four experiments analyzing different aspects of
the method. Specifically, we first compare CLog against related unsupervised methods.
Second, we study the impact of the different window sizes on the method performance.
Third, we discuss the impact of sequence instability on the anomaly detection perfor-
mance of CLog. Finally, we show the evaluation of the anomaly classification task.

Experimental Design

Datasets ; To evaluate CLog, we considered a large-scale study of failures in OpenStack,
introduced in Cotroneo et al. [36]. To the best of our knowledge, it is the most com-
prehensive publicly available dataset of anomalous log data. Its strength is the wide
range of covered anomalies following the most common problem reports in the Open-
Stack bug repository4. The faults are generated by software fault-injection procedure,
i.e., modifying the source code of OpenStack and running a predefined workload under
fault-injected and fault-free (normal) conditions. Each workload has a rich description
of the anomaly class type and its fault. Therefore, it is suitable for tackling the tasks of
sequential log-based anomaly detection and classification.

The considered fault types are grouped into four groups as of following: 1) throw ex-
ception (method raises an exception in accordance to a predefined API list), 2) wrong
return value (method returns an incorrect value, e.g., return null reference), 3) wrong
parameter value (calling a method with an incorrect value for a parameter), and 4) delay
(method returns the result after a long delay, e.g., caused by hardware failure – leading
to triggering timeout mechanisms or stall). As a running workload with a unique task
ID, the authors considered the creation of a new instance deployment. This workload
configures a new virtual infrastructure from scratch – it creates VM instances, volumes,
key pairs, and security groups, a virtual network, assigns instance floating IPs, reboots
the instances, attaches the instances to volumes and deletes all resources. Importantly,
this comprehensive workload invokes the three key services of OpenStack Nova, Cinder,
and Neutron, causing diverse manifestations of the faults as anomalies. Due to the nature
of the data generation process, and access to the source code of OpenStack, there exists

4https://launchpad.net/openstack

https://launchpad.net/openstack
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a sequential relationship between the generated log sequences for the individual subparts
of the overall workload (e.g., the repetitiveness of co-occurring events). Therefore, this
dataset has emphasised sequential dependencies between the logs making it suitable for
sequential log analysis.

To generate ground truth labels for the anomalous state, assertion and API checks are
performed at the end of the workload runs. There are three failure types: 1) failure
instance, 2) failure SSH and 3) failure attaching volume. While the authors provide
information on a granularity of a workload with a task ID, we further examine the
individual logs. More specifically, two human annotators analysed the logs and annotated
individual templates to obtain a better understanding of the types of anomalies that are
reflected in the data. Table 7.2 gives detailed statistics of the used data.

Unstable Sequence Data ; To evaluate the robustness of our method in dealing with unsta-
ble log data, we create an additional dataset. Zhang et al. [180] describe a data generation
process on how to create unstable sequences from a given dataset which we adopt. We
apply the following two operations on the data to extract anomalous sequences (from the
normal sequences from OpenStack), i.e., 1) random removal of log events, and 2) repeti-
tion of a randomly selected log event in the sampled log sequence. To inject unstable log
event sequences, we randomly sample b-percentage of the normal training data, and we
inject the aforenamed operations in random order. The generated data is joined to the
normal data and later used to build a model that is evaluated on the remaining data.

In general, the access to labeled log data with good quality suitable for sequential log
anomaly detection is limited [70, 88]. As discussed in the previous chapter, there exist
several labeled log datasets. One dataset with emphasised sequential characteristics is
HDFS [172]. Landauer et al. [88] manually analysed the log sequences from HDFS and
reported that by relying on two heuristics: 1) looking for new events in the sequences
and 2) shorter sequences than the normal, they can achieve more than 0.9 on F1, and
up to 0.98 on precision. Therefore, following their recommendation, we do not consider
this data in the evaluation. BGL and SPIRIT [132] are two other available labeled
datasets. However, those systems are from supercomputers where the different cores are
constantly dumping log messages that are weakly coupled. As we lack domain expertise
on the relationships between the logs (which are the underlying subprocesses), we do not
know if the data generation processes produce log sequences with stronger dependencies,
important for the evaluation of the sequential log analysis. Furthermore, the available
labels do not specify sequential anomaly classes. Therefore, we do not use these datasets
in the evaluation. To mitigate the issue of availability of quality labeled data on a
sequential level, we further adhered to literature practices [180] and generated additional
data for evaluation.
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7.3.1 Sequential Anomaly Detection

Competing methods ; We compare the anomaly detection method against two unsuper-
vised competing methods: DeepLog [44], and Hidden Markov Model (HMM) previously
used in log anomaly detection in Yamanishi et al. [173]). Notably, as shown in Cotroneo
et al. [36], around 20% of the anomalies in the dataset are not explicitly logged in the
logs. Therefore, the semantic-based methods, due to the challenge of insufficient fail-
ure logging coverage are not used in the comparison as their optimal performance is not
expected to exceed more than 0.8 on anomaly detection.

Experimental Design ; We conduct the experiments as follows. The optimized hyper-
parameters of CLog are the number of extracted event groups, the window size, and
the number of hidden states of the HMM. They were selected from the range values of
the sets {10, 20, 30, 40, 50, 100, 200}, {60s, 120s, 180s, 240s, 300s} and {2, 4, 8, 16} accord-
ingly. Experimentally we find the following values for the learning process to be robust
across the different experimentation settings: for phase 1 the training was performed for
a maximal of 200 epochs, and phase 2 training for a maximum of 20 epochs. As an opti-
mizer, we use SGD with a learning rate set to 0.0001. For the encoder, the model size d
was set to 128, with two encoder layers and four heads. To prevent overfitting, we set the
dropout rate to 0.01. Experimentally, we find that λ with a value of 0.1 leads to robust
results. The hyperparameters of the competing methods for anomaly detection are tuned
to produce their best F1 scores. The anomaly detection performance was evaluated on
F1, precision and recall as common evaluation metrics, with the anomalies being labeled
with a positive label. The training is done on 60% randomly sampled normal sequences.
The rest of the sequences are used to report the performance scores. The experiments are
repeated up to five times to reduce the influence of the samples included for learning. We
report the mean and standard deviation of the results. The experiments were conducted
on a Linux server with Intel Xeon(R) 2.40GHz CPU and RTX 2080 GPU running with
Python 3.6 and PyTorch 1.5.0.

Table 7.3: Comparison of CLog against competing methods on sequential
anomaly detection.

F1 Precision Recall
CLog 0.93±0.01 0.91±0.03 0.95±0.02
HMM 0.93±0.02 0.87±0.03 0.99±0.01

DeepLog 0.91±0.01 0.84±0.02 0.99±0.01

Results and Discussion ; Table 7.3 shows the results of the unsupervised method compar-
ison. The results show that all the methods perform well, with similar F1 scores. CLog
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and HMM both use HMM to model the sequences, but they differ in the granularity
of the input representation. CLog uses a sequence of event groups, while HMM uses a
sequence of events. The results show that changing the input representation of the log
event sequences with sequences of event groups does not impair the anomaly detection
performance. Combining the results with the observation depicted in Figure 7.1) points
that changing the input representation as CLog does is non-detrimental for the detection
performance. Predominantly, the improvement in performance originates from precision
(it is higher for 0.04 for CLog compared to the related methods). As CLog includes a
broader context of related events (instead of just autoregressive information) it can reuse
the information of a latter event occurrence that shares some relation with a current event
(recall the example in Figure 7.1), which leads to better discrimination of the anoma-
lous inputs. CLog makes use of all the information within the time window, as opposed
to DeepLog and HMM which consider just information prior to a given event. Specif-
ically, the learning sample construction process enables CLog through the Transformer
architecture to relate the contextual properties between distant events within the time
interval. Although CLog uses HMM on the learned representations, the final sequence
is created by considering the learned contextual dependencies, where the context may
span over many events. This additional information can help CLog learn more informa-
tive representations of the normal input. In contrast, the input of competing methods
has larger entropy, which challenges the learning of the normal sequences. This leads
to more of them being detected as anomalies, which further explains the improvement
CLog achieves in precision over DeepLog and HMM.

While a direct comparison between CLog and HMM on anomaly detection performance
shows differences within the standard deviations, CLog has an advantage with respect
to learning the HMM model of normal system behaviour. As CLog uses the event group
identifiers it describes the overall sequences with fewer symbols, enabling faster training
of the anomaly detector. To observe this practical advantage, we further plot the learning
times of the anomaly detector for the two methods, CLog and HMM. We run the anomaly
detector with the two different representations as used by CLog (sequence of event groups)
and HMM (sequence of events) five times for each of them. Figure 7.5 plots the average
times from the runs. As the number of states in the HMM increases, so does the training
time for both representations. However, this increase is more emphasised for the sequence
of events, instead of the sequence of the event groups. As the latter uses all the event
templates (approximately 500), CLog uses just a fraction of it, making the training of
the anomaly detector faster. Note that CLog does not experience an anomaly detection
drop in performance, but improves the input representation, such that another property,
i.e., the training time of the anomaly detector is improved.

When comparing CLog against the related works, one property it distinguishes itself
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Figure 7.5: Comparison of the different representations on the training
time of HMM as anomaly detector.

from the other unsupervised methods is the utilization of the full contextual information
within the input time window sequence compared to DeepLog or HMM. Similar oper-
ations (e.g., creation of a VM) are expected to have a similar invocation chain of logs
that co-occur within relatively shorter time intervals. As CLog considers the broader
context, instead of just the previous information, it exposes richer information to the
learning method. The representation of the sequences with event groups also reduces
the entropy of the final event sequence. This design idea is a distinctive feature of the
proposed method. Another log-based anomaly detection method that uses clustering is
LogCluster. However, this method clusters the sequences and later uses heuristics of
what is considered an anomalous class to label the clusters as anomalous. In contrast,
we use the event group identifiers to construct a sequence on top of which we learn a
sequential model for anomaly detection. As seen from the results this is beneficial as
it does not reduce the performance while it improves other practical properties, for the
tested dataset.

Time Window Impact over Detection Performance ; The time window hyper-parameter
determines the granularity level of event group extraction. Therefore, it is an important
hyperparameter of the method. Following the discussion on the entropy reduction by
different window sizes given in Section 7.1, we grouped the input events into time intervals
of increasing window size and evaluated several models of CLog.

Results and Discussion ; Figure 7.6 shows the results. It can be observed that as the win-
dow size increases, the detection performance decreases. Paring the average entropy over
the sequences for different window sizes (as depicted in Figure 7.1) with the detection re-
sults reveals a negative correlation between the increased entropy and anomaly detection
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Figure 7.6: Window size impact on the anomaly detection performance.

performance. As the window size increases, CLog has a drop in performance on the F1

score. While CLog preserves good performance on precision, the recall drops. Therefore
CLog has a harder time distinguishing the correct anomalies due to the diversity in the
different contexts coming with the larger window sizes.

Evaluating CLog on Unstable Log Sequences

Experimental Design ; One challenge in dealing with log sequences is dealing with unstable
log sequences. Therefore, we evaluate CLog on a dataset derived from the OpenStack
data following literature recommendations on generating unstable sequences [180]. We
created the unstable datasets by randomly injecting b−percentages unstable sequences
using the dataset generation procedure previously described. We varied b in the ranges
b = {5%, 10%, 15%, 20%}, similar to related works [180]. We used the sampled and
modified normal log sequences to learn a model and use the remaining ones to evaluate
the method. The anomaly detector was trained on the original data as in the case when
we compared CLog against the competing methods.

Results and Discussion ; Table 7.4 shows the results. It can be seen that CLog preserves
a high detection performance on F1 in the case of a small percentage of unstable log
sequences. This can be attributed to the fact that their lower count in comparison to the
normal data is not accounted for by the model. Importantly, as the ratio increases, CLog
experiences decreased performance. Notably, the performance under a larger fraction of
unstable sequences (i.e., 20%) drops by 0.06 on the F1 score. As more unstable sequences
are present in the data, the model has a harder challenge detecting the anomalies due to
the similarities between the anomalous and unstable data. This is seen by the drop in
the recall. It is worth mentioning that although the method drops in performance, the
drop is not significant. The extracted event groups still preserve discriminative properties
enabling anomaly detection.
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Table 7.4: CLog anomaly detection evaluation on unstable log sequences.

injection ratio F1 Precision Recall
0.05 0.86±0.001 0.97±0.001 0.78±0.001
0.1 0.84±0.002 0.97±0.001 0.74±0.002
0.15 0.81±0.001 0.96±0.001 0.69±0.001
0.2 0.80±0.030 0.97±0.001 0.68±0.030

7.3.2 Sequential Anomaly Classification

Experimental Design ; We evaluate the capability of the anomaly classification module
of CLog to reuse the historical information from the operator in anomaly classification
by leveraging the recurrence assumption. Specifically, we evaluate three representations
of the event group sequences for CLog (1. probability score from the HMM (pHMM),
2. count vectors (CV), and 3. combination of both). As a competing method, we
considered LogClass implemented with TFIDF representation of the logs [119]. We used
the anomaly class of the task ID as a target label and apply the two methods. As multi-
class classification methods, we considered several popular classifiers: Random Forest
(RF) [16], Decision Trees (DT) [16], Logistic Regression (LR) [67] and AdaBoosting [50]
for both of the approaches. The hyperparameters of the anomaly classification methods
are set on their implementation defaults from the sckit-learn library. F1, precision and
recall are used as performance scores for the anomaly classification. As the classification
problem is multiclass, we consider the macro averaging over the three anomaly classes.
We train the models on 60% of the data and evaluate the remaining 40%. To decrease
the effect of the randomness in the training data, we repeat the experiments multiple
times and report the mean and standard deviation.

Table 7.5 enlists the results of the three different representations of CLog and the baseline
on the sequential anomaly classification subproblem. The analysis of the three represen-
tations by CLog suggests that the combination (CV+pHMM) achieves the best F1 score.
Predominantly, the improvement originates from the count vectors, seen by the better
individual results in comparison with pHMM. The major advantage of the count vectors
is that they have greater granularity on the representation, while pHMM summarizes
the sequences of event groups on a coarse level. The comparison across the two methods
suggests that the improvements in the F1 score are within the range of 0.03. The com-
bination (CV+pHMM) of CLog outperforms the competing method LogClass. LogClass
uses single logs to identify the type of failures. Therefore, if the failure is not explicitly
logged, LogClass cannot identify its type. On the contrary, CLog considers the occur-
rence of the individual event groups and can represent discriminative patterns among the
types of anomalies improving the performance.

https://scikit-learn.org/stable/whats_new/v0.23.html
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Table 7.5: Comparison of CLog against baselines on sequential anomaly
classification.

Scores
Multiclass
method

CLog
(pHMM rep.)

CLog
(CV rep.)

CLog
(CV+pHMM
combined)

LogClass
(TFIDF)

F1

RF 0.74±0.0 0.86±0.01 0.86±0.01 0.84±0.08
DT 0.74±0.0 0.78±0.04 0.78±0.03 0.84±0.05
LR 0.72±0.0 0.86±0.0 0.87±0.0 0.8±0.1

AdaBoost 0.69±0.0 0.86±0.02 0.87±0.02 0.62±0.12

Precision

RF 0.74±0.0 0.86±0.01 0.86±0.01 0.83±0.07
DT 0.74±0.0 0.78±0.04 0.78±0.03 0.82±0.05
LR 0.71±0.0 0.85±0.0 0.87±0.0 0.77±0.08

AdaBoost 0.71±0.0 0.86±0.02 0.86±0.02 0.59±0.13

Recall

RF 0.75±0.0 0.87±0.01 0.87±0.01 0.86±0.06
DT 0.75±0.0 0.81±0.04 0.81±0.03 0.85±0.07
LR 0.73±0.0 0.88±0.0 0.89±0.0 0.88±0.11

AdaBoost 0.73±0.0 0.87±0.02 0.88±0.02 0.74±0.14

7.4 Chapter Summary

This chapter addressed the problem of the automation of sequential log-based anomaly
detection and classification. It introduced a novel method CLog, which addresses the
subproblems of sequential 1) anomaly detection and 2) anomaly classification. We noted
that by representing the input log data as sequences of event groups instead of sequences
of individual events, the entropy in the input is reduced. CLog uses this observation and
introduces an event group extraction method, which jointly trains context-aware deep
learning and clustering methods to extract event groups. Our experiments demonstrated
that the extracted sequences of event groups can be beneficial for not-deteriorating the
performance on the two subproblems, and can potentially improve other properties, as
was the case with the learning time on the anomaly detector. The unsupervised design
of CLog and the modeling of sequences helps to address the challenges of insuficient
anomaly coverage, complex data representation, labeling and lower detection performance
of competing methods. At the same time, CLog is orthogonal to the single log line anal-
ysis module as increases the set of detectable anomalies that are reflected within the
sequences, addressing the challenge of insufficient failure coverage in the source code.
Therefore, it further contributes towards our goal of improving the operational and de-
velopment activities for supporting system dependability through automation.

As CLog groups the events within a fixed time interval before detecting an anomaly, it
needs to aggregate all the windows within a certain time interval before their detection.
This may delay the reporting of an anomaly. Thereby, in a practical application where
fast anomaly detection is important, smaller window times are preferable. In addition,
CLog relies on the existence of similar groups within the log data. As modern systems
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are composed of multiple services, the log patterns within the data may be more het-
erogeneous increasing the number of event groups, while reducing their similarity. In
the marginal case, this results in representing each event with a single cluster where the
CLog behaves as an HMM trained on individual events. Therefore, to benefit from the
improvement of the log representations CLog is expected to perform well when applied to
individual service components. Potential improvements in this regard may be achieved
when reconstructing log dependencies (e.g., in OpenStack this can be achieved to a cer-
tain extent by tracking events that originate from the same request when analyzing the
parameters of the logs). This can filter out certain logs, improving the homogeneity of
the event groups. Notwithstanding, the ideas presented herein open new possibilities for
how to most efficiently extract meaningful event groups with minimal information about
the sequences.



Chapter 8

Conclusions

Modern IT systems play a major role in industrial infrastructure and human society.
Their characteristics such as large complexity, fast evolution, geo-distributed develop-
ment, and different working frequencies, among others, challenge the correctness and
availability of service offerings because they increase failure proneness. To support the
development and operation as a way to support the provisioning of correct service that
can justifiably be trusted (system dependability), in this thesis, the automation of dif-
ferent tasks during development and operation was explored. An important enabler
of automation is the possibility to externalise the IT system state via monitoring data
such as system logs. The goal of this thesis is, therefore, to improve the automation of
log-related development and operation activities by introducing intelligent methods and
ideas that utilize system logs and other log-related data to support system dependability.

To directly support software development we proposed to automatically assess the qual-
ity of the logging code composition, as the quality of the log instructions determines the
quality of the subsequent log analysis tasks. To that end, we developed an approach
to automatically assess the quality of log instructions from an arbitrary software sys-
tem with software logs written in natural language. We argued that the development of
such an approach is challenged by the heterogeneity of the software systems, the unique
writing styles of developers, and different programming languages. Based on the as-
sumption of existing open-source systems with good logging quality, we identified a set
of two automatically empirically testable quality properties independent of the program-
ming language and the software system. Building on this observation, we introduced and
formalized the problem of quantification of log instruction quality assessment. By lever-
aging our observations and the textual nature of the logs, we proposed a deep learning
method for automatic model-driven log quality assessment as an intelligent tool to aid
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the writing of log instructions. Next, we adapted an approach from explainable machine
learning and used it to give augmented feedback for possible quality improvement. We
performed an extensive evaluation to show the benefit of our approach. Notably, this
method indirectly supports system operation.

To directly support system operation, in this thesis, we proposed novel methods for
anomaly detection and classification using log data. By observing that the anomalies are
reflected in different properties of the log data, i.e., single log lines or log sequences, we
proposed two groups of methods accordingly. When analyzing single log lines the anoma-
lies can be reflected either in the semantics of the static text or as abnormal parameter
values. We contributed novel methods for the two. First, we proposed a novel method
for semantic log anomaly detection. By analyzing log instructions from public software
systems we showed that the log instructions contain rich anomaly-related information.
The proposed method utilizes the data from the system of interest (target system data)
alongside the extracted anomaly-related information as auxiliary data to learn anomaly-
discriminative log representations. The evaluations showed that the auxiliary data helps
to learn discriminative log properties and improve the semantic anomaly detection per-
formance. By leveraging the recurrence assumption of anomalies, we further related
the events with the associated log classes to support single line anomaly classification.
Through extensive evaluation, we demonstrated the benefit of using external data in im-
proving the generalization of log-based anomaly detection. Regarding the single line log
analysis, we further contributed with a novel log parsing method that accurately disen-
tangles the variable parameters from the static text. The parser is learned as a neural
network model with the learning task formulated such that the presence of a word on a
particular position in the generated log is conditioned on its context. We showed that the
parser achieves high parsing accuracy while at the same time having robust performance
across many datasets. The robustness is particularly important for parametric anomaly
detection which relies on the correct extraction of the parameters. The extracted events
and parameters are used to create a time series of numerical parameter values. Finally,
by applying a parsimonious model on the univariate parameter values we showed how
performance anomalies can be detected. Notably, the proposed parsing method can be
used as a preprocessing step by other methods that require log parsing.

To address the sequential properties of the logs, we introduced a novel method for im-
proving the sequential representation. We showed that by representing the log sequences
as sequences of event groups the uncertainty in the overall log event sequence is reduced.
We proposed a novel method that extracts event groups from a given event sequence.
The method combines joint training of a neural network and a clustering method to learn
the event groups. We used the learned representation of the log sequences in anomaly
detection and classification. The evaluation results demonstrated that the modified input
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representation does not degrade the performance for anomaly detection and classifica-
tion, but can potentially improve other properties. Similarly, as in the case of single log
analysis, we leveraged the recurrence assumption to enable anomaly classification.

One important aspect of some of the proposed methods is their data-centric nature.
While the focus on the sequential log analysis is improving the learning method (i.e.,
it is model-centric), the log instruction quality assessment and the single line anomaly
detection leverage publicly available data to build a model (i.e, they are data-centric).
The encouraging results with a data-centric approach demonstrate that using publicly
available data for log-specific tasks can be useful for addressing diverse development and
operational activities. Therefore, introducing the data-centric view to other dependabil-
ity tasks can be an important direction for further research. Logs are particularly useful
in this regard, as they can be used to query public issue repositories (e.g., Jira).

While the thesis addresses the challenges of modern systems extensively, there is still
room for further improvement. In the case of log quality evaluation, an extension of the
set of quality properties is possible. For example, an important quality indicator for the
logging code composition is the correct log instruction placement. It means that the log-
ging instructions should not miss important events. At the same time, the logging should
not be excessive as it increases overhead. As different programming languages have their
specifics, a general automatic approach to assessing the log instruction placement requires
accounting for the different complexities. Further improvement of the automatic qual-
ity assessment may require focusing on a specific programming language or system type
instead of broadly targeting the problem in a programming language-agnostic manner.
Similarly, when detecting and classifying anomalies using log data there is an existing
performance gap between the proposed methods and the optimal performance value. Ad-
mittedly, striving for optimal performance may be a "fool’s errand" because of the large
set of internal and external events that cause failures. Nevertheless, potential improve-
ment may arise when combining different data sources [8] or different log properties. In
cases when the source code is available during operational activities, the method invoca-
tion chain can be used to filter out the irrelevant logs concerning the analyzed context.
This can significantly reduce the uncertainty in the logs and potentially improve the
detection performance.

Irrespective of the possible improvements that exist, the proposed methods address the
characteristics of modern IT systems. As demonstrated through the experiments, the
methods can aid the automation of system development and operation, and ultimately
improve system dependability.

https://www.tutorialspoint.com/jira/jira_issues.htm
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Appendix A

Online Services Failure Study

To study the impact of failures on real-world online services we conducted an empirical
study on online service dependability. Specifically, we collected and analyzed data from
publicly available online issue repositories. We examined one property of system depend-
ability, i.e., availability. The availability is quantified as the mean time to failure (MTF)
over a fixed time interval. In addition, we report the median time to failure (MeTF).

Experiment Design ; To conduct our study we first collected data from online incidents.
Here, we used the willingness of service providers for transparent reporting on the ob-
served failures. For example, https://status.customerio.com provides information for the
service customerio that is a service for an automatic messaging platform for marketers. It
provides detailed descriptions of the failures (e.g., failure description, start time of failure,
its end time etc.). We use the start and end times to calculate the failure duration. Many
services offering this online failure reporting exist, e.g., statuspage.io, status.io, cachet.io,
and statuscast.com [163]. Tola et al. [163] introduce a large set of publicly available links
to such services. We used these links to collect all the failure events from January 2018
until January 2022, as the remaining time intervals were analyzed in the previous work.
From the initial 96, we were able to retrieve data for a total of 70 services. The reason is
that some of the services are deprecated. Note that our goal is not to replicate the study,
but to obtain empirical evidence of the availability of services. One important notice is
that failure reports can refer to the failure of a single component of the service, not the
whole system itself. We do not distinguish between the severity of the failures.

Results and Discussions ; We first analyze the service availability. Figure A.1 shows the
available time of the services in the four years. We set five different availability ratios, i.e.,
97%, 98%, 99%, 99.99% and 99.9999%. For example, the availability of 99.99% means
that the services were not available for less than 3.5 hours in the 4 years. The results show
that few (eight) services experience very high availability, while 13 experience availability
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Figure A.1: Availability of the services in a period of four years.

greater than 99.99%. The majority of the services experience availability greater than
99% (in a total of 56). However, there are also services with lower availability, smaller
than 98% and 97% (3 for each of the two). Figure A.2 characterizes the failure duration.
Specifically, it shows the mean and median times of the failures. By the median failure
time, it can be seen that the majority of the failures need a short time for resolution
(around an hour). However, the discrepancy between the mean and the median time (2
hours on average) suggests that there exist failures that have a much longer duration
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Figure A.2: Mean and median time to failure of the 70 services.
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time to be resolved. The two sets of results demonstrate that failures can affect the
availability of the systems to a large extent. Moreover, the failures can have non-trivial
durations. These two observations motivate the need for developing tools for timely and
potentially automatic failure detection and resolution.
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Appendix B

Log Level Quality Assessment:
Additional Evaluation

Log Level Problem Instances

The experiment on log level assessment presented in Chapter 5 shows that QuLog*
performs better than the baselines on log level assignments. However, the results on
accuracy across different systems, although good, indicate that there are incorrect as-
signments. The misclassifications can impair the practical usability of QuLog as if given
at a large rate can overwhelm the system development process. To find a way to improve
QuLog, we further study QuLog’s misclassification types. To that end, we calculated
the misclassification contingency table for the nine studied systems. Table B.1 gives the
contingency table. Each cell shows the percentage of misclassification prediction rates for
the three classes. It is seen that some class pairs have a low misclassification rate (e.g.,
true "error" predicted as "info" is 4.3%), however, for others, it is significantly high (e.g.,
true "warning" predicted as "error" is 40.3%). We use this to construct three simplified
instances of the log level quality assignment. Instead of predicting the three classes, we
considered the prediction of two classes, namely "info-warning" (IW), "info-error" (IE)

Table B.1: Log level misclassification contingency table (the averaging
is done over nine software systems given in Table 5.1).

True/Predicted Info Warning Error
Info - 21.1% 16.1%

Warning 10.7% - 40.3%
Error 4.3% 19.3% -
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Table B.2: Performance scores on the task of log level assignment.

Scenario IE IWE IW WE
F1 0.88±0.03 0.73±0.03 0.68±0.06 0.61±0.04

Precision 0.88±0.02 0.72±0.03 0.75±0.04 0.69±0.09
Recall 0.89±0.05 0.73±0.03 0.62±0.08 0.56±0.07

and "error-warning" (EW). The goal with this is to find easily learnable scenarios, where
the performance score can be increased, making the learned model more reliable. The
examination of individual class pairs is practically relevant because different stakeholders
have different expectations from logs [100]. For example, the operators usually examine
the log levels "error" and "warning". Therefore, misclassifying an error event as "info"
can hide important events from operators.

Experiment design ; We considered QuLog* log level assignment approach because it is
trained on many software projects and has more desirable system-agnostic properties.
To train QuLog* on the three two-class problems, we modified the output layer to have
two classes instead of three. The experiment is designed as follows. We use the extended
knowledge base to randomly sample 60% of the repositories for training, 20% for valida-
tion and 20% of the projects for evaluation. To reduce the variance of the results due to
the random repository selection, we repeated the sampling procedure several times and
reported the average results alongside the standard deviations. To assess the correctness
of the decisions, we used F1, precision and recall, instead of accuracy because they are
exposing the imbalances of the class distributions better than accuracy [54].

Results and discussion ; Table B.2 enlists the performance scores for the four problem
instances of log level quality assessment. Comparing the absolute values for the scores
across the four scenarios reveals that in the IE scenario, QuLog achieves the highest val-
ues on the F1 score (average of 0.88), i.e., trades off the precision (0.88) and recall (0.89)
quite well. Therefore, this model is more reliable for correctly assessing the "info" and
"error" log instructions. The good performance is attributed to the larger differences in
the vocabulary between the "error" and "info" log instructions. Therefore, this model is
expected not to overwhelm developers with as many incorrect predictions as the remain-
ing models. The scenarios of IWE and IW are harder to learn due to the overlapping
vocabularies. Finally, the results on WE show that it is the hardest problem instance,
as seen by the biggest performance drop in comparison to the IE scenario. The drop in
performance can be attributed to the similarity in the usages of the two levels, i.e., both
are used to describe potentially erroneous system states that have not yet resulted in
failure which results in sharing similar vocabularies [100].
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