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Abstract

In this thesis, we consider compressible fluid models that describe both viscous
and inviscid fluids. For inviscid fluids, we consider the barotropic Euler system and
the complete Euler system, where the term complete indicates that we incorporate
the laws of thermodynamics including the balance of total energy in the system. In
the context of viscous fluids we consider the Navier—Stokes system, where the viscous
stress tensor is a linear function of the velocity gradient.

We are interested in the concept of generalized solutions as there are several
limitations in the classical existence theory. Various notions of generalized solutions,
namely weak solutions, measure-valued solutions, dissipative solutions have been
presented in this thesis. To make these generalized solutions compatible with the
classical notion we invoke a, generalized weak-strong uniqueness principle. The
principle asserts that the generalized and strong solutions emanating from same
initial data must coincide as long as the strong solution exists.

We study the weak-strong uniqueness problem for the compressible Navier—Stokes
system with a general barotropic pressure law. Our results include the case of a
hard-sphere pressure law of Van der Waals type with a non-monotone perturbation
and a Lipschitz perturbation of a monotone pressure law. Moreover, we consider
a renormalized dissipative measure-valued (rDMV) solution of the same system
with compactly supported perturbation of monotone pressure law and obtain the
generalized weak-strong uniqueness property of this rDMV solution. The relative
energy is used as the main tool to prove these results. We emphasize the choice
of non-monotone pressure laws, since most previous results consider a monotone
pressure law. The viscous term plays an important role in obtaining a weak- strong
uniqueness and a generalized weak-strong uniqueness result.

Next, we study the low Mach number limit for a scaled barotropic Euler system
and identify its limit as an incompressible Euler system. We also consider the singular
limits for a scaled barotropic Euler system modeling a rotating, compressible, and
inviscid fluid where the characteristic numbers (the Mach number, the Rossby number
and the Froude number) have different scaling with respect to a small parameter e.
The fluid is confined to an infinite slab and the limit behavior (e — 0) is identified
as incompressible planar flow, depending on the relation between the characteristic
numbers. For well-prepared initial data, convergence is shown in the time interval
where the strong solution of the target system exists, while for the primitive system
a class of generalized dissipative solutions is considered. Since the existence of a
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weak solution for an inviscid compressible fluid is not available for a general initial
data, it is convenient to consider a generalized solution. The choice of a dissipative
solution ensures a certain stability of the target system. In the literature, most of the
results are for viscous fluids by considering both strong solutions and weak solutions,
although there are several limitations for the strong solutions. Again, we use the
relative energy to obtain the desired results.

Finally, we prove that if a weak limit of a consistent approximation scheme of
the complete Euler system in the full space R%, d = 2,3, is a weak solution of the
system, then the approximate solutions eventually converge strongly, or at least
almost everywhere, under minimal assumptions on the initial data of the approximate
solutions. The class of consistent approximate solutions is quite general and includes
the vanishing viscosity and heat conductivity limit. In particular, the approximate
solutions may not satisfy the minimal principle for entropy. Since both the barotropic
Euler system and the complete Euler system are ill-posed in the class of weak solutions,
our results ensure that the limit of consistent approximations can be a good selection
criterion for a physically relevant solution.



Zusammenfassung

In der vorliegenden Arbeit betrachten wir Modelle fiir sowohl viskose als auch
nichtviskose kompressible Fluide. Fiir den Fall der nichtviskosen Fluide betrachten
wir das System der barotropen Euler-Gleichungen und der vollstandigen Euler-
Gleichungen, wobei Letzteres bedeutet, dass die Hauptsdtze der Thermodynamik
(inklusive der Erhaltung der Gesamtenergie) im System beinhaltet sind. Im Kontext
der viskosen Fluide betrachten wir das System der Navier-Stokes-Gleichungen, in
dem der viskose Spannungstensor linear vom Geschwindigkeitsgradienten abhangt.

Da die klassische Existenztheorie gewisse Limitierungen hat, betrachten wir
verallgemeinerte Losungskonzepte, namlich schwache, maffwertige und dissipative
Liosungen. Um sicherzustellen, dass diese verallgemeinerten Losungen kompatibel mit
klassischen Losungen sind, fordern wir das Prinzip der sogenannten verallgemeinerten
schwach-starken Finzigkeit. Dieses Prinzip stellt sicher, dass die verallgemeinerte und
die starke Losung zum selben Anfangswert iibereinstimmen, sofern Letzere existiert.

Wir untersuchen die schwach-starke Einzigkeit fiir das System der kompressiblen
Navier-Stokes-Gleichungen mit einer allgemeinen barotropen Druck-Dichte-Relation.
Unsere Resultate beinhalten den Fall eines Harte-Kugeln-Modells vom Van-der-Waals
Typ fiir die Druck-Dichte-Relation mit einer nichtmonotonen und einer Lipschitz-
stetigen Storung einer monotonen Druck-Dichte-Relation. Aufserdem betrachten
wir eine renormalisierte dissipative mafkwertige (rDMV) Losung desselben Systems
mit einer Stérung der monotonen Druck-Dichte-Relation mit kompaktem Tréger
und erhalten die verallgemeinerte schwach-starke Einzigkeit dieser rDMV Losung.
Das Hauptwerkzeug flir den Beweis dieser Resultate ist dabei die relative Energie.
Wir weisen nochmal darauf hin, dass in dieser Arbeit nichtmonotone Druck-Dichte-
Relationen betrachtet werden, da die meisten bisherigen Resultate nur monotone
Druck-Dichte-Relationen betrachten. Der viskose Term spielt dabei eine wichtige
Rolle, um die schwach-starke und die verallgemeinerte schwach-starke Einzigkeit zu
erhalten.

Weiterhin untersuchen wir den Grenzwert fiir verschwindende Mach-Zahlen eines
Systems von skalierten barotropen Euler-Gleichungen und identifizieren den Grenzw-
ert als ein System von inkompressiblen Euler-Gleichungen. Wir betrachten aufterdem
singuldre Grenzwerte fiir ein System von skalierten barotropen Euler-Gleichungen,
das ein rotierendes, kompressibles und nichtviskoses Fluid modelliert, wobei die
Kennzahlen (die Mach-Zahl, die Rossby-Zahl und die Froude-Zahl) unterschiedlich
mit einem kleinen Parameter € skalieren. Das Fluid ist begrenzt auf eine unendliche
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Platte und das Grenzwertverhalten fiir ¢ — 0 wird, abhéngig von der Beziehung
der Kennzahlen, als inkompressible ebene Stromung identifiziert. Fiir wohlgestellte
Anfangsdaten wird die Konvergenz auf dem Existenzintervall der starken Losung des
Zielsystems gezeigt, wobei eine Klasse von verallgemeinerten dissipativen Losungen
fiir das Ausgangssystem betrachtet wird, da Existenz von schwachen Lésungen fiir
ein nichtviskoses kompressibles Fluid fiir allgemeine Anfangsdaten nicht bekannt ist.
Die Wahl der dissipativen Losung sichert gewisse Stabilitatseigenschaften des Zielsys-
tems. In der Literatur werden in den meisten Resultaten fiir viskose Fluide sowohl
starke als auch schwache Losungen betrachtet, obwohl es fiir starke Losungen einige
Einschrankungen gibt. Wir verwenden wieder die relative Energie als Hauptwerkzeug,
um die gewiinschten Resultate zu beweisen.

Schliefslich zeigen wir, dass, falls der schwache Grenzwert einer konsistenten
Approximation des Systems der vollstéandigen Euler-Gleichungen im ganzen Raum
R?, d = 2,3, eine schwache Losung dieses Systems ist, die Ndherungslsungen sogar
stark oder zumindest fast iiberall konvergieren, wobei nur minimale Annahmen an
die Anfangsdaten der Néherungslosungen gestellt werden miissen. Die Klasse der
konsistenten Naherungslosungen ist ziemlich allgemein und beinhaltet den Grenzwert
fiir verschwindende Viskositit und Warmeleitung. Insbesondere kann es sein, dass die
Néherungslosungen nicht das Prinzip der minimalen Entropieproduktion erfiillen. Da
sowohl das System der barotropen Euler-Gleichungen als auch das System der voll-
stdndigen Euler-Gleichungen nicht wohlgestellt in der Klasse der schwachen Losungen
ist, sorgen unsere Ergebnisse dafiir, dass der Grenzwert der Ndherungslosungen ein
gutes Auswahlkriterium fiir eine physikalisch relevante Lésung sein kann.
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Notation

The symbols N, Z, Q and R stand for the set of all natural numbers, integers,
rational numbers and real numbers, respectively. In this thesis the space dimension is
denoted by d € N (typically d = 2 or d = 3 in the case of fluid mechanics applications).
The Euclidean norm in

RY = {:C = (21, .y q) = () |2 €R, Vi=1,--- ,d, d € N}

is denoted by x +— |z| and the corresponding inner product by (z,y) — = - y.
The space R%? denotes the set of real matrices of order d x d. I stands for the

identity matrix. ngxn‘f denotes the set of symmetric matrices, i.e. A = A" where
A = (aij)?,j:1 and AT = (ajz-)f-l,j:l. For A <: (aij)zj:1> € R4 we consider the
symmetric part and the traceless part of A as
A+ AT A+AT 1
DA) = 252 and Dy(A) = *’2 - TH(A)T,

d
respectively, where Tr(A) = > ay;.
i=1

A space periodic domain Q C R?, is usually identified with the flat torus T¢, and
is given by
d d
T = ([—L 1”{—1,1}) .

For the sake of simplicity, we consider the length of the period as 2.

For any multi-index o = (ay, ..., ag) € N% we denote its length by |a| = a1+ - - aq.
For any function f we define 9% f = 031 - 03¢ f as soon as this partial derivative (in
a classical or in a weak sense) exists.

For any open set  C R4, Q stands for the closure of € in R and T" or 92 denotes
the boundary of Q. Let m € N, C(£2;R™) is the space of continuous functions from
Q to R™. For a bounded set Q, the space C(2;R™) is a Banach space with norm

1 lle@mm = sup | £()]-

e
We denote C(; R™) as the space of continuous functions on Q. For m = 1, we say
that they are scalar-valued functions and the space of continuous functions is denoted

by C(Q2) and C(Q), respectively. When m > 1, we call them vector-valued functions.

xi



xii Notation

We refer to the space Cp(€2) as the space of bounded continuous scalar-valued
functions on €2. This is a Banach space with the supremum norm. If €2 is a bounded
subset of R? then C(2) coincides with Cy(Q). They differ if we consider 2 as an
unbounded domain of R?. The space C.(€2) denotes the space of continuous functions
on 2 with compact support, where support of a function f is defined as

supp(f) = closure of {x € Q] f(x) # 0}.

The space Co(R?) is the closure under the supremum norm of compactly supported,
continuous functions on RY, i.e., the set of continuous functions on R% which vanish
at infinity. Similarly, for an unbounded domain € we can define the space Cp(f2).

Ck(Q;R™) is the space functions on €2 such that for f € C*(€;R™) implies 0% f
exists for |a| < k. CF(€;R™) is the space of functions in C*¥(£2; R™) which together
with all derivatives possesses continuous extensions to €.

The symbol C%(£;R™), with 0 < a < 1, denotes the space of a—Hdlder
continuous functions with the seminorm

[fllco.e(orm) = sup L—fﬁy)!’ for f € CO*(Q;R™).
’ w,y#eﬂ [z —y|
a7ty

In the case a = 1, this is the set of Lipschitz continuous functions with seminorm

Lip(f) = sup —|f($) — f(y)|, for f € C’O’l(Q;]Rm).
ryeo [T =yl
Y
Similarly, the set C**(Q;R™), k € N with 0 < o < 1, of functions in C*(Q; R?) and
kth order partial derivatives are in C%*(Q;R™).

We denote

C®(LR™) = N2 CF(R™)
and

C®(LR™) = N2 CH(QR™).
D(Q;R™) is the subspace of C*°(2;R™) with compact support in . Instead of
D(Q; R™) we sometimes use the notation C°(Q;R™). For m = 1, we denote C*(Q),
Ck(Q), C>=(Q2), C>*(Q) and D(N) respectively. Instead of vector-valued functions
one can also consider matrix-valued functions.

D(Q) is a topological vector space, the topology is defined as the inductive
limit topology of C¥(2). D'() is the collection of all continuous linear maps T
T :D(Q) — R. This is called the space of distributions.

Let us introduce some vector and matrix operations. For two vectors u = (ui)le
and v = (vi)?zl scalar product (u - v), tensor product(u ® v) in R? and cross
product(u x v) in R? are defined as

d

d
u-v= E WV, URV = (Uivj)i,jzl ’
i=1

u X v = (ugvs3 — u3va, U3V — UIU3, U1V — UV ) .
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For d = 2, we have u x v = (0,0, ujvy — ugvy).

Scalar product of two matrices A (: (aij)gfj:1> and B <: (bij)j-l’j:l) is given by

d
A:B= Z aijbij.
4,j=1

We say that a matrix is positive semidefinite or nonnegative definite (A > 0) if
for all ¢ € RY, A: (£ ® &) > 0 holds. It is positive definite if for all £(# 0) € R,
A: (£®€&) >0 holds .

Here we introduce some standard differential operators that we use throughout
the thesis.

e The gradient of a scalar-valued map f : Q(C R?) — R and of a map u (= (ul)le) :
Q(c RY) — R? is defined as

d
ij=1"

Vof = (0 )iy, Veu= (0u;u)

e The divergence of a vector field u on 2 and a matrix field A on 2 is defined as

d d
divyu = Z Oz, u; and divyA = ((diva)i);.izl with (div,A), = Z Oz, ij-
i=1 j=1

e The curl of a vector field v defined as Curl(v) = V,v — VIv.

e The Laplacian is defined as A, = div,V,

d
d
e For two vectors u and v we define a operator as (v-Vy)u= [ > Ujaxjui>
J=1 i=1
This operator appears in the convective term in fluid models written in the Eulerian
setting.

A function e : R? — R is convex if
e(Xx + (1= N)y) < Ae(x) + (1 - Nely),

for all A € [0,1] and x,y € R%. It is also possible to define a convex function ranging
in extended real line RU {oo0}. We say that a vector z € R? is a subgradient of e at x
if it satisfies

e(y) > e(x) +z- (y —x).

We denote subdifferential of e at x as de(x) and it is defined as
Oe(x) = {z | z is subgradient of e at x}.

Throughout the thesis we use the symbol C' for a generic constant, in general it is
positive. Furthermore, the symbol C(\) denotes that the constant C' is dependent on
parameter .



Xiv Notation

In a few cases, we use the notation u, — u as € — 0, that is, we consider € = % for
n € N and the sequence v, (= u1) — u as n — oo, in a suitable sense of convergence.
n

For Q ¢ R%, we denote 1¢ as

1, z €,
1g =
0, otherwise.

It is called the characteristics function of ).



Introduction

The aim of this thesis is to study various compressible fluid models from fluid
mechanics. These models are given by systems of partial differential equations.
The incompressible inviscid fluids were first described by L. Euler in 1755 and the
incompressible viscous fluid flows were described by Navier in 1822-1827, followed
by Poisson(1831) and Stokes(1845), see [22]. In the last two centuries, a significant
development has been observed for these fluid models.

In the context of simplified barotropic fluid models, the Fuler system describes
fluid flow in terms of density(p), velocity(u) and pressure (p). These are functions of
time ¢ and space x. The relation between pressure and density is given by an equation
of state. The initial time is fixed at t = 0. For 7> 0 and Q C R? with d = 2,3 the
evolution of the variables (o, u) in the time-space cylinder (0,7") x € is described as:

o + divy(ou) =0, (0.0.1)
O¢(ou) + divy(ou ® u) + Vzp(p) = 0. (0.0.2)

The equation (0.0.1) is the conservation of mass and (0.0.2) describes the conservation
of momentum. The momentum is denoted by m = pu. Since both equations are first
order in time, an initial condition is given by

0(0,2) = go(), (eu)(0,2) = (eu)o() for z € Q.

In general the initial density gg is non-negative. Let us make the choice of the space
Q a little more precise. It can be considered as the full domain R?, a bounded domain,
an exterior domain, an infinite slab R?~! x (0, 1) or a periodic domain T¢. Depending
on the domain, an appropriate boundary condition or far field condition or both is
necessary. If the pressure depends only on the density, it is called barotropic pressure.

In a more physically relevant scenario, the pressure depends not only on the
density but also on the temperature (). The first law of thermodynamics suggests
that we consider another equation, namely the total energy balance. Here density,
momentum/velocity and temperature are considered as independent variables and
the system is given by

Oro + div,(ou) = 0,
O(ou) + divy(pu ® u) + V,p(e,9) =0,

1 1
0 (el + e, ) ) + v, (Sl + oele.) + p(2.0)) w) 0.

XV



xvi Introduction

where e denotes the specific internal energy. Moreover, p(p,v) and e(p,¥) are
interrelated. The second law of thermodynamics introduces the entropy(s). Then the
relation between the specific internal energy, the pressure and the entropy is given by
the Gibbs relation, i.e.,

Ds(0.9) = Del, 9) + plo,9)D (2) ,

where D stands for the total derivative with respect to g, v.

This helps us to replace the energy balance with the entropy balance. A well-
known equation of state is the Boyle-Mariotte equation of state. The relation between
the internal energy, the temperature and the pressure is given by e = ¢,¥ and p = 9.
Considering (o, m, s) as state variables, we describe the complete Euler system as

0o + divy(ou) = 0,
Ot(ou) + divg(ou ® u) + V,p(o, s) =0,
¢(0s) + divy(sm) = 0.

In the context of viscous barotropic fluids, the Navier—Stokes system in the time
space cylinder (0,7) x € reads

Oro + divy(ou) = 0, (0.0.3)
O(ou) + divg(pou ® u) + Vop(p) = divy(S(Vgu)).

Here S is called the wviscous stress tensor. Suitable initial conditions, boundary
conditions and far field conditions must also be included for the Navier—Stokes system.
Similarly, one can include other laws of thermodynamics, Fourier’s law of heat
conduction, and the Gibbs relation to consider a more general system of equations,
namely the Navier-Stokes-Fourier system.

Very often the term Euler system or Navier—Stokes system is used to describe an
incompressible fluid. Since this thesis is mainly concerned with compressible fluids,
we use the term the Euler system or the Navier-Stokes system to refer to the systems
for compressible fluids and explicitly state if we refer to incompressible fluids. We
will not discuss much about incompressible flows, an interested reader may consult
the well-known monographs [116], [38], [83], [95], [112], [14], to name a few.

0.1 An overview of solvability

In the study of systems describing compressible fluids, the first stumbling block
is to provide a suitable notion of solution. The classical approach to solving the
corresponding initial (boundary) value problems is to find a solution that satisfies
the system in pointwise sense. This is called a classical or strong solution of the
system. In order to satisfy a system in a pointwise sense, some differentiability of the
state variables is required. The existence of a global in time solution for a nonlinear
system is not always possible. There are explicit examples of singularities (shocks)
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for the Euler system, while the Navier—Stokes admits global in time solutions at
least for small initial data. The strong solutions are unique in the time interval of
their existence. The absence of a global existence of the strong solution leads to the
consideration of a weak solution. In this case, we replace the equations by a set of
integral identities. In Chapter 2 we discuss in detail the weak formulation of various
systems.

For general initial data, the existence of a global in time weak solution for the
compressible Navier—Stokes system has been proved, although there is a certain
restriction on the pressure-density relation. Unfortunately, the uniqueness of the
solution in this class of solution(s) is still open. The situation is even more delicate in
the context of the Euler system. The problem of existence of global in time physically
admissible weak solutions for general initial data is still open. Although for some
initial data the existence of a weak solution has been proved, there are examples of
infinitely many (wild) solutions. Also, in numerical analysis, it is quite difficult to
prove the convergence of ‘suitable’ numerical schemes of these systems to a weak
solution.

A new concept of generalized solutions, namely measure-valued or dissipative
solutions, is introduced for these systems. There are two properties which justify the
concept of generalized solutions:

e Compatibility: A sufficiently smooth generalized solution will be a classical
solution.

e Weak-Strong uniqueness: Given the same initial data, a weak solution will
coincide with the strong or classical solution if the latter exists.

The term ‘weak-strong uniqueness’ can be somewhat ambiguous; in principle, it refers
only to weak solutions. However, we use weak-strong uniqueness as a general concept
that also refers to more general solutions (measure-valued, dissipative) and not only
to the weak ( distributional ) solutions. From now on, we consider weak-strong
uniqueness to deal with weak solutions, and generalized weak-strong uniqueness when
we consider measure-valued or dissipative solutions.

There are many results concerning the mathematical theory of the Euler system,
as well as the complete Euler system. It is well known that the initial value problem
is well posed locally in time in the class of smooth solutions, see for example the
monograph of Majda [97], Schochet [110] or the recent monograph of Benzoni-Gavage
and Serre [12]. Since our interest lies in weak or dissipative solutions of the system, we
relax the entropy balance to the inequality that is a physically relevant admissibility
criterion for weak solutions. The adaptation of the method of convex integration in
the context of incompressible fluids by De Lellis and Székelyhidi [40] leads to the
ill-posedness of several problems in fluid mechanics, also in the class of compressible
barotropic fluids, see Chiodaroli and Kreml [36], Chiodaroli, De Lellis and Kreml [33]
and Chiodaroli et al.[37]. The result of Chiodaroli, Feireisl and Kreml [35] shows that
the initial-boundary value problem for the complete Euler system admits infinitely
many weak solutions on a given time interval (0,7) for a large class of initial data.
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In [61], Feireisl et al. show that the complete Euler system is ill-posed and these
solutions satisfy the entropy inequality. Chiodaroli, Feireisl and Flandoli [34] obtain
a similar result for the complete Euler system driven by multiplicative white noise.
Most of these results, based on the application of the method of convex integration,
are non—constructive and exploit the fact that the constraints imposed by the Euler
system on the class of weak solutions admit oscillations.

In the articles of Alibert and Bouchitté [4], Gwiazda, Swierczewska-Gwaizda and
Wiedemann [86], Bfezina and Feireisl [20]|, Brezina [24], Basari¢ [11], Feireisl and
Lukacova-Medvidova [65], we observe the development of the theory on measure-
valued solutions for various models describing compressible inviscid fluids, mainly
using Young measures. Recently, Feireisl, Lukac¢ova-Medvidova and Mizerova |66]
and Breit, Feireis] and Hofmanova [16] give a new definition for compressible Euler
system, termed as dissipative solution without involving Young measures.

Addressing the Navier—Stokes system, the existence of a local strong solution
was proved in the following articles for different space dimensions: Shelukhin and
Khazikov [90], Matsumura and Nishida [100]. For small initial data, global in time
existence is also studied by Valli and Zajaczkowski [118], Matsumura and Nishida
[100] etc. The existence of a global in time weak solution has been proved, see
Antontsev et al. [5], P.-L. Lions [96], Feireisl [50|, Feireisl and Novotny [72]|. The
problem of uniqueness for weak solutions is still open. Conditional uniqueness is
provided by Sun, Wang and Zhang [115].

The measure-valued solution of the Navier—Stokes system was introduced by
Feireisl et al. [56] using the Young measure. For the Navier—Stokes—Fourier system,
the measure-valued solution was defined by Brezina, Feireisl and Novotny [27]. The
notion of dissipative solutions is also available for more general viscous stress tensors,
see Abbatiello, Feireisl and Novotny [2].

Another important application of measure-valued solutions is their identification
as limits of numerical schemes. Together with the existing generalized weak-strong
uniqueness principle in the class of measure-valued solutions, one can show that
numerical solutions converge strongly to a strong solution of the system as long as
the latter exists, see [80], [65], [71]. We use the relative energy method to prove
weak-strong uniqueness, which we will describe in detail in the following chapters.

0.2 Scaled system: Asymptotic analysis

Compressible fluids describe a wide range of possible models in meteorology,
geophysics and astrophysics, ranging from sound waves to cyclone waves to models of
gaseous stars. Therefore, to gain a deeper understanding of the system, it is important
to write it in a dimensionless form. It allows us to compare the relative influence of
the different terms that appear in the equations. One can explicitly determine the
parameters by scaling the equations, in other words by choosing the system of reference
units accordingly. The behavior of the system depends on these parameters, which are
called characteristic numbers. When these characteristic numbers vanish or become



0.2. Scaled system: Asymptotic analysis Xix

infinite, the study of the system is called asymptotic analysis or singular limit of the
system. Classical textbooks and research monographs are mainly concerned with the
way in which the scaling arguments can be used together with other characteristic
properties of the data to obtain, usually in a very formal way, a simplified system,
see [125]. We refer the reader to the survey by Klein [92] for a thorough discussion of
singular limits and the applications of scaling in numerical analysis.

By introducing reference density, velocity, length, time, and other quantities,
and by suitably changing the variables, one can describe a set of characteristic
numbers which are dimensionless. Including these numbers, the compressible Euler
and Navier—Stokes system with source term f can be written as

Sr Oro + divy(ou) = 0, (0.2.1)
. 1 1
Sr 9¢(ou) + div,(pu ® u) + szp(g) = ﬁgf, (0.2.2)
and
Sr 0y + div,(pu) =0, (0.2.3)

1 1 1
div, — V. = —div,(S(Vy —of, 2.4
St dy(ou) +dive(eu@u) + =5 Vap(e) = godiva(S(Vzu)) + o, (0.2.4)
with the Strouhal number(Sr), Mach number(Ma), Froude number(Fr) and Reynolds
number(Re). These characteristic numbers have the following meaning:

e A low Strouhal number corresponds to the longtime behavior of a system. In our
application we set it as the unity.

e A low Mach number limit is characteristic for the nearly incompressible regime, the
density of the fluid becomes constant and the fluid behaves as an incompressible
one.

e A high Reynolds number limit corresponds to a small viscous effect that eventually
leads to some turbulent phenomena in the fluid.

e In the consideration of f as a gravitational force, the Froude number measures the
importance of the stratification of the fluid.

Further if we assume rotating fluids, the Rossby number(Ro) will be introduced where
a large Rossby number indicates a fast rotation of the fluid. In general, we refer to
the system with characteristic numbers as primitive system and after performing the
limit, we refer to the obtained system as the target system.

The classical approach to a singular limit problem is to consider a strong or
classical solutions of the primitive system. In this approach there are results by Ebin
[45], Kleinermann and Majda [91], Schochet [110], and many others. They consider
the low Mach number limit of a compressible fluid. For rotating fluids there are
results of Babin, Mahalov and Nicolaenko [6, 7| and Chemin et al. [32]. Here, the
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main and highly non-trivial issue is to ensure that the lifespan of the strong solutions
is bounded below away from zero uniformly with respect to the singular parameter.

Another approach is based on the theory of generalized solution. As mentioned
earlier, in Navier—Stokes and Euler systems there is a global time generalized solution.
If the initial data are chosen correctly, convergence can be shown, provided that
the target system admits a smooth solution. In the case of second approach, most
of the results dealing with weak solutions have been studied for the compressible
Navier—Stokes system with additional consideration of a high Reynolds number
limit. The singular limit results for the Navier-Stokes-Fourier are available in Feireisl
and Novotny [72]. We also refer the reader to the survey by Masmoudi [99] for a
comparative study of the two approaches. We deal with the generalized solution
approach in Chapter 4.

0.3 Relative energy or entropy

The concept of the relative energy is based on the following mathematical obser-
vation of a convex function:
Suppose e : R — [0, 00) is a strictly convex function. We observe that a function

E(ulv)=e(u)—e(v)—z-(u—v)

is always non-negative for any z € de(v) with the distance property i.e., E(u|v) =0
if and only if w = v. This introduces the Brégman divergence, see [15], [113].

The concept of relative energy or relative entropy was introduced by Dafermos [39]
in the context of hyperbolic conservation laws to study the weak-strong uniqueness
property. Later it was used for various systems in fluid dynamics.

If we assume u is a weak or generalized solution and v is a strong solution, then
E(u|v) stands for the distance. It is enough to prove E = 0 to ensure that the weak
and strong solutions are the same, i.e., the weak-strong uniqueness property holds.

If a system has a convex energy or entropy, then one can define an appropriate
relative entropy. Since our main focus is on evolution problems, it is important to
study the time evolution of %E (u|v). Formally we have

d
EE(U |v) = DyE(ulv) - opu.
This shows that we have to use the term D, E(u|v) as a test function for the evolution
equation of u. Unfortunately, this is not always available for weak solutions, as it
requires a high regularity of the weak solution u. This somehow motivates to consider
a system with dissipative energy estimate for weak solutions, i.e.,

de(u)
dt

< —f(u),

for some real valued non-negative function f.
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Our goal is to obtain an estimate of the type

L B(ulv) < CE(u]v),
dt
for any ¢ in the time interval (0,7") and some positive constant C. Using a Gronwall
type argument, we conclude that the relative energy vanishes provided E(u|v)(0) = 0.
The relative energy also has an application in singular limit problems. We consider
a scaled problem with a characteristic number of order ¢ > 0 and for each € > 0 denote
a solution of the primitive system by u.. Let v be the solution of the target system.
The relative energy E(u.|v) measures the distance between them. Furthermore, we
establish convergence when this error E(u.|v) goes to zero for ¢ — 0. Clearly a
lot of hypotheses are required to obtain these kind of results, which we describe in
Chapter 4.
Other than these applications, the relative energy plays important role in stability
analysis and characterization of steady solutions.

0.4 Structure of the thesis

In Chapter 1 we discuss some preliminaries that we will use in the next chapters.
The basic time dependent function spaces are discussed in this chapter along with
weak and weak-(*) convergence in these spaces. The concept of Young measures also
plays a crucial role in our discussions and main results. Therefore, some important
results on Young measures are given in this chapter.

Chapter 2 is dedicated to the derivation and weak formulation of the system.
We collect the available definitions of various systems describing a compressible
fluid. We also present the similarities and differences of considering the problem
in different domains. Furthermore, we try to explain the importance of generalized
(measure-valued and dissipative) solutions and consider them as the weak limit of the
weak solutions in certain cases.

Chapter 3 is devoted exclusively to the compressible Navier—Stokes system with
general barotropic pressure laws. We consider a general non-monotone pressure-
density relation. We also consider a singular non-monotone pressure. We prove the
generalized weak-strong uniqueness property. The relative energy or entropy is the
main tool used here.

In Chapter 4, we consider a scaled Euler system. We consider a general scaling
and observe that the target system describes an incompressible flow in the regime of
low Mach numbers. The effect of different characteristic numbers is explained in this
case. We use relative energy as a main tool. Here we use generalized solutions of the
primitive system to identify the limit. This reflects the stability of the target system.

Finally, in Chapter 5 we discuss the convergence of approximation schemes of
the complete Euler system in the domain R?. We define an approximation scheme
which we call consistent approximation scheme. We will prove that these approximate
solutions either converge strongly (at least almost everywhere) to a weak solution of
the complete Euler system, or the limit is not a weak solution of the system at all.
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This reflects a way to consider ‘good’ weak solutions, from the vanishing viscosity
limit of a viscous system (e.g. Navier-Stokes—Fourier system).
The thesis is based on the following articles and preprints:

e N. Chaudhuri, On weak-strong uniqueness for compressible Navier—Stokes
system with general pressure laws, [29]

e N. Chaudhuri, On weak (measure-valued)-strong uniqueness for compressible
Navier-Stokes system with non-monotone pressure law, [31].

e N. Chaudhuri, Multiple scales and singular limits of perfect fluids, [28].

e N. Chaudhuri, Limit of a consistent approximation to the complete compressible
Euler System, [30].



Chapter 1

Mathematical preliminaries

1.1 Function spaces

In the section on notation we introduce the spaces of continuous and differentiable
functions. Here we are mainly concerned with measurable and integrable functions,
in general they are described as Lebesgue spaces. The reader is advised to consult
basic books on measure theory for a detailed discussion, Rudin [108], Folland [82],
Evans and Gariepy [48] to name a few.

For any subset Q of R? we consider the Lebesgue measure space (2,90, £). For
any integrable function f over this measure space we use the simple notation fQ fdz,
instead of the appropriate notation [, fdL.

LP space:

Let 1 < p < 0o and Q C R?, we define the space LP(Q2) as
LP(Q) = {f : Q@ — R f is Lebesgue measurable and / |f(z)Pdx < oo} .
Q

We define the space L>(2) as

L>®(Q) ={f: Q2 — R| f is Lebesgue measurable and ess sup,cq|f(z)| < oo}.

For 1 < p < oo, LP(Q2) with norm || f||z» (z (Jo |f(:c)|pdx)%) is a Banach space.

Similarly, L*(€2) with norm || f|| e (= ess sup,eq(|f(z)])) is also a Banach space.
For 1 < p < oo, the dual of the space LP(Q) is the space L?(2), where % + % =1,
with the duality pairing

(frg)rpra: = / fgda, for f € LP(Q2) and g € LI(2).
Q
This is not true for p = 0o, we only have L(£2) is a subset of the dual of L>(£2).
Analogously, for vector-valued and matrix-valued functions, we denote them as

LP(Q,R™) and LP(§2; R™*™), respectively, for m > 1.

1
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We note that the space LP + L"(2) is a Banach space with norm
IfIl =t {[lgl[ze +lIAllc- [ f =g+ h e L7 + L' (Q)},

forl1 <p<r<o.

Sobolev spaces:

In 1930’s Sobolev introduces these spaces using the concept of weak derivatives.
In modern analysis, Sobolev spaces are considered as one of the important tools.
Here we give some important properties of these spaces, a detailed discussion and
application can be found in Brezis [21], Adams [3], Evans [47].
Let k > 0 be an integer and let 1 < p < co. The Sobolev space WHP() is defined
as
WEP(Q) = {u € LP(Q) | for all multi-index a with |a| < k,

weak derivative 0%u exists and 0%u € LP(2)},

endowed with the norm

1
P P

lulwer = { 3 [1orap | = { 3 jovulty |+ for1<p<oc
Q

lal<k o<k

and

llw|l ko = Z |0%ul| foe, for p = oco.
| <k

We further denote the space Wol’p(Q) as the closure of C2°(Q) with respect to WP-
norm. In Sobolev spaces, the boundary of a domain plays a crucial role in some
consideration.

Domain of class C™:  We first consider the following subspaces of R%:

RY = {a: = (2, zq)| 2 e R¥L 2g > O}, H={(2,zq)| |2'| < 1,|za] <1},
Hy =HNRL and Ho = {(«/,0)] |2/] < 1}.

We say that an open set Q is of class C™, m > 1 being an integer, if for every x € 02
there exists a neighborhood U of z in R? and a bijection H : H — U such that

HecC™H), H'eC™U), HHy)=UNQ, HMH)=UNoQ (1.1.1)

We also use the term 2 is with C™ boundary. It is of C* if it is of class C™ for all
m. Moreover, instead of C™, if the function H is Lipschitz, i.e., C%!, then we say
with Lipschitz boundary 0f2.

Next we state the Sobolev embedding theorem from Adams [3, Theorem 5.4].
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Theorem 1.1.1. Let Q C R? be a bounded domain with a Lipschitz boundary.
Consider WHP(Q) with 1 < p < 0o, k > 0 and u € WFP(Q). Then the following
holds:

o If d> kp,
WkP(Q) c LI(Q)

* 1 _1_
for all q € [1,p*], where ¥ =3

% this embedding is continuous and thus we have
[ullae) < C(k, p, d)||ullwrrq)-
o Ifd=kp,
WkP(Q) c LY(Q)
for all q € [p,0), this embedding is continuous and thus we have
[ull o) < C(k, p, d)l|ullwrr(q)-
o Ifd< kp,
wkP(Q) c ™ (Q)
m = [k — %], o={k— %}7 this embedding is continuous and thus we have
ullene < C(k, p, d)l[ull s
Remark 1.1.2. For any = € R, [z] and {z} denote the integral part and fractional

part of a real number. The same theorem holds for domain Q = T¢. If Q = R?, we
refer a similar result in Brezis [21, Corollary 9.13].

Remark 1.1.3. Let Q € R? be a bounded domain. For 1 < p < oo, We denote
W=14(Q) is the dual of W P(€2), where 1 1 = 1.

Homogeneous Sobolev space:

Let Q(C R?) be an unbounded domain. It is easy to verify that the sets C2°(Q)

and C2°(2) endowed with the norm

ul1,q = | Vazull o)
are normed linear spaces.

Definition 1.1.4. We define the homogeneous Sobolev space as

Aoyl
Dy’ =C=(Q) ",
° ()“q (1.1.2)
DM =Ce() ",

where the sign “overline with norm” denotes the completion with respect to the norm.

Remark 1.1.5. If Q is a bounded domain, D(l)’q(Q) coincides with Wol’q(Q). The
definition of D'9(Q) as a Banach makes no sense for a bounded domain Q. The
spaces D14(R?) and Dé’q(Rd) are the same.
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1.1.1 Important inequalities of function spaces

Here we give some important inequalities related to function spaces.

Young’s inequality:

This inequality is used quite frequently in the functional analysis. A standard
version is available in [14, Proposition I1.2.16]. Here we give a generalized form of it.

Proposition 1.1.6. Let a; > 0 fori=1,....m andp; > 1 fori=1,---,m such
m
that Zpl = 1. Then fore; >0 fori=1,---,(m—1) there exists c(e1, -+ ,€m—1) >0
i=1""
such that
m
H ai < eralt + -+ emoral +eler, o €ma1)abr.
=1

Gronwall’s inequality:

The following lemma is a very useful ingredient for the study of time-dependent
partial differential equations, in particular to obtain a priori estimates, in our case
the estimation of the relative energy.

Lemma 1.1.7. Let T > 0 and y € L>(0,T), a non negative function g € L'(0,T)
and yo € R such that

y(1) < yo + /OT y(t)g(t), for a.e. T €(0,T).
Then we have
y(7) < yoexp (/OT g(t) dt) for a.e. 7€ (0,7T).
See [14, Lemma I1.4.10] for a complete proof.

Poincaré type inequality:

Poincaré type inequalities provide an estimate of the LP-norm of a Sobolev function
by the LP-norms of its derivative.

Theorem 1.1.8 (Poincaré’s inequality, [21, Corollary 9.19]). Let Q(C R?) be a
bounded Lipschitz domain and 1 < p < co. Then there exists C(p,d,2) such that

lull oy < [Vullioy,  Yu € WP (5). (1.1.3)

Remark 1.1.9. Poincaré’s inequality remains true if € has finite measure and also if
Q) has a bounded projection on an axis. We observe that the above inequality is not
true in the bounded domain € for functions in WP(Q). A simple counterexample
can be established by considering v =1 in .
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Therefore, we give a general version of the Poincaré inequality.

Theorem 1.1.10 (Poincaré-Wirtinger’s inequality, [21, Chapter 9]). Let Q be a
bounded domain with Lipschitz boundary and 1 < p < oco. Then there exists C' such
that

1
lu—allLe) < Vullre)y, VYu e WP(Q), whereu = / u der. (1.1.4)
L) Jo

Korn type inequalities:

Korn’s inequality plays an important role in the theory of linear elasticity. It is
also of great importance in the analysis of viscous fluids. The standard formulation
of Korn’s inequality provides a bound on the LP-norm of the gradient of a vector
field by the LP-norm of its symmetric part. Following |72, Section 11.10] we state the
theorems.

Theorem 1.1.11. Let 1 < p < 0.
1. There exists a positive constant C = c¢(p, d) such that
vaVHLP(Rd;Rdxd) <C (Hva + VEVHLP(Rd;Rdde

for any v € WHP(R4RY).

2. Let Q C R? be bounded Lipschitz domain. There exists a positive constant ¢ =
c(p,d) such that

IVaVl o@ugarsy < € (IVav + VEV] o(pasy )

for any v € Wol’p(Q;Rd).

3. Let Q C R? be bounded Lipschitz domain. There exists a positive constant ¢ =
c(p,d) such that

”V”Wl,p(Q;Rdxd) < C <”va + vzv”Lp(Q;RdXd) + /Q |V| dl‘)

for any v € WHP(Q; RY).

Our main goal is to apply these inequalities to compressible viscous fluids. For
this application it is useful to replace the symmetric gradient in the previous theorem
by its traceless part. The result is given in the following theorem.

Theorem 1.1.12. Let 1 <p < oo and d > 2.
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1. There ezists a positive constant C = C(p,d) such that

2
||va||Lp(Rd;Rdxd) S C <vav + VZV — gdl’l)xV]I

Lp(Rd;Rdxd)>
for any v .€ WHP(R% RY).
2. Let Q C R? be bounded Lipschitz domain. There exists a positive constant ¢ =

c(p,d) such that

2
[Vl Le@raxay < C () Vv +Viv - adivxvﬂ

Lp(Rd;Rdxd)>
for any v € WP (4, RY).

3. Let Q C R be bounded Lipschitz. There exists a positive constant ¢ = c(p,d) such

that
T 2
Vv + Vv — —divg vl + [ |v| dzx
d Lp(R4RAxd)  JQ

HVHWLP(Q;Rdxd) < C ('

for any v € WhHP(Q; RY).

Generalized Korn-Poincaré inequality

We conclude this part with a further generalization and combination of the
Poincaré and Korn inequality, see [72, Section 11.10].

Theorem 1.1.13. Let 1 < p < oo, My >0, K >0,v>1andd > 2. Let Q C R? be
a bounded Lipschitz domain. There exists a positive constant C = C(p,d, Moy, K,~)

such that
+/ r|v| dz
Lp(Rd;Rdxd) Q

for any v € WHP(Q: RY) and any non negative scalar valued function r such that

2
[Vllw1r@raxay < C (HVQUV +Vlv - gdivxvll

O<Mg§/rdw,/r7d:z:§K.
Q Q

1.1.2 Weak and Weak-(*) convergence

In a general Banach or Hilbert space, the notion of weak and weak-(*) convergence
has been developed. We mainly follow Brezis [21] to state the following compactness
result:
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Theorem 1.1.14 (Banach-Alaoglu-Bourbaki, [21, Theorem 3.16]). Let X be a Banach
space, B C X be the unit ball in X and B* C X* also be a unit ball in X*. Then B*
is always weak-(*)ly compact. If X is reflexive, B is weakly compact.

Let © € R? be a domain. For 1 < p < oo, in LP(Q) every uniformly bounded
sequence {fy }nen has a weakly convergent subsequence. In the case of L*°(Q2) any
uniformly bounded sequence poses a weak-(*)ly convergent subsequence. By saying
uniformly bounded we mean

| fallr ) < C,

where C' is independent of n and 1 < p < co. In the context of L'(Q), the condition
is a bit delicate. Here we state the following theorem:

Theorem 1.1.15. Let {fn}nen be uniformly bounded in L*(Q). Then the following
statements are equivalent:

1. The sequence {fn}nen contains a subsequence that converges weakly in L' (£2).

2. For all € > 0, there exists § > 0 such that

/ ol dz < €
M

whenever L(M) < 6, for M C Q. Here L is the Lebesque measure of R?.
The condition (2.) is called equi-integrability criterion for weak convergence in L.

Remark 1.1.16. There are several other equivalent statements of the theorem 1.1.15,
see |72, Theorem 10].

1.2 Spaces involving time

We are interested in time-dependent problems. Therefore, we introduce the spaces
of time-dependent functions ranging in a Banach space. There are several ways
to define the integrabality in these spaces namely Bochner integral, Petis inegral,
Dunford integral etc. Here we stay with the Bochner integral. We follow the textbook
Yoshida [122].

Let X be a Banach space. For T' > 0, we consider the map f:[0,7] — X.

e A function s: [0,7] — X is called simple if it has the form
s(t) = ZiZixe, (t)ui, ¢ € [0, 7],
where for each i = 1,--- ,m, E; is Lebesgue measurable subset of [0, 7] and u; € X.

e A function f:[0,7] — X is strongly measurable if there exists a sequence of simple
functions {sjreny with si : [0,7] — X such that si(t) — f(t), for a.e. t € [0,
as k — oc.
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e A function f: [0,T] — X is weakly measurable if for each u* € X*, the mapping
t— (f(t),u")x x~ is Lebesgue measurable.

e A function f : [0,T7] — X is separably valued if there exists N C [0,7] with
pu(N) = 0, such that the set {f(t)|t € [0,7] — N} is separable.

Remark 1.2.1. Let X* be the dual space of X. A function f : [0,7] — X* is
weak-(*)ly measurable if for each u € X, the mapping ¢t — (u, f(t)) x,x+ is Lebesgue
measurable.

We consider the following Banach spaces:

° LP(0,T; X) :{u :[0,7] — X | u is a strongly measurable function
T
and / (o) dt < oo},
0

. . T 1
equipped with norm [[ul| oo 7x) = (Jif lu(t)[[%)7, for 1 < p < oo,

° L>(0,T; X) :{u :[0,7] — X | u is a strongly measurable function
and ess supycpo r)llu(t) | x < oo},

equipped with norm  ||ul| Lo (0,7,x) = €ss supyeqo,rllu(t) || x-

° c(o,7T; X) = {u :[0,T] — X continuous function ]trerfgu}Tc} lu(t)]x < oo} ,

equipped with norm [|u|¢(o,75;x) = ax, [Ju)x.

Analogously, we define the following spaces:

o Forl<p< oo,

LP

weak

(0,73 X) :{u :[0,T] — X | u is weakly measurable function,

T
t — [Ju(t)||x is measurable and / u(®)|%dt < oo},
0

1
. : T »
equipped with norm [ulloo.rx) = (Ji Ilu())I% )"
In the case p = oo, we replace the condition fOT lu(t)||%dt < oo by

ess sup |lu(t)||x < oo,
te[0,T

and ||ul| Lo 0,7;x) = ess supyeqo 1y llu(t)llx-
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e Forl<p< oo,

Lfveak—(*) 0,T7; X") :{u 1[0, T] = X™| u is weak-(*)ly measurable function,

T
t — ||lu(t)||x* is measurable and / lw(t)|5-dt < oo},
0

1
equipped with norm |[u|| s 7, x+) = (fOT lu(®)||% )p Similarly for p = oo, we

replace the condition fOT |lu(t)|5-dt < oo by

ess sup ||u(t)]| x> < oo,
t€[0,T)

and ”UHLOO(O,T;X*) = €88 Supte[o,T]HU(t)HX*-
We state the following theorem from Pedregal [107, Theorem 6.14]:

Theorem 1.2.2. Let X be a separable Banach space and 1 < p < co. Then

N . o1 1
[27(0, T5 X)I" = L ()0, T3 X7) with » + P 1

with the duality .
()= [ (0000 .

We also define weak and weak-(*) continuous time-dependent function spaces in
the following way:

e We say a function f: (0,7) — X is weak continuous if for all ¢ € X*, the map

t— (f(t),¥)x x+ is continuous and the space of all such functions is denoted by
Cweak([oa T] ; X)

e Similarly, we say that a function f: (0,7) — X* is weak-(*) continuous if for all
¢ € X, the map t — (¢, f(t))x,x+ is continuous and the space of all such functions
is denoted by Cyeax-(+) ([0, T]; X™).

We end this section with this lemma.

Lemma 1.2.3. Let f,g € L*°(0,T; X*) such that

T T
/0 (6 F(O) -1 (1) dt = /0 (6.9(0)x.xn(t) dt , V6 € X and n € CX(0,T).

Then, f € Cweak-(*)([(]?T];X*)-

Proof. It is enough to prove that the map ¢ — (¢, f())x,x+ is absolutely continuous
in [0, 7] for every ¢ € X. O

There is a similar lemma for weak continuous functions.
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1.3 Young measure and related results

For any space X, a standard measure space is denoted by the triplet (X, u, X).
In the case of X = Q € R? we consider £ as the standard Lebesgue measure on .

1.3.1 Borel and Radon measure

Let O be a locally compact Hausdorff metric space.

e The symbol B(Q) stands for the space of signed Borel measures on Q. The symbol
B*(Q) denotes the cone of non-negative Borel measures on Q.

e We say a Borel measure is finite if yp € B(Q) such that ;(Q) < co. Moreover a
Borel measure is locally finite if p € B(Q) such that u(K) < oo for all compact
subset K of Q

e The symbol B(Q; RY) means for ¢ = {¢;}%, € B(Q;RY), (; € B(Q), Vi =1,2,-- ,d,
and the notation B(Q; R?*?) stands for ¢ = {Ci,j}fl,jzl € B(Q; R (¢, € B(Q),
Vij=1,2,--,d.

Now we state an important theorem that characterizes a positive linear function on
C.(Q). Since we are interested in R?, we consider Q = Q C R%, a Borel set.

Theorem 1.3.1 (Riesz Representation,[108, Theorem 2.14]). Let f be a non-negative
linear functional defined on the space C.(Q2). Then there exists a o-algebra of measur-
able sets containing all Borel sets and a unique non-negative measure on py € BT ()
such that

() = /Q bdug, for any é € Cu(R).

Moreover, the measure py has the following properties,
1. pp(K) < oo for any compact subset K C Q.

2. For any open set B C () it holds
pg(E) = sup{ps(K)|K C E}.
8. For any Borel set 'V it satisfies
pr(V) =inf{us(E)|V C E, E open }.

4. If E is puy measurable, ps(E) =0, A C E, then A is puy measurable.

We say a Borel measure is a Radon measure if it satisfies properties the first three
properties in (1.3.1). Therefore, we can say that pif is a positive Radon measure.
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e We denote the symbol .# () stands for the space of signed Radon measures on €.
The symbol M(£2) denotes the set of finite Radon measures on €, i.e.,

€ M() implies p € A (2) with p(Q) < oo.
The notation M.(£2) stands for the set of locally finite Radon measure, i.e.,

w € M(Q) implies p € #(Q) and p is locally finite.

e Moreover, MT(Q) is the cone of positive finite Radon measures.

e We also define M(2;RY) and M(Q; R?*?) for vector-valued and matrix-valued
finite Radon measures.

e The space M™T(Q; R¥9) denotes the set of positive semi-definite matrix-valued
finite Radon measures, i.e., ® € MT(Q; R¥4) implies for all £ € R, ®: (E®¢€) €
MT(Q).

e The symbol P(£2) indicates the space of probability measures, i.e., for v € P(Q) C
MT(Q) we have v(Q) = 1.

There is another way to define Radon measures, using the duality of continuous
function spaces, see |98, Chapter 1]. The two definitions are equivalent, which helps
us to make the following observations:

e For Q C R? a Borel set, we have [Cy(Q)]* = M(Q2) with the duality pairing

(15 £ pa / fdu.
d

In particular, we obtain [Co(R?)]* = M(R?).

e Further if we consider a bounded Borel set €, then we observe [C(Q)]* = M(Q)
with duality pairing

e P e = [
o If 1 € [Ce(Q)]* then p € () and p is locally finite.
o If p € MH(Q), ie., p >0, then we have (i, f) pm(),co() = 0 for any f > 0.
Remark 1.3.2. From the above discussion and the Theorem 1.2.2, we have

weak-

In particular, we obtain
10,75 Co(RM)| = L9 (0, T3 M(RY).
Also, for a bounded Borel set Q C R?, we get

[L'(0,T;C ()] = L2

weak-

(* )(OaT;M(ﬁ))'
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Jensen’s inequality

The standard form of the inequality is given by.

Lemma 1.3.3. If p is a probability measure on ) and g is a p—measurable map.

Then
E(/diu> S/QE(g)du,

for any real valued convex function E.

1.3.2 Definition of Young measure

The theory of Young measure has several applications in various fields of mathe-
matical analysis. It was introduced by L. C. Young, see [123]. The main development
of this theory is related to the calculus of variations. Later many applications were
found in various contexts of differential equations. There are several articles and
monographs on the study of the Young measure and its application, to name a few,
see Ball [9], Ball and Murat [10], Pedregal [107]|, Méalek et al. [98].

Let k,m € N and Q C R™ be an open set. Consider a sequence {U, }nen
of measurable functions with U,: Q@ — R¥. We identify U, (y) ~ 0u,.(y), Where
Sy € P(RF) denotes the Dirac measure in R¥ supported at U. It helps us to interpret
U, as

U,: Q> 0y, € P(RF).

It is easy to verify that
Un (S L\?\;ak—(*) (Q, P(Rk))
We have L

Weak_(*)(Q;M(Rk)) = [L'(Q; Co(R¥))]* and L' (Q; Co(RF)) is separable.
This implies that there exists a subsequence (not relabeled) such that

U, =V weak-(*)ly in L3+ (Q; M(Rk))

This limit quantity V is called a Young measure associated with or generated by the
sequence Uy, It is interpreted as a parameterized family of Borel measures {Vy}ycq-
The definition of weak-(*) convergence implies

[ 60w dy = [ o) (M3b(0)) dy for any 6 € L(Q) and b€ Cy(R")
Q Q

where

<Vy;b(ﬁ)> - /]R H(0)aV,(0).

As a trivial consequence, we get

V, € MT(RF) for ae. y € Q with ||[V,|| ey < 1.
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1.3.3 Fundamental theorems of Young measure

Next we state the fundamental theorem for Young measure from Feireisl et al.
|67, Proposition 5.1].

Theorem 1.3.4 (Fundamental theorem). Let Q(C R™) be a domain for m > 1
and {Uy}nen be a sequence such that Uy, : Q — RF with

U, € L'(Q;RY), |Unllz1(@) < C uniformly for n — oo. (1.3.1)

Then there exists a subsequence {Uy, }ren and a parameterized family of probability
measures {Vy}yeq with

V, € P(RY) for ae. y€Q, and V € Lfﬂc;ak_(*)(Q;M(Rk))
such that

| ¢ = [ o) (Visb0)

for any ¢ € LY(Q) and b € Cy(R¥) for a.e. y € Q. The symbol <Vy; b(f])> is given
by

(Vy:b(D)) ::/ bV, ().
Rk
Remark 1.3.5. It is convenient to introduce the following notation:
<v;b(ﬁ)> = {y - <vy;b(ﬁ)>}.

Also, we denote the barycenter of the Young measure by <V; U>, it is given as

(0) == (1w 0)]

Remark 1.3.6. Note that the condition (1.3.1) can be replaced by a weaker assump-
tion

U,, is measurable, / h(U,) dy < C uniformly for n — oo,
Q

where h(§) — oo for & — oo.

Remark 1.3.7. Instead of L', the Theorem 1.3.4 holds if
U, € LP(Q;R¥), [Un|lzr(@) < C uniformly for n — oo, (1.3.2)
for any 1 < p < oc.

We give another form of the fundamental theorem due to Pedregal [107, Theorem
6.2]. Let Q@ C RY, a function ¢(z,)) : Q x R? = R U {co} is called Carathéodary
function if it measurable in x and continuous in A. The theorem states as follows:
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Theorem 1.3.8. Let Q C R? be a measurable set and let Uy, : Q — R* be measurable
functions such that

n

sup/ 9(Uy,) dr < oo,
Q

where g : [0,00) — [0,00] is a continuous, non-decreasing function such that

tlirn g(t) = co. There exists a subsequence, not relabeled, and a family of probability
—00

measures, V = {Vz}zeq depends measurably on x, with the property whenever the
sequence {1 (z, Up () }nen is weakly convergent to v in L' (Q) for any Carathéodary
function 1, the weak limit is the (measurable) function

Rk

Remark 1.3.9. From the above discussion, it is clear that the Young measure helps
us to give a representation of the weak or weak-(*) limit of a sequence with a nonlinear
composition.

We note that the Theorem 1.3.4 does not identify the limit for b € C(R¥) unless
there is a further information about the convergence of the sequence b(U,,). Here
we give the next proposition that states the properties of the Young measure of
composition.

Proposition 1.3.10. Let Q C R™ be a domain and let {Uy}nen be a sequence such
that Uy,: Q — R¥ and let b € C(R¥) such that

U, € L'(Q;RY), [UnllL1@irry < Cs [6(UR) || 1(grey < C uniformly for n — oo.

Additionally, we assume that {Uy}nen generates a Young measure {Vy}yeq. Then

<Vy;b(fj)> is finite for a.e. y € Q, andy € Q — <Vy; b(fj)> c LY(Q).

We recall a standard notation for the approximation of a function by a sequence
of non-decreasing functions. Let b : R¥ — [0,00) be a function. We use the notation
bj /b to describe that there exists a sequence of functions {b;};en such that
0 <b; <bjp1 <bforall j €N and b;j(x) — b(z) for a.e. x € R¥ as j — oc.

Proof. Let b € C(R¥). Tt suffices to prove for b > 0 since we can write b = b+ — b~
with b*,b~ > 0. We consider a sequence b; € Cy(R¥) such that 0 < b /b.
Using the monotone convergence theorem|[108, Chapter 3|, we obtain

<vy;bj(ﬁ)> s <Vy;b(fj)> € [0,00] for ae. y € Q.

On the other hand, the Theorem 1.3.4 helps us to get

/Bbj(Un) dy — /B <Vy;bj(fj)> dy as n — oo,
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for a bounded Borel subset B C ). Thus we have

Slrlprb(Un)HLl(Q;Rk) > lijm/Bbj(Un) dy = /B <Vy§bj(ﬁ)> dy.
From this we conclude
[ (Vb)) dy < sup 603 ) < €. (133)

for any bounded Borel set B. It ends the proof of the proposition. O

Corollary 1.3.11. We know L*(2) is continuously embedded in M(SY). Thus we
have

b(U,) — b(U) weak-(*)ly in M(Q).

If b > 0 and all the hypothesis of the Proposition 1.3.10 holds true, then from (1.3.3)
we have

b(0) > (Vb(0)),
in the sense of measure.

In later chapters we will note that we need to consider nonlinearities b that are
not continuous. To do so, we give the definition of lower semicontinuous functions:

Definition 1.3.12. A function ¢ : Q(C R?) — R U {oco} is said to be lower semi-
continuous(l.s.c) if for every A € R the set {x € Q | ¢(z) < A} is closed.

The proposition (1.3.10) can be extended for a bounded below ls.c function
b:RF = RU{oco}. The key observation is the availability of a suitable approximation
of bounded below lower semicontinuous function by bounded continuous increasing
functions, i.e., there exists b; b and b; € Cy(R¥) (Baire’s theorem, see [8]). An
elegant construction of such a bounded continuous sequence of functions b; can be
found in [108, Chapter 2, Exercise 22].

Corollary 1.3.13. Let Q@ C R™ be a domain,{Up}nen be a sequence such that
U,: Q — R*. We have the following assumption

U, € L}YQ;RY), 1Unll 21 gmrey < C, 16(Un) |11 (grey < C uniformly for n — oo,

for a l.s.c function b: R¥ — [0, 00]. Additionally, we assume that {U,},en generates
a Young measure {Vy}ycq. Then

<Vy; b(fj)> is finite for a.e. y € Q, andy € Q — <Vy;b(fj)> e LY(Q)
and b(U) > <V; b(fj)> .

Here we give a result that allows us to compare the oscillation defect measure for
two different nonlinearities. This result is a generalization of the result obtained by
Feireisl et al. in [56, Lemma 2.1].
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Lemma 1.3.14. Let U, : Q(C RY) — R¥, E : RF — [0,00] be a lower semi-
continuous function and G : R¥ — R™ be a continuous function with the following
properties:

1. {Up}nen is a family of measurable functions, such that

Ul @irry < C, and /QE(UN) dy < C uniformly for n. (1.3.4)

2. The functions E and G satisfy

limsup |G(U)| < liminf E(U). (1.3.5)
|U|—o0 [U|—00
Then
E(U) - (v B(U)) = |G(U) - (v G(0))| . (1.3.6)

Remark 1.3.15. Here F(U) € MT(Q) and G(U) € M(Q; R"™) are the correspond-
ing weak-(*) limits and v denotes the Young measure generated by {U,}. The
inequality (1.3.6) should be understood as

B(U) - (Vi BE(D)) - (G(U) - (»iG(D))) €20
for any £ € R, |£] = 1.

Proof. The result was proved for continuous functions E, G, see |56, Lemma 2.1|. To
extend it to the class of lower semi-continuous functions like F, we first observe that
there is a sequence of continuous functions F; € C(R¥) such that

0<F;<E, F; /E.

In view of (1.3.5), there exists R > 0 such that

|G(U)| < E(U) whenever |U| > R.
Consider a function

T:C*(R™), 0<T <1, T(U)=0for |U <R, T(U)=1for |U >R+1.

Finally, we construct a sequence

E,(U) = T(U) max{|G(U)|; F;(U)}.
We have

0 < B;(U) < E(U), E;(U) > |G(U)| for all [U| > R+ 1.
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Applying the lemma [56, Lemma 2.1| we get

E;(U) - <Vy3Ej([~J)> > ‘TU)— <Vy;G(ﬁ)>’

for any j. Thus the proof reduces to showing

E;(0) — (v,: E,(0)) < B(U) - (v,; E(U)),

or, in other words, to showing

H(U) - <1/y; H(fj)> > 0 whenever H : R™ — [0, 00] is an ls.c function.
Repeating the above arguments, we construct a sequence

0 < H; < H of bounded continuous functions, H;  H.

Consequently,

0 <H(U) ~ H;(U) = H(U) ~ (v H;(0) ) = H(U) ~ (v H(0))

as j — 00.

Remark 1.3.16. The condition (1.3.4) can be replaced with the following assumption,
E(U) > |U] as |U| — oo and / E(U,) dy < C uniformly for n. (1.3.7)
Q

Our next goal is to state a similar result for time-dependent functions.

Proposition 1.3.17. Let T > 0 and U, € L>(0,T; L*(Q)) be a sequence such that
U,: (0,7) x Q — R* and let b € C(R*) with

HUnHLoo(O,T;Ll(Q)) <C, Hb(Un)”Loo(07T;L1(Q)) < C wuniformly for n — oo.

Additionally, we assume that {U, }pen generates a Young measure {Vt,x}(t,x)E(O,T)XQ
and

b(U,) — b(U) weak-(*)ly in L*(0,T; M(2)).
Then
<Vt,x; b(fj)> is finite for a.e. (t,x) € (0,T) x Q,
and (t,z) € (0,T) x Q — <vt,$; b(fJ)> e L0, T; LY(Q)).
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Proof. Without loss of generality we assume b > 0 and the existence of b; as in
proof of the Theorem 1.3.10. We observe L>(0,T; L*(Q)) C L'((0,T) x Q). As a

consequence of the Theorem 1.3.10 we obtain <V; b(fJ)> € LY((0,T) x Q). Thus we

observe

tH/Q<vt,x;b(fJ)> dz € LY0,T).

Using monotone convergence theorem we conclude for a.e. ¢t € (0,7)

/B<Vt,m§b(fj)> dr = lim <Vt,ac§bj(ﬁ)> de, (1.3.8)

for a bounded Borel set B C (). We also have
/ b; (U (t) do %% <vt,x;bj(fj)> da, (1.3.9)
B B
for a.e. t € (0,7). From (1.3.8) and (1.3.9), we conclude that

ess sup/ <Vt7z;b(ﬁ)> dz <ess sup/ b(Uy,) dz < C, (1.3.10)
(0,T7) /B (0,17)/B

for any bounded Borel subset B. It is easy to prove that

t— / <Vt7$; b(ﬁ)> n(x) dz is measurable, (1.3.11)
Q

for n € L>®(Q). Therefore, we have ¢t — <Vt7m; b(fj)> is weakly measurable. Since

L'(Q) is separable thus the map is strongly measurable. This concludes our desired
result. O

Remark 1.3.18. In the Proposition 1.3.10 and 1.3.17, we can replace the space
LNQ) by Li,(Q).

Remark 1.3.19. The proposition 1.3.17 can be extended for a bounded below l.s.c
function b : R¥ — R U {oc}.

1.3.4 Defect measure and its properties
From our earlier observation for a sequence U,, with the property
1Unll L1 @mrey < Cs [[6(Un) |l 1 (@irry < € uniformly for n — oo, (1.3.12)

for b € C(R¥). Let {V,}yeq be the associated Young measure. Then we have

o b(U,) — b(U) weak-(*)ly in M(Q).

° <Vy;b(ﬁ)> is finite for a.e. y € Q, and y € Q — <Vy; b(f})> c LY(Q).
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cyc Qs <vy;ﬁ> € LY(Q) and b € C(R¥) imply y € Q v b(<vy;ﬁ>) is

measurable.
Therefore, we introduce the defect measures:

e Concentration Defect:

e = H(U) — (V,:b(0) ) € M(Q).
e Oscillation defect:
mod = <Vy; b(fj)> —b <<Vy; I~J>) is a measurable map on Q.
e Total defect:
R = R+ R

Let us consider b : R¥ — [0, oc], a convex lL.s.c function and {U,,} satisfies (1.3.12).

Then we have
b((Vi0)) < (Wb(0))

as a direct consequence of Jensen’s inequality and b #Z oo. This leads us to conclude
e R c MH(Q).
e 54 ¢ L1(Q) and R4 > 0 for ae. y € Q.

Now we focus on the time-dependent functions. Let us assume ||Uy||ze0,7:01(Q))
with [|b(Un)|| Lo (0,7;01(@)) < € uniformly for n — oo and b € C(RF).

We recall that LT ) (0, T; M(R%)) is the dual of L*(0,T; Co(R%)). Then, the
first observation is

b(U,) = b(U) weak-(*)ly in Lyg, (0, T; M(RY)).
Proposition 1.3.17 gives us (t,z) € Q +— <Vt7x;b(I~J)> € L*(0,T; LY(Q)). This
implies the following results:

e Concentration defect:

R = B(U) — (V103 6(0)) € L1y (0, T5 M(R).

e Oscillation defect:

mod = <Vt,z; b(fj)> —-b (<Vt,z; I~J'>) is a measurable map on (0,7) x Q.

If we consider b : R¥ — [0, 00] a convex Ls.c then we conclude

o Red ¢ [ (*)(O,T;M(Rd)),

weak-

e o4 € L0, T; LY (RY)) and :°¢ > 0 for a.e. (t,2) € (0,T) x Q.
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Consequence of vanishing concentration defect

We state a result related to a defect measure D € MT(R%;RYXD). For D €

sym

MF(REREXD) means D € MT(R% R*?) and D(z) is symmetric for each z € RZ.

Sym
Feireisl and Hofmanova proved the following proposition in [58, Section 4.2].

Proposition 1.3.20. Let D € Mt (R% RIX9) satisfy

sym
/ Ve : dD =0 for any ¢ € CLR?RY),
Rd

Then D = 0.
Remark 1.3.21. The result is not true if D € M*(Q;R¥X9) if Q is a bounded

sym
domain. A modified version in a bounded domain is available in [57].

The key ingredient of the proof of Proposition 1.3.20 is the consideration of the
sequence of cut off function {xy, }nen such that

Xn € CP(RY), 0< xn <1, xn(z) =1 for |z| < n, xn(z) =0 for |z| > 2n,
2

|VaXn| < = uniformly as n — oc.
n

(1.3.13)

This helps us to conclude that
Ve : dD = 0 for any ¢ € CH(R% RY) with V¢ € L% (RY; R*9).
R4

Here we state a corollary of the above proposition and the proof of the corollary lies
in the similar lines of the above proposition.

Corollary 1.3.22. Let D = {Dj;}{,; € L3y, (0, T M(RLR™Y)) be such that

T
/ Ve dDdt =0
0 R4

for any ¢ € D((0,T) x R4 RY).
Then, for any 1 € C°(0,T; C1 (R4 RY)), Varp € C2(0, T; L=°(RY; R*)) | we have

T
/ Vo dDdt =0.
0 Jrd

1.3.5 Convergence results

It is well known fact that the Young measure captures oscillation. We state the
lemma from [98, Chapter 3|.

Lemma 1.3.23. Let 1 < p < 0o and {vy,}nen with v, : RT — R™. Further {v, }nen

18 bounded uniformly in LfOC(Rd, ; R™) and generates a Young measure v.
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e If v, — v weakly in LP(RGR™) for 1 < p < 0o or weak-(*)ly in L>®°(R%R™).
Then we have v = (vy; V) for a.e. y.

e Further it holds that v,, — v strongly in LP(R%; R™) if and only if v reduces to a
Dirac measure 1.e.
vy = Oy(y) for a.e. y € R

The next result is for the critical case of L'. We recall the definition of convergence
m measure.

Definition 1.3.24. Let u, : Q(C RY) — R* be a sequence of measurable functions.
We say u,, converges in measure to u if for every € > 0,

nli_)rg(}ﬁ {x € Q| |up(z) —u(x)| > €}) =0.

Lemma 1.3.25. We consider a sequence {Vy bnen, Vi : R* = R™ such that {v, }nen

is bounded in Li (R% R™) and generates a Young measure v. Suppose v(y) = (vy; V)

is the barycenter of the Young measure and vy = dy(,) for a.e. y € R?, then
vV, — V in measure.

Proof. Consider 0 < € < 1 and M, = {y € R¥||v,(y) — v(y)| > ¢}. We obtain

1 .
£ < ¢ [ mind1.lva(s) = v()l} d.
Let us choose a bounded Carathéodary function ¢(,y) = min{1, |\ — v(y)|}. From
the fundamental theorem of Young measure 1.3.8 we get

P(un(y),y) dy — < ¢(/\,y)dyy()\)> dy as n — oo.
R4 Rd R™

Using the fact that the Young measure is a Dirac mass, it holds

lim £(Me) < lim E ¢(z,v(y)) dy = 0.

n—00 n—oo € Jpd

This concludes that v,, — v in measure. O

Lemma 1.3.26. Let Q C R? be a bounded domain, and let {v,}>>, be sequence of
vector—valued functions,

Vi Q — RE, / |vin| < C uniformly for n — oo,
Q

generating a Young measure vy, € P[R*], y € Q. Suppose that
E(vyn) = (vy; E(V)) weak-(*)ly in M(Q), (vy; E(V)) € LYQ),

where E : RY — [0,00] is an l.s.c. function.
Then
E(vy) = (vy; E(V)) weakly in L'(Q).

Proof. Enough to prove the equi-integrability of { E(vy,)}nen. A detailed proof is in
[67, Lemma 5.1]. O
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1.3.6 Inequalities involving Young measure
Generalized Korn-Poincaré inequality for Young measure

Theorem 1.3.27. Let {v,}nen be a uniformly bounded in L?(0,T; VVOL2 ). LetV
be an Young measure generated by {v,,D(Vvy,)}. For t € L?(0,T; H} (Q;RY)), the
following inequality is true:

/ /<vt,x;|€z—ﬁy2> dz dt gc/ /<vt,x;yu)>0(ﬂ’)7v)—m0(vxﬁ)\2> dz dt .
0 JQ 0 JQ
(1.3.14)

Remark 1.3.28. Here we consider v,, and V,v, as two different variable and V is
a Young measure generated by {v,,D(V,v,)},en. For a continuous bOL_lIlded map
f:RIx R 5 R we denote the weak-(*) limit of f(v,,D(V,v,)) by f and

sym
F=(Veai (7,D3).)
The proof is available in Bfezina, Feireisl and Novotny [27, Lemma 2.2].

Theorem 1.3.29. Let {v,}nen be a uniformly bounded in L*(0,T; W12(Q)) and
{0n}nen be uniformly bounded in L*°(0,T; L7(R2)), for v > 1. Moreover, we assume
that for each n € N, g, satisfies fQ on = Moy, >0 for a.e. t € (0,T).

Let V be a Young measure generated by {on,Vn,D(Vavy)}nen. Then for any
ae L*0,T; W(}’Q(Q; RY)), the following inequality holds:

| [ sty acar <o [7 ] (simu®) - Do.w)2) o
0 Q 0 Q

+/ /(vt,x;@|€z—ﬁ|2> dx dt>.
0 Q

Proof. The first observation is v,, — @ € L?(0,T; W'2(€;R%)). Thus, using the
generalized Korn-Poincaré inequality (1.1.13), we obtain

/ / |Vn - ﬁ|2 dz dt

0 Q

SC(//]D)O(Vx(Vn—ﬁ)):Do(vx(vn—fl)) dz dt +/ /Qnm_ﬁ‘zdx dt>-
0JQ 0 0

Since V is the Young measure generated by {on, u,, D(Vzu,)}, we obtain our desired
inequality.

(1.3.15)

O]
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Sharp form of Jensen’s inequality

We already have Jensen’s inequality in Lemma 1.3.3, a sharp form of it is also
available. We state it in the following lemma.

Lemma 1.3.30. Suppose that E : R — [0,00] is an Ls.c. convex function satisfying:

o F is strictly convex on its domain of positivity, meaning for any y1,y2 € R™
such that 0 < E(y1) < 0o, E(y2) < 00, y1 # y2, we have

Y1+ Y2 1 1
F| === -F - F .
< 5 > < 5 (y1) + 5 (y2)

o Ify € ODom|E], then either E(y) = oo or E(y) =0, in other words,
E(y) = 0 whenever y € Dom[E] N 0Dom|[E].
Let v € P[RY be a (Borel) probability measure with finite first moment satisfying
E((v;y)) = (v; E(y)) < .
Then (1) either
v =10y, Y =(v;y) € Dom[E], E(Y) >0,
(ii) or
supp[v]| C {y € R™ ‘ E(y) = O} .

The proof of the above lemma is available at [57, Lemma 3.1].
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Chapter 2

Fluid models and generalized
solutions

2.1 Continuum fluid models

A fluid consists of a large number of molecules in motion without having a precise
shape at rest (unlike a solid). One way to describe it is to write down equations of
motion for each particle by considering their interactions (collisions, characterized by
the mean free path). This approach leads to the study of the kinetic theory of fluids
and statistical mechanics in general.

If the mean density of the fluid is not too small (i.e., if the characteristic lengths
of the problem are large compared to the mean free path of the particles), then
the fluid can be considered as a continuous medium. In this thesis, our goal is to
discuss a phenomenological theory of fluid dynamics based on observable macroscopic
quantities such as density, velocity, internal energy, and so on. These depend on the
spatial reference coordinate z € R?, and, since we are interested in fluids in motion,
on time t € R. We say that the description of the continuous medium is valid, if
there exists a non-negative function (¢,x) — o(t, z) such that the mass contained in
any finite volume w C R? at any time t can be expressed as follows

Mass in w at time t = / o(t,z) dz.

w

This function g is called the density of the fluid.

The motion of fluid particles is determined by the velocity field u(t,z) € R?. Let
w be the volume space occupied by the fluid at the initial time. The trajectory of the
set w is given by

X(t,w), t >0, where 0;X(t,z) = u(t,X(t,z)), X(0,z) =z, = € w.

The individual trajectories ¢ — X(¢,x) are called streamlines. We note that the
streamlines are well defined and bijective if the velocity u enjoys certain regularity,

25
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ie.,

for any interval I C (0,00), V,u € L>®(I; LS, (R RT*D)).

loc

Eulerian and Lagrangian description

Let w be the volume of space occupied by the fluid at the initial time. Given a
velocity field u that generates a family of streamlines X = X (¢, x) in the physical
space Q C R?, a quantity @ can be expressed in terms of the Eulerian variables as

Q=Qgp(tx),tel, xeX(tw),
or, in terms of the Lagrangian variables as
Q=QLt,Y), tel, Y €w,

where QL (t,Y) = Qp(t,X(t,Y)) or Qr(t, X 1(t,z)) = Qg(t,x) provided the stream-
lines are bijective. In particular, the time derivative in the Lagrangian setting is
equivalent to the material derivative in the Eulerian description:

atQL(t7 Y) = 8tQE(t7 X(t, x)) + u(t7 X(t, x)) ' V:UQE(ta X(tv x))

Although it seems that the Lagrangian description is simpler, the invertibility of the
mapping X is the main problem, since the regularity of V,v is not always available.
Therefore, in this thesis we stick to the Eulerian description of the fluid.

2.1.1 Balance laws

In the introduction we mentioned some systems of partial differential equations
describing fluid flows. The formulation of these equations follows from the fundamental
laws of physics in the form of balance laws. The time evolution of any macroscopic
quantity (D) is determined by its volume density d = d(t, z), flux F = F(¢,x) and
source term o = o(t,z). Given an arbitrary time interval [t1,ts] and an arbitrary
volume element w C 2, the corresponding balance law can be written as:

t=to to to
[/ d(t,x) da:} = —/ / F(t,z) -n dS, dt +/ /a(t,x) dz dt, (2.1.1)
w t=t1 t1 JOw tr Jw

where n is the outer normal vector to dw and S, is the surface measure on Ow.
The balance law (2.1.1) states that the total amount of quantity D in volume w
is proportional to the amount acting through the boundary dw and the amount
contributed by the source term. In the absence of the source term, the relation (2.1.1)
represents a conservation law. We note that the balance law written in this form
(2.1.1) requires very little regularity of variables:

1. the (local) integrability of the variables d, F and o,
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2. the existence of the normal trace of the field [d, f] in the time-space cylinder
(tl, tg) X Ww.

Note that for simplicity we assume that d and o are scalar-valued and the correspond-
ing flux is vector-valued. We can consider a more generalized form by considering a
vector-valued quantity d, a vector-valued source term o and a matrix-valued flux F.
Then the balance law is

t=to to to
{/ d(t, z) d:r} = —/ / F(t,z)-n dS, dt +/ /a(t, z)dxdt. (2.1.2)
w t=t1 t1 Jow tpr Jw

Assuming that all quantities written in equation (2.1.1) are smooth enough, we divide
the equation by (t2 — t1), and consider the limit t3 — ¢; to obtain

(Cilt/d(t,x) dx—i—/ F(t,z) -ndS; = / o(t,z) dz,
w Ow

w

for any ¢ € [t1,t2]. Then the Gauss-Green theorem yields

/ 0t ) + div, F(t, 2)] dz = / o(t,z) da.

w

Since w C 2 is arbitrary, we conclude that for any (¢,z) € (0,7") x Q the following
holds

Oid + div,F = 0. (2.1.3)

We call (2.1.3) as a strong or differential form of the balance law (2.1.1). Similarly,
the vector-valued version of a balance law is

atd + lexF =0.

Assuming that d and F are weakly differentiable, we derive the following from (2.1.1):

/: /Qd(t, x)Opp(t, ) do dt + /1:2 /QF Vad(t,z) dz dt
to
= _/t /fo(t>$)¢(t,x) dz dt,

where ¢ € CL((t1,t2) x ) and ¢ is called a test function. For a simpler consideration,
assume that €2 has a Lipschitz boundary. This version of the balance law is called
as the weak form of balance law. Similarly, we have a corresponding vector-valued
version. It reads as follows

/:/Qd(t, z) - 9i(t,z) dz dt +/:2/QF; Vao(t.z) dr dt

:_/:/Qo(t,x)-¢(t,x) dz dt,

(2.1.4)

(2.1.5)

where ¢ € CL((t1,t2) x Q;R?).
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Initial and boundary condition
As mentioned in the introdugtion, the physical problems are supplemented with
initial states, for d € C([0,T") x Q) we write
d(0,-) = do (2.1.6)
where dj is given. Unfortunately, when considering the weak form of the balance law,

the pointwise values are not clear. Therefore, we need to find a suitable explanation
for them. In this case, the following proposition helps us.

Proposition 2.1.1. Let Q C R? be a domain. We assume that d € L>=(0,T; L'(Q)),
Fc L'((0,7) x Q;R?Y) and s € L'((0,T) x Q) solves the weak form of balance law
(2.1.4). Then

de Cweak—(*)([()? T]v M(Q))

and

{t " /Qd(t, 2)(t, z) dx} € C[0,T] for any v € Cu(S).

Remark 2.1.2. Thus for any dy € L'(€), the initial data is satisfied in the following
sense

lim [ d(t,z)Y(z) do = / do(z)Y(z) dx.

t—0 Q Q

For dy € M(Q2) we can define in a similar way by substituting the duality bracket
(< , ’>M(Q)7CC(Q)) for the integral. Proposition 2.1.1 is related to the Lemma 1.2.3.

Suppose a boundary condition is given by the normal component of the flux F on
01} as

F-n:de,

where n is the outer normal vector to 0f). It is well defined for a smooth function F.
In weak formulation it can be included in the equation (2.1.4) as

/:/ d(t, z)0(t, x) da dt+/t1t2/]5‘.vx¢(t’$) de dt
/tQ/ Fpao(t, x)dS, dt+/t2/ (t,2)o(t, z) dz dt,

where ¢ € Ccl((tl,tg) X Q)
Finally, we summarize the above discussion and give the weak form of balance

(2.1.7)

law as

[ /Q d(t,z)é(t, z) dx]zgz /O ' /Q d(t,z)0p(t, ) dz dt
-{—/OT/QF-quS(t,x) dz dt —/OT /89 Foud(t, 2)dS, dt
—{—/OT/QJ(t,:E)gb(t,:E) dz dt,
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where ¢ € CL([0,T) x Q).

2.1.2 Balance laws in fluid dynamics

To obtain the basic equations in fluid dynamics, we first choose the basic principles
such as conservation of mass, conservation of momentum, and conservation of energy.
Then we find the interrelations between the unknown variables such as density,
velocity, momentum, temperature, internal energy, entropy, etc. Finally, depending
on the domain, the initial, boundary and far field conditions are included to complete
the formulation.

Conservation of mass

The distribution of mass is given by the mass densityo(¢, ). The conservation of
mass is expressed as

dro + divg(ou) =0, (2.1.8)

where u(t, z) is a vector field representing the velocity of the fluid. The equation is
also called equation of continuity or continuity equation. For a bounded domain, if
we include the impermeability boundary condition on 052, i.e.

u-n =0 on 09, (2.1.9)

the suitable weak form of the balance law is as follows:

t=1

-

/ / [00:¢ + ou - V0| dz dt = [/ o(t,x)p(t,-) du, (2.1.10)
0o Jo Q t=0

for any 7 € (0,7) and ¢ € C([0,T) x Q). The equation remains the same if we

consider € as a flat torus T¢ instead of a bounded domain. We note that (2.1.10)

also holds for ¢ € C1([0,T) x Q) if we assume (2.1.9). Thus, if we substitute ¢ = 1

in a bounded domain with impermeability condition or in a flat torus, we obtain the

total mass conservation

[/Q ot @) dx} Z; =0, (2.1.11)

for any 7 € (0,7). The situation is delicate for an unbounded domain or the full
domain R?. We have to impose certain limits of density and velocity as |z| — oo.
One can consider a condition like

o— pand u— 0 as |z] — oo,
or, |[o— o — 0 and u — 0 as || — oo, (2.1.12)

where ¢ > 0. The above condition is termed as a far field condition.
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In a physically relevant scenario, density should be considered as a positive
or non-negative function. It is clear from Proposition 2.1.1 that we need only
0 € L*>(0,T; LY(Q)) and ou € L'((0,T) x ) to make sense of (2.1.10). Unfortunately,
this is not enough to conclude the strict positivity of g, even if we assume gg > O.
For g9 > 0, DiPerna and Lions [42] show that the density is strictly positive if the
velocity u satisfies the following condition

HdikuHLl(O,T;L‘X’(Q)) < 00.
We rewrite the equation(2.1.8) in terms of density p and momentum m(= pu) as
B0 + divym = 0. (2.1.13)

The weak form of it can be considered accordingly.

Renormalized continuity equation

The hyperbolic system of conservation laws is not well posed in the class of weak
solutions, since it develops discontinuities(Shock). To identify physically admissible
solutions in addition to weak solutions, a set of inequalities (entropy inequality) must
be added. These solutions are called entropy solution, see [98, Chapter 2|.

For a transport equation such as the continuity equation, DiPerna and Lions
[42] adapt the concept of entropy solution, in the form of renormalized equation of
continuity. The renormalized equation of continuity is obtained by multiplying the
equation of continuity by a smooth function ¥'(g) with b € C1(0, c0), b is bounded in
[0,00) and b(0) =0, i.e.

9¢(b(0)) + divz(b(o)u) = (b(0) — ob'(0))div,u. (2.1.14)

A similar weak formulation is also possible by multiplication with appropriate test
functions. Moreover, if ¢ and u solves the equation of continuity in distributional
sense and, o € L?(0,T;L*(Q)) and u € L%(0,7; WH2(Q;R%)), then then satisfy
the renormalized equation of continuity in the sense of distribution, see Feireisl [50,
Section 4.1] for further generalizations.

Conservation of momentum
We include Newton’s second law to write the conservation of momentum as

O(ou) + divy(ou ® u) = div, T + of, (2.1.15)

where T is the Cauchy stress tensor and f is an external force.
We rewrite the above equation by considering the momentum m as

m & m
0

oym + div, < ) = div, T + of. (2.1.16)
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We note that it is reasonable to consider 1,0 m%m instead of %éim as the term is
not well defined for ¢ = 0. This term div, (1Q>0 m%“‘) or div, (ou ® u) is called the

convective term.
By Stokes law, we consider the Cauchy stress tensor as

T=S—ypl, (2.1.17)
where S is the viscous stress tensor and p is a scalar field called pressure.
Remark 2.1.3. Note that in the case of a perfect(inviscid) fluid, we consider S = 0.
We rewrite the equation (2.1.15) as
Ot(ou) + divy(ou ® u) + V,p = div,S + of.

A weak formulation of this equation is as follows

t=1
[ ettt aa]
Q i t=0 (2.1.18)
:/ / (ou-Op+ou®@u: Vyp+ pdivep —S: Vyp — of - ) dz dt,
0 Ja

for any 7 € (0,7) and any ¢ € C1([0,T] x Q;R?) .
In the context of a perfect fluid (S = 0) that satisfies the impermeability boundary
condition (2.1.9), the set of admissible test functions extends to

CH([0,T] x % R?) with ¢ -n =0 on 9. (2.1.19)

For a viscous fluid (S # 0) the weak formulation (2.1.18) is compatible with the
complete slip or Navier Slip boundary condition, i.e.

u-n=0and [S- nja, =0 on 99, (2.1.20)

where [S-njian = 0 on 9 means that the tangential component of the normal viscous
stress vanishes at the boundary.
Further we observe that the following weak formulation:

t=T1
|:/ Qu(tv ) : QO(t, ) d$:|
e =0 (2.1.21)
:/ / (ou-Op+ou@u:Vyp+ pdivep —S: Ve — of - ) dex dt,
0 Jo

for any 7 € (0,7) and any ¢ € CL([0,T] x Q; R%) corresponds to the no-slip boundary
condition, i.e.

u =0 on 09. (2.1.22)
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Conservation of energy

The first law of thermodynamics requires that total energy be conserved. The
total energy is a scalar function e = e(¢,z). Multiplying the momentum equation
by u, gives the expression for the kinetic energy ey;,. Since ey, = % olu|?, the time
evolution is obtained as

Oexin + divy (eginu) — div,(Su) = —S: Vyu + pdivyu + of - u.
Thus, the internal energy ey (= oe) should satisfy
Oeint + divg(eingu) + divyq = S: Vyu — pdiv,u,

where q is the diffusive internal energy flux and e is specific internal energy. In a
bounded domain, we assume that the system is thermally insulated. i.e.

q-n =0 on 0.
Together, we have the energy balance for the total energy e = ey, + eint as
dre + divz((e + p)u) + divy(q — Su) = of - u. (2.1.23)

Similarly, we obtain the weak form of the energy balance by multiplying the above
equation by test functions.

If f = 0, then in a bounded domain with suitable boundary conditions, we observe
the energy balance:

[/Q e(t,z) dx] - =0, (2.1.24)
for any 7 € (0,7).

Constitutive relation

We can clearly see that so far we have more unknowns compared to the number of
equations, so the system is not closed. The thermodynamic variables are interrelated
by various constitutive equations. Here we consider a few of them.

e Perfect gas equation of state: We introduce the absolute temperature ¥. The
equation of state is given by the Boyle-Mariotte law, i.e.

1
e =¥, ¢, = ——, where v > 1 is the adiabatic constant. (2.1.25)
v—1

The relation between pressure p and absolute temperature 1 is

p = o09.

As a simple consequence of it, we have

(v —1)oe = p.
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e Fourier’s law of heat conduction: Similarly, a simplest possible choice for heat
conduction is given by

q=—kVy0, (2.1.26)
where £ is the heat conductivity coefficient.

e Viscous stress: In general, the viscous stress is a function of the velocity gradient
Vu and the temperature . It is given by the Newton’s rheological law as

u Tu
S(V,u) = u(9) (Vm;vx - ;(divxu)l> +AW) (diveu)l, (2.1.27)

where p and A are positive and termed as the shear and bulk viscosity coeflicients,
respectively.

Entropy balance

Invoking the second law of thermodynamics we introduce the entropy s = s(t, ).
For the Boyle-Mariotte equation of state, the entropy with respect to the standard
variables has the form

s(0,9) = log(¥) — log(o).

For smooth solutions, the entropy equations (2.4.4) can be derived directly from the
existing field equations. It is as follows
1 -Vt
O¢(0s) + divz(psu) + divxg =—(S:Vzu— 94" Vel (2.1.28)
¥ 0 ¥
Note that Fourier’s law and the structural assumption about the viscous stress tensor
S help us to conclude that the right hand side of the above equation is non-negative,
which is necessary for any physically relevant process.
Furthermore, we note that the state variables satisfy the Gibbs relation:

1
UDs(0,9) = De(o, V) + p(o,9)D (Q> :
Remark 2.1.4. In a more general setup, one can choose any equation of state
compatible with the Gibbs relation instead of the Boyle-Mariotte equation of state.

Remark 2.1.5. In the class of smooth solutions, the energy balance, the internal
energy balance and the entropy balance are same.

Summarizing the above discussion we get the system
9o + divg(ou) =0,
O(ou) + divg(ou ® u) = div, T + of,

O(0s) + divg(osu) + divx% = 119<S :Veu — LN Zﬂg)

The above system is called the Navier—Stokes—Fourier system with the Boyle-Mariotte
equation of state, where S and q follow (2.1.27) and (2.1.26) respectively.

(2.1.29)
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2.1.3 Perfect fluid: Euler system
In the context of the perfect fluid, we have q = 0 and S = 0. Then the total

energy balance is

Oe + div, <(e —i—p)r::) =f -m.

Moreover, we obtain the entropy equation in the following form:
O¢(0s) + divy(sm) = 0. (2.1.30)
So we rewrite the system as

Oro + divy(m) = 0,
8,(ou) + div, (1{g>0}m@;m> + Vap = of, (2.1.31)
O¢(os) + divy(sm) = 0.

Considering an appropriate equation of state, we call this system as complete Euler
system.

The absence of the viscous term in the energy balance means that there is no a
priort estimate for the velocity gradient. A weak formulation of the system is based

on the energy inequality
t=1
[/ e(t) dx] <0,
Q t=0

for 7 € (0,T). Also, in the weak formulation we can relax the entropy balance and
provide the entropy inequality, i.e.

O(0s) + divy(sm) > 0 (2.1.32)

We introduce the total entropy S by S = gs and reformulate (2.1.32) as

0¢S + div, <1{Q>O}Sr;l> > 0.

We recall that the total energy e of the fluid

2
consists of the kinetic energy %% and the internal energy ge. If we consider m = pu,

then we find that the map (g, u) — 1p|ul? is not convex, although it is continuous
1|mf?

for 0 > 0. On the other hand, we have the observation that the map (o, m) — 3
is convex for o > 0. So, in the context of the energy inequality, it is better to think
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of the kinetic energy in terms of ¢, m so that we can use the properties of a convex
function if needed.

The total entropy S helps us to rewrite the pressure p and the specific internal
energy e in terms of p and S as

S 1 _ S
pzp(Q,S)ZQWeXp<>,e=€(g,5)= o’ 1eXp< )
Cv0 v—1

S

P is a strictly

The advantage of the above way of writing is that (g, .5) — 07 exp (

convex function for g > 0, see Breit et al. |16, Lemma 3.1]. This leads to a possible
energy extension in R2

2 .
1l 4 g7 exp (f;) if 0 >0,
0, if o=m=0, <0,

00, otherwise

(0,m, S) = e(0,m, ) = (2.1.33)

We conclude that the map (g, m, S) — e(o,m,.S) is a convex l.s.c. function and it is
strictly convex in the domain of positivity, that is, at the points, where it is finite
and positive.

Perfect fluid following barotropic pressure

Our next consideration is the Euler system with barotropic pressure, i.e. the
pressure depends only on the density. Here we consider the pressure

p(o) =ao’, v>1,a>0,

where 7 is called the adiabatic constant.
In this case, we observe that the internal energy satisfies

Oeint + divy(eingu) = —p(g)div,u,

We define a pressure potential (P) as
22

P(p) = Q/lgp(z) dz. (2.1.34)

The pressure p and the pressure potential P satisfy the relation

oP'(0) — P(eo) = p(o)-
Thus, if we substitute P for b in the renormalized continuity equation (2.1.14), we get

0P () + divy(P(p)u) = —p(p)div,u.
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Therefore, the total energy e of the fluid is given by

_ 1|mp?

=3, "L

(&

This shows that the internal energy in the case of a barotropic fluid is represented by
the pressure potential.

Remark 2.1.6. If v > 1, we can consider a pressure potential as

2.1.4 Viscous fluid: Compressible Navier—Stokes system

We have discussed the Navier-Stokes-Fourier system (2.1.29) describing a heat
conductive viscous fluid. Now we assume the barotropic pressure law, i.e. p = p(p),
and then refer to the system as the Navier-Stokes system. Here S(V,u) is Newtonian
stress tensor defined by

T
S(Vau) = u(W - (11(divxu)l[> + A(divou),

where 1 > 0 and A > 0 are constant. We define the pressure potential in a similar
way as in (2.1.34). We consider a bounded domain 2 with Lipschitz boundary and

impermeability boundary condition (2.1.9). Then we integrate the energy equation
in space and get

d

— [ E(t) dz +/ S(Vzu): Vyu de = / of -udz,
dt Jo Q 0

with the total energy

B0 = [ (GomP+r@) 0 ar

If we assume f = 0, we find that in this case the total energy is a non-increasing
function of t. Once V,u # 0, the total energy is not conserved. In the context of
this simplified model, the resulting temperature changes and their influence on fluid
motion are not considered, so that an exact energy balance is not possible. Instead,
we will focus on the energy inequality for weak solutions.

Pressure Laws

In this thesis we are concerned with various barotropic pressure laws. In the
introduction we mention some of them.
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Isentropic equation of state: The pressure p and the density o of the fluid are
interrelated by :

p(0) = ao”, with y > 1, a > 0. (2.1.35)

In a perturbation of the above setting, the pressure p and the density o of the fluid
are related by :

p(0) = ao” + q(p), with v > 1, a > 0 and ¢q € C[0, c0). (2.1.36)

Instead of considering ap”, we can consider a more general barotropic equation of
state
p=p(0),p € C'[0,00), p(0) =0, p’ >0, in (0,00),
(o) (2.1.37)

and liminf —= > 0 with v > 1,
e )

and its non-monotone counterpart as

p(0) = h(o) + q(o), with, ¢ € C|0,00) such that p >0

h
h € CY[0,00), h(0) =0, K’ >0, in (0,00), and liminf@ > (0 with v > 1.

o—00 0
(2.1.38)

In both (2.1.36) and (2.1.38) cases, we focus on two possibilities of g :
e g€ 0%0,00) i.e. qis globally Lipschitz,

e g€ Cl0,00), i.e. qis compactly supported.

Singular pressure law: Finally, we consider a singular pressure law, where the
pressure p and the density g of the fluid are interrelated by a hard-sphere equation of
state in the interval [0, 9):

p € C'0,2), p(0) = 0,p" > 0 on (0,2), lim p(e) = +oc. (2.1.39)

0—2

This is also known as hard-sphere pressure law. The pressure law (2.1.39) is motivated
by two famous models for viscous fluids, namely Van Der Waal’s equation of state
and hard-sphere law, modeled by Carnahan-Sterling. Van Der Waal’s equation is
given by

p(o)

o-o

where p is an arbitrary polynomial and p, C' are positive constants. In general, it
describes a non-monotone pressure-density relation. The Carnahan-Sterling model
reflects the hard-sphere model and is given by

p(o) =C

_ . Do)
p(o) = 07@ o
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with a polynomial p and positive constants g, C' . We therefore consider the non-
monotone counterpart of (2.1.39) as

p € C'0,0), p(e) = h(o) + q(o), h(0) =0,

B> 00n (0,0), lim h(g) = +o0, ¢ € C2(0,2).
o—0

(2.1.40)

Pressure Potential

In general we define pressure potential (P) as

Plo) = Q/Q P) g, (2.1.41)

1 22
As a trivial consequence of above we obtain

oP'(0) — P(0) = p(o) and oP" (0) = p'(0) for o > 0, (2.1.42)

Remark 2.1.7. We notice that instead of lower integral limit 1, we can consider any
constant b > 0. In the context of hard-sphere pressure law (2.1.39) and (2.1.40) we
choose £ instead of 1.

Remark 2.1.8. If p(p) = ap”, with v > 1, a > 0 we consider P(p) = %Q’Y. If
v =1, a > 0, we consider pressure potential as P(p) = apln o.

2.2 Compressible Navier—Stokes system

We recall the compressible Navier—Stokes equation in the time-space cylinder
(0,T) x &

0o + divz(ou) =0, (2.2.1)

O¢(ou) + divgy(ou ® u) + Vup(o) = divyS(Vu) + of. (2.2.2)

Here S(Vzu) is Newtonian stress tensor defined by

v Viau 1
S(V,u) = N(““;”C“ - d(divxu)ﬂ> + Adiv,u)L, (2.2.3)
where > 0 and A > 0 are the shear and bulk viscosity coefficients, respectively,
and of is a source term. Also the pressure p satisfies one of the following relations
(2.1.35)-(2.1.40).

Boundary, far field and initial conditions

Boundary conditions: If €2 is a bounded domain then we invoke different
boundary conditions:
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e Periodic boundary condition:

Q=T% (2.2.4)
e No-slip boundary condition:
u =0 on 0N. (2.2.5)
e Navier slip boundary condition:
u-n=0and [S-n]u, =0 on 09, (2.2.6)

where n is the outer normal vector on 9.

Far field condition: For an unbounded domain, we introduce the far field condition
as,

0 — 0o, U— Us as x € Q and |z| — o0, (2.2.7)

with 0ss > 0, and us € RY.
Initial conditions: We supplement an initial data (gg, (ou)g) as

0(0,-) = 00, (0u)(0,-) = (ou)o. (2.2.8)

2.2.1 Strong solution

For the sake of simplicity we consider a bounded domain 2 with no slip boundary
condition (2.2.5) and pressure law (2.1.35)-(2.1.38). We prescribe the initial state

0(0,-) = 00, ou(0,-) = (ou)o, (2.2.9)

with gg, (ou)g are as smooth as needed and gy > 0 to avoid the degenerate vacuum
regime. Then the compressible Navier—Stokes system((2.2.1)-(2.2.3)) is locally well
posed in the Sobolev space W*2(Q) for large k, see e.g. Kazhikov and Shelukhin
[90], Valli and Zajaczkowski [118], and Matsumara and Nishida[100]. We state the
following theorem that ensures the local existence in a bounded domain € of class
C?* for o > 0, with no-slip boundary condition:

Theorem 2.2.1. Let p € C*°(0,00),p(0) >0 for 0 >0, u >0, n >0, and

d
00 >0, go € Wk’Q(Q),uo = M € W(f’z(Q) for k> [2] + 1.

00

Moreover, the initial data satisfies the compatibility condition:

ug = 0 on 09,

2.2.10
Vap(00) = u( ( )

w - d(dz‘vxuo)]l> + A(divguo)L on O
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Then there exists a positive T > 0 such that the problem (2.2.1)-(2.2.3) admits a
strong solution (o,u) in (0,T) x Q, unique in the class

0 € C([0, T WH()), d,0 € C([0, T]; WF12(Q)),

uc C([O,T]’ W(;CQ(Q;RCZ))’ du e C([O, T], Wk_2’2(Q))_ (2211)

Remark 2.2.2. For a bounded domain, we use the Sobolev embedding theorem
(1.1.1) to conclude

Wh2(Q) — C(Q), for k > [g] + 1.

The assumption in the Theorem 2.2.1 ensures that (o, u) is continuous. If we consider
large k, then we obtain more regular solution.

The Navier—Stokes system admits global-in-time solutions provided the initial
data close enough to an equilibrium state. Here we state a result that was shown by
Matsumara and Nishida [100] (cf. also Valli and Zajaczkowski|[118])

Theorem 2.2.3. Let p € C*°(0,00),p'(0) >0 for 0 >0, u >0, n > 0. Let a positive
constant p > 0 be given. Then there exists € > 0 such that for any initial data

00 € WH2(Q), wy € WE(Q), /Q(go — %) dr =0,

oo — ollws.2(0) + [[wollws2rey <€

with the compatibility condition (2.2.10), the Navier—Stokes system admits a unique
strong solution [p,u] defined on the time interval (0.00),

0 € C([0,T); W?2()), dro € C([0,T]; W>?(1)),
u e C([0,T]; W (0 RY), dyu € C([0, T); WHA(Q)).

such that
o(t,") = o in W>2(Q), u(t,-) = 0 in W2 R?) as t — oo.

Remark 2.2.4. We note that in the introduction we also give the term classical
solution. Although various literature points out the subtle difference between classical
and strong solution. In this thesis, when we speak of classical solution or strong
solution, we imply that these solutions are regular enough and solve the system in a
pointwise sense.

2.2.2 Weak solution

Here we discuss the weak solutions of the compressible Navier—Stokes system.
In general, weak solutions satisfy the equations in terms of distributions. A single
equation in the weak formulation is replaced by a family of integral identities satisfied
for all sufficiently smooth test functions.
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Isentropic type pressure laws

The isentropic equation of state is given in (2.1.35). A general pressure law of
isentropic type and its non-monotone variants are described in (2.1.36)—(2.1.38).

Bounded domain: We give the definition of a dissipative weak solution of the
system in a bounded domain (). First, we consider a no slip boundary condition
(2.2.5).

We call an initial data (go, (ou)o) as finite energy initial data, if it satisfies the
following conditions

0 < gpin €, and E():/

u 2
[ <|(Q )ol +P(g0)) da < oo (2.2.12)

90

Definition 2.2.5. We say that (o, u) is a dissipative weak solution in (0,T") x €2 to
the system of equations (2.2.1)-(2.2.3), with the no-slip condition (2.2.5), the finite
energy initial data (2.2.12), and the source term f € L>°((0,T") x Q) if the following
is satisfied:

e Regularity class: 0 < o € O ([0,T]; L7(Q)), u € L?(0,T; W&’Q(Q;Rd)),
2
ou € Cyy([0,T); L3471 (4 RY), plo) € L=(0,T; L' (12)).

e Renormalized equation of continuity: For any 7 € (0,7") and any
o € CH[0,T] x ), it holds

t=1

[ (o4 e aa] )

— /OT /Q[(Q + b(@))atSO + (Q + b(g))u Vo + (b(g) . Qb'(g))divxu 90] dz dt
(2.2.13)

where b € C1[0,0) and there exists a r, > 0 such that b'(x) = 0, for all x > .

e Momentum equation: For any 7 € (0,7) and any ¢ € CL([0,T] x Q;R9), it
holds

e s

= / / [ou- Owp + ou@u: Vi + plo)divep — S(Vau) @ Ve — of - pldadt.
0 Jo
(2.2.14)

e Energy inequality: The total energy FE is defined as

Br) = [ (el + P(@) () ds
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for 7 € [0,T). It satisfies

E(T)+/ /S(qu) 1 Veyude dt §E0+/ /Qu-fdx dt (2.2.15)
0 JQ 0 JQ

for a.e. 7> 0.

Remark 2.2.6. A similar definition is possible for the periodic boundary condi-
tion(2.2.4). Here we have to consider u € L?(0,T; W2(T9)). The other state
variables belong to the same regularity class and the identities and inequalities
(2.2.13)-(2.2.15) remain the same. We also refer dissipative weak solution as finite
energy weak solution.

Remark 2.2.7. The energy inequality can be rewritten using the following observa-
tion:

S(Vzu): Vou = uDo(Veu): Do(Veu) 4 Adivul?

If we consider the Navier slip boundary condition (2.1.20) to the system, the
definition is slightly modified.

Definition 2.2.8. We say (p,u) is a dissipative weak solution of the system (2.2.1)-
(2.2.3) with finite energy initial data (2.2.12) and boundary condition (2.2.6) if we
have

u e L20,T; WH2(; RY)) with u-n = 0 on 9.

The other variables g, ou and P(p) belong to the same regularity class as in the
Definition 2.2.5. The renormalized continuity equation (2.2.13) and the energy
inequality (2.2.15) remain same. For the momentum equation, the integral identity

[ eutr) et dx]z:;

= / / [ou- O+ ou@u: Vi + po)divep — S(Veu) @ Ve — of - u]de dt.
0 JQ
(2.2.16)

holds for any 7 € (0,T) and any ¢ € C*([0,T] x Q; R?) with ¢ - n = 0 on 9.

Definition in unbounded domain: Here we give the definition in the domain
RY. First, we need to include the far field condition(2.2.7) suitably. For a simpler
consideration we choose f = 0. We choose (g, 0) as a static solution of the system
with p constant. The we perform the following modification of the system:

e Initial data: It satisfies g9 > 0, g € L%OC(Rd) and

u 2
Bo= [ (310 4 () - (0 - 9P - Pl@)) do < oo (2207)
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e Regularity class: ¢ — o € Cy,([0,T]; L? + L"(R%)), u € L*(0,T; Dé’g(Rd;Rd)),
2
ou € Cy([0, T); L + L7+ (R4 RY)).

e The renormalized continuity equation holds for the class of test functions is
CH([0,T] x R%). The momentum equation remains true for text functions in
CH([0,T] x R R%),

e The far field conditions are incorporated through the energy inequality. The total
energy E is defined in [0,T) as

B0) = [ (5ol + (PO~ 0= DP(@) - P@ ) (r) do. (2215)
It satisfies
E(T)+ /OT /Rd S(Vzu) : Vyu dz dt < Ej (2.2.19)

for a.e. 7> 0.

Here we notice a different form of total energy(2.2.18) in energy inequality(2.2.19).
We now attempt to provide an informal justification for such a consideration.

To reduce the complexity, we assume a monotone pressure law (2.1.35) or (2.1.37)
with pressure potential P. For R > 0, we consider B(0, R) C R%. We also assume the
system is provided by no-slip boundary condition, i.e., ugp = 0 on dB(0, R) where
(or,ur) denotes a weak solution following Definition 2.2.5 in B(0, R) with initial

data (oo,r, (0u)o,r = (15(0,r)00; 1 B(0,r)(01)0))-
The energy inequality in B(0, R) is given by

Egr(1) +/ / S(Vzug) : Veug dz dt < Eor
o JB(O,R)
for a.e. 7 > 0 with
1
Ear) = [ (Genhunl? + Ple)) (r.)
B(0,R)
In B(0, R), the conservation of mass yields
| ter-aP@r) k= [ (on-0P(e) do
B(0,R) B(0,R)
Hence, we rewrite the energy inequality as
ER(T)—/ ((or —0)P'(p) — P(0))(,-) dz +/ / S(Vgug) : Vyupg dz dt
B(0,R) 0 JB(0,R)

< Eon - / (ero — D)P'(@) — P(2))(r, ") du.
B(0,R)
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This motivates us to consider

Ea(r) = [ (Gontual + (Plor) ~(on ~ )P (@) = Plo) )7 ) e

Considering the following extension of (og,ur) in R? as
in B(0, R in B(0, R
@R: OR 1N (.7 ) and ilR: Uupr 1 ( ’ )
o otherwise 0 otherwise

we obtain
IR . . Ny _
[ (Sabinl? + (Per) ~ (2~ 9P (@)~ P(@) ) (5,9
+/ S(melR) : folR dx dt S EO.
0 R4

Passing limit R — oo, we expect the total energy (2.2.18) in R

Remark 2.2.9. Let f be a time independent function and of the form f = V,G with
G a real valued function on R?. Then a static solution (,0) of the system satisfies

Even if for a simple GG, p may not be constant. In this case we consider a far field
condition as

0— 0, u—0 as |z|] = occ. (2.2.20)

Remark 2.2.10. For a general unbounded domain with boundary (like, exterior
domain, R?\ B(0, 1)), we need to implement the far field condition and the boundary
condition accordingly.

The existence of the weak solution for the compressible system Navier—Stokes has
been studied in the last decades.

e In d = 1, the existence of a global in time weak solution was proved by Antontsev
et al. [5].

e Ind=2 with vy > % and d = 3 with v > %, P. L. Lions [96] proved the same.
e Feireisl in [50], improved the result for d = 2 with v > 1 and for d = 3 with v > 3.

e For d = 2, there is a certain improvement by Vaigant and Kazhikhov [119], the
existence is valid for v > 1.

The above results mostly consider a bounded domain 2 with no-slip boundary
condition. We state a theorem on the existence of a weak solution.
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Theorem 2.2.11. Let Q@ C R%, d > 2 be a bounded domain with Lipschitz boundary
and the initial data (0o, (ou)o) satisfies (2.2.12). If the pressure law is given by
(2.1.35) or (2.1.37) with v > &, then there exists a weak solution in (0,T) x Q for the
Navier-Stokes system (2.2.1)-(2.2.3) with no-slip boundary condition (2.2.5) following
the Definition 2.2.5.

There are a number of results related to various boundary conditions and general
non-monotone pressure laws. Here we list some of them.

e Global in time weak solution exists for a periodic boundary condition, i.e. Q = T¢.
We also have a similar result for a bounded domain with the Navier slip boundary
condition(2.2.6), see Novotny and Straskraba [105, Section 7.12].

e For an exterior domain, there is an existence result proved by Novotny and Pokorny
[104].

e For a compactly supported perturbation of the pressure law (2.1.36), Feireisl [49]
showed existence.

e Recently, Bresch and Jabin [19] proved the existence for a more general non-
monotone pressure law.

Hard-sphere pressure law

We consider the system (2.2.1)-(2.2.3) in the domain T¢, i.e. the state variables
are endowed with periodic boundary conditions with the pressure law (2.1.39) or
(2.1.40). A suitable modification of the Definition 2.2.5 is required.

First, we notice that the pressure laws (2.1.39) and (2.1.40) have the property

lim p(o) = +o0.
0—0

Accordingly, we modify the hypothesis on the initial data as

0(0,-) = 0o(-) with 0 < gp < g in TY, / P(po) dz < o0,
Td

) (2.2.21)
ou(0,-) = (pu)g, and / M < 00,
Td Qo
where P is given by,
)
P(o) = g/ pij) dz. (2.2.22)
g

Similarly, we can define H and Q. We now give the definition of a weak solution for
such pressure laws in the periodic domain T¢:

Definition 2.2.12. We say that (p,u) is a dissipative weak solution in (0,7") x T¢
to the system of equations ((2.2.1)-(2.2.3)), with the periodic boundary conditions
(2.2.4), supplemented with initial data (2.2.21) if:
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e Regularity class: For a.e. (t,2) € (0,7) x T we have 0 < o(t,7) < p. It holds
that

0 € Cy([0,TT; LY(T%)) for any v > 1, p(o) € L'((0,T) x T%),

2.2.23
u e LX(0,T; WhH(T% RY)), ou € Cy([0,T]; L*(T% RY)). ( )

e Continuity equation: For any 7 € (0,7") and any test function
@ € C>([0,T] x T9), it holds

/OT /W[Qa“"+ ou: Vap] dv dt = /T Lo(m el ) = /T L 20p(0,) da. (2:2.24)

¢ Renormalized continuity equation: The continuity equation also holds in the
sense of renormalized solutions:

[ oteneas]
e = (2.2.25)
_ /0 /T [@)0p + behu- Vap + 0(0) — ¥ ()divsu ] do

where ¢ € C1([0,T] x T) for any b € C'[0, p) satisfying

[b(s)[* + |6/ (5)]* < C(1 + h(s)) for some constant C' and any s € [0,2). (2.2.26)

e Momentum equation: For any 7 € (0,7) and any test function
@ € C1(0,T;C?*(T% R%)), it holds

/ /d[gu - Oup + (ou®@u : Vyp + p(o)divee — S(Vau) - V] do dt
o JT

(2.2.27)
:/ ou(r,-) - p(7,-) do —/ ooup - (0, ) dz.
Td Td
e Energy inequality: For a.e. 7 € (0,7), the following inequality holds
1 T
/ [2Q|u’2 + P(Q)} (7,-) dw +/ / S(Vzu) : Vyu da de
B 0 (2.2.28)

1
S/ {2901u0|2+P(90)} dz,
'ﬂ*d

Concerning to the existence of a dissipate weak solution we have the following
remark.
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Remark 2.2.13.

e By applying the argument in Feireisl and Zhang [78] with the refined argument of
Feireisl, Lu and Mélek [63], it can be shown that, under the following assumption
on the pressure near the singular point

lim h(o)(2 — 0)” > 0, for some § > é, (2.2.29)
0o 2

there exists a global in time weak solution following the Definition 2.2.12.

e Condition (2.2.26) on b ensures that b(p), V' (o) € L*((0,T) x T%).

e The pressure potential P defined by (2.2.22) is bounded below, i.e., there exists
C > 0 such that P(p) +C > 0 for all p € [0, p) .

2.3 Compressible Euler system

As we mentioned earlier, the Euler system describes the inviscid fluid. Let T' > 0
and Q C RY, d = 2,3 be the domain. We consider the compressible Euler equation
in time-space cylinder Qpr = (0,7T") x € describing the time evolution of the mass
density o0 = o(t, ) and the momentum field m = m(¢, z)

0o + divym = 0, (2.3.1)

dym + div, (Imjm> + Vap(o) = of. (2.3.2)

e Pressure law: The pressure p and the density ¢ of the fluid are interrelated by
the standard isentropic law

p(o) = a0, a>0, v>1 (2.3.3)

e Boundary condition: For a bounded domain we consider impermeability condi-
tion on the boundary, i.e.

m-n = 0 on 91, n is the outer normal vector on the boundary . (2.3.4)

e Far field condition: For an unbounded or exterior domain we prescribe the far
field condition as,

lo— 2| — 0, m — 0 as |z| — oo, (2.3.5)

with o satisfies
For the sake of simplicity, we restrict ourselves only to the case where f is a time
independent function. In this case, we have p is time independent too.

e Initial data: We supplement the initial data as

0(0,-) = 0o, m(0,-) = my. (2.3.6)
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2.3.1 Weak solution

The strong or classical solution for Euler system exists only in local in time.
First we provide the definition for bounded domain €2 with impermeability boundary
condition(2.3.4).

Definition 2.3.1. Let f € L>°((0,T) x Q). A pair (9, m) is called a weak solution
of the Euler system with initial data (gg, mg) satisfying

00 > 0 a.e. in © and /

Q

<‘mo‘2+P( > d 2.3.7
2 00) T < 00 (2.3.7)

if the following is true.

e Measurability: The variables o = o(t,z), m = m(¢,z) are measurable function
in (0,7) xR o>0,

e Continuity equation: The integral identity
T
/ / [g&tgb—i— m - Vx(b] dx dt = —/ 000(0,-) dx (2.3.8)
0 Q Q

holds for any ¢ € CL([0,T) x Q).

e Momentum equation: The integral identity

/ / [m 8t<p+1{9>0}

- - mg - (p(o ) d{]}‘7
Rd

holds for any ¢ € CL([0,T) x Q;RY) with ¢ - n|gq = 0.

: Ve + p(o)divyp — of - <p] dz dt
(2.3.9)

A weak solution is called admissible weak solution if the energy inequality holds,
ie., forae 0<7<T,

/@’?P“’( >>< ) dwé/ﬁ(i“ﬁf%@@) dos [ [ motan

(2.3.10)

Remark 2.3.2. Different forms of the energy inequality are available in literature,
for instance

/ / (1\“1\2 + P(o )) O du dt < _/Q <; !n;ZQ N P(go)> 6(0) dz, (2.3.11)

for any test function ¢ € CL[0,T), ¢ > 0.

For this inequality (2.3.11), we assume f = 0 in (2.3.2). This form of the energy
inequality (2.3.11) provides more information about the distributional time derivative
of the total energy. Although the former form of energy inequality is more general
and allows a larger class for its solution.

Remark 2.3.3. Similar definition can be provided for domain R? equipped with a
far field condition.
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2.4 Complete Euler system

Recall, the complete Euler system describes the time evolution of the density
0 = o(t,z), the momentum m = m(¢, z) and the energy e = e(t¢, x) of a compressible
inviscid fluid in the time-space cylinder Q7 = (0,7) x R%:

0o + div,m = 0, (2.4.1)
oym + div, <Wn> + Vap =0, (2.4.2)

o

) m
Ore + div, [(e + p)g] =0. (2.4.3)
The total energy e of the fluid
mp
€= 2 o 0¢,
1|m[?

consists of the kinetic energy e, (= 3 ) and the internal energy e;,.(= ge). Here,
p is the pressure related to g, e through Boyle-Mariotte equation of state (2.1.25).
Also introducing entropy(s) as

s(0, V) = log(d*) —log(o),
where 1 is absolute temperature, we have the entropy equation:
O¢(0s) + div,(sm) = 0. (2.4.4)

Now with the introduction of the total entropy S by S = ps, we rephrase (2.4.4) as

;S + div, (S?) =0. (2.4.5)

The total entropy helps us to rewrite the pressure p and e in terms of p and S as

S 1 _ S
pzp(Q,S)Zg”eXp<>,6=6(975)=@'y leXp< )
Cy0 Y 1 Cy0

and, (0,S5) — 07 exp <CSQ) is a strictly convex function in the domain of positivity,

meaning at points, where it is finite and positive. In the context of weak solution we
allow an inequality instead of (2.4.5) as

8,8 + div, (5‘5) > 0.

Let us complete the formulation of the complete Euler system by imposing the
initial and far field conditions:
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e Initial data: The initial state of the fluid is given through the conditions

0(0,-) = 0o, m(0,-) = mg, 5(0,-) = Sp. (2.4.6)

e Far field condition: We introduce the far field condition as,
0 — 0o, M — My, S — Sy as |z| — oo, (2.4.7)
with 0se > 0, ms € R? and S, € R.
Let us fix some notations for this case:

o Let (000, Moo, Soo) € R x RY x R such that oo, > 0. We define the relative energy
with respect t0 (900, Moo, S0 )as,

e(@a m, S|Q007 meo, Soo) = eint(Q7 S|Q<>Oa Soo) + ekin(Qa m|zQ007 moo)v

with
8eint
eint(Qa S‘Qom Soo) = eint(@y S) - do (Qoo; Soo)(@ - Qoo)
86in
— 56 (050 550)(S = So0) — €int (050, Soc)
and
8ekin
ekin (0 M| 000, Moo ) =€kin (0, M) — 90 (000> Mog) (0 — 0c0)
a in
- aell;l (Qoo’ moo) : (1’1’1 - moo) - ekin(Qom moo)

Introducing the velocity fields u, us, as m = gu and my, = PsoUso, respectively
we observe

1
€1in (0, 1050, t1oc) = 5 0l11 = 1 .

e In a more precise notation we write

e(Q) m’S|QOO)mOO)SOO)
= e(@u m, S) - 8e(gooam007 SOO) : [(Qa m, S) - (Qoo;moowgoo)]
_e(QommomSoo)-

We assume an initial data (gg, mg, Sy) satisfies

0 < 0o in R? and / e(00, Mg, So|0c0, Moo, Soo) dz < 00. (2.4.8)
R4
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2.4.1 Weak solution
The definition of the weak solutions is as follows:

Definition 2.4.1. Let (000, Moo, Soo) € R x R? x R such that g, > 0. The triplet
(0,m,S) is called an admissible weak solution of the complete Euler system with an
initial data (go, mg, Sp) which follows (2.4.8), if the following is true:

e Measurability: The variables ¢ = o(t,z), m = m(t,z) S = S(¢,x) are measur-
able function in (0,7) x R? and ¢ > 0 for a.e. (0,T) x R%.

e Continuity equation: The integral identity
T
/ / [Qat¢+ m - V;Eqﬂ dr dt = —/ 000(0, ) dx (2.4.9)
0 R4 R4

holds for any ¢ € C1([0,T) x R9).

¢ Momentum equation: The integral identity

4

T mQ®m .
/ /d [m - 0P + 1 p>0 Ve + 1g,5010(0 S)dlvaccp] dx dt
o Jr (2.4.10)

=— [ mg-p(0.) dz
R4

holds for any ¢ € C}([0,T) x R% R%).

e Energy inequality: The satisfaction of the far field conditions is enforced through
the energy inequality in the following form :

/ e(Qv m75|9007m007500) (7—7 ) dz < / 6(907m07SO|Q007mOOaSOO) dlL‘,
R

R4
(2.4.11)
for a.e. 7€ (0,7).
¢ Entropy inequality: The integral inequality
T S
0 JRrd

holds for any ¢ € C}((0,7) x RY) with ¢ > 0.
Remark 2.4.2. A definition for bounded domain is similar.

We refer the following articles and monographs for the local in time strong
solutions for bounded as well as unbounded domains [97], [110] and [12]. For Euler
system a finite time blow-up for strong solutions has been observed by Smoller[111].
We already mention in the introduction that there are several results indicating the
ill-posedness of weak solutions for Euler system for a large class of data, see [33], [35],
[61], [36].
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2.5 Measure-valued solutions

There are several numerical schemes for solving compressible fluid models. Un-
fortunately, it is difficult to establish that a given numerical scheme converges to a
weak solution for the general case. In the context of the isentropic Navier-Stokes
system, the convergence of some schemes has a restriction to the adiabatic exponent
~. For physically relevant adiabatic exponents, 1 < v < %, both the existence of
weak solutions and the convergence of numerical schemes in space dimension three
have not yet been proved. There are some results of Karper [88], Feireisl, Karper and
Pokorny [60], for large adiabatic exponents.

The concept of measure-valued solutions was introduced by DiPerna [41] in
the context of hyparbolic conservation laws. For incompressible fluids, there is a
similar consideration by DiPerna and Majda [43], in particular, focusing on the
incompressible Euler system and other related models for inviscid fluids. For the
viscous counterpart, measure-valued solutions are given by Malek et al. [98], Neustupa
[102]| etc. Unfortunately, the generalized weak-strong uniqueness property is missing
in the class of solutions considered by DiPerna and Majda in [43].

Recently, the concept of measure-valued solution is revisited by Fjordholm et
al. [80], [81], [79] through certain numerical experiments with oscillatory solutions.
On the other hand, more appropriate definition of measure-valued solutions is given
by Gwiazda et al. [86] for the barotropic Euler system, Feireisl et al. [56] for the
Navier—Stokes system, Brezina and Feireisl [20] for the complete Euler system, Bfezina,
Feireisl and Novotny [27] for the Navier-Stokes-Fourier system. These measure-valued
solutions satisfy the desired weak-strong uniqueness property.

In addition, there are several results on identifying the limit of numerical schemes
as a measure-valued solution. For the Navier—Stokes system, there are results for
the physically admissible adiabatic exponent, see Feireisl and Lukacova-Medvidova
[65] and Feireisl et al. [68]. In the context of Euler, there are results by Feireisl,
Lukacova-Medvidova and Mizerova [69], [70]. Furthermore, the availability of the
generalized weak-strong uniqueness principle ensures a strong convergence of the
numerical solutions to the strong (classical) solution in the lifespan of the strong
solution.

2.5.1 A general approach

Let Q (C RY) be a bounded domain . For each n € N, we consider a map
w,: R? — R?. Taking motivation from (2.1.4), we consider an approximation of a
general balance law with F,, = F(d,,, w,) such that

T T
/ / do (L, 20 (t ) dz di + / / F, - V.6(tz) do di
0 Ja 0 Ja (2.5.1)

- _/OT/Qan(t,x)<Z>(t,x) dz dt + /OT ¢, (o] dt,

with ¢ € C1((0,T) x Q). Furthermore, We have the following assumptions:
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e Variables d,, € L*>(0,T; LP(Q2)) and w,, € L>(0,T; L9(2)) are bounded indepen-
dently of n, for p,¢ > 1, and F : R x R* — R? is a continuous function with
F, € L'((0,T) x Q) bounded uniformly.

e The source term o, — o weakly in L"((0,T) x Q) for r > 1.

e The term @, represents an error. Moreover, if &,[¢] — 0 in L1(0,T), then we call
the above approximation consistent.

The scheme involving the approximate sequence d,,, w,, together with the equation
and consistency error is called the consistent approrimation scheme.
From the bounds of d,, F,, and o, we infer

dy — d weak-(*)ly in Lgg (0, T; LP(2)),
wi, = W weak-(%)ly in L3 (0,75 L)),
F, — F weak-(*)ly in M((0,T) x Q).

On the other hand, we can conclude that there exists a Young measure
V€ Ly +((0,T) x Q;P(R x R%))

such that the weak-(*) limits of d,,, w;, coincides with the barycenter of the Young
measure, i.e., d = (V;d) and w = (V; w). But for the term F(d,,, wy) we introduce

R=TF— <v;F(El,vv)>,

the defect measure. Thus in terms of the Young measure we rewrite the balance law
with defect as

T 5 T -
/0 /Q<V;d)8t¢(t,x) dz dt —i—/o /Q<V;F(d,w)> -Vazo(t,x) do dt
T
= —/ / U(t,f]f)(b(t,f]f) dl’ dt =+ <§R, ¢>M((0,T)XQ),CC((O,T)><Q) s (252)
0 Q
with ¢ € C1((0,T) x Q).

2.5.2 Definition of measure-valued solutions

In the last subsection we give an idea of how to define the measure-valued solution
of a balance law. Similarly, we consider a set of consistent approximate solutions for
the continuity and the momentum equation and observe that the limiting behavior
leads to a measure-valued solution. For the barotropic Navier—Stokes system, Feireisl
et al. [56] give a definition of a measure-valued solution for a monotone pressure law
(2.1.35) or (2.1.37) with no-slip boundary condition. We state the definition below.
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Definition 2.5.1. We say that a parameterized measure {v; s} (¢ 2)e(0,1)x 0>
Ve L‘j’\f"eak((O,T) x Q;P([0,00) x Rd)), (Vra;0) = 0, (UVrp;0) =1

is a dissipative measure-valued solution of the Navier—Stokes system in (0,7 x €,
with the initial condition vy and dissipation defect D,

D e L®(0,T), D >0,
if the following holds.
e Continuity equation: For a.e. 7 € (0,T) and ¥ € C1([0,T] x Q) it holds

/Q(VT,CC;@>’¢(T7 ) dm_/ﬂ<7/0§@>w(07 ) dz

’ (2.5.3)
:/0 /Q[<Vt,x;@>8t¢+<yt7z;@ﬁ>.wa] de di .

¢ Momentum equation: Let
u = (v ;) € L2(0,T; Wy (9 RY)),

and there exists a measure M ¢ Lg;ak_(*)(o, T; M(Q)) and ¢ € LY(0,T) such that

for a.e. 7 € (0,T) and every ¢ € C1([0,T] x ;R?), p|on = 0,

(5 Vo) < EMDE) Il or @y (2.5.4)
and
/Q<V7',z§ ou) - o(7,-) dv — /Q<V0§ ou) - ¢(0,) dz

= [ (0028 - 000 + (1,200 8 : Vit + (1. p(@)ivgp] o
0

—/ / S(Vzu) : Vye da dt +/ (rM: V) dt.
0o Jo 0
(2.5.5)

e Energy inequality: The integral inequality

/Q <Vt,r§ <;@\ﬁ!2 + P(@)>> dz + /OT/QS(Vzu) : Veu da dt 4 D(7)
< /Q <uo; (;@my? +p(@)>> da

holds for a.e. 7 € (0,T). In addition, the following version of ‘Poincaré’s inequality’
holds for a.e 7 € (0,7):

(2.5.6)

/T/<Vt7x; |G — ul?) dz dt < cpD(T) (2.5.7)
0 JQ
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Remark 2.5.2. In [56, Section 2.2, there is an existence result of such measure-
valued solution. One can clearly observe that there are more unknowns than the
number of equations and constraints. Thus, uniqueness for such solutions cannot be
expected. A positive fact is that these solutions satisfy the compatibility and the
generalized weak-strong uniqueness property, as mentioned in the introduction.

Renomalized dissipative measure-valued solution (rDMV solution)

In particular, the above definition applies to a monotone pressure law. Our goal
is to establish a weak-strong uniqueness property for a non-monotone pressure law.
The renormalized equation plays an important role in the context of a non-monotone
pressure. Unfortunately, the above definition is not sufficient to conclude that the
renormalized continuity equation holds, at least in the measure-valued sense. This
leads us to consider a more general class of solutions, namely renormalized dissipative
measure-valued solution. Here, the velocity gradient(V,u) has been incorporated as
part of the Young measure along with natural candidates for the phase space e.g.
density and velocity (g, u).

Phase Space: Therefore, a suitable phase space framework for the measure—
valued solution is

F= {(@, ﬁ,ﬁ,) ‘@ €[0,00), n e R% Dy € Rg‘yxnﬁl}. (2.5.8)

Definition 2.5.3. Let © C R? be a bounded Lipschitz domain. We say that a
parameterized measure { Vi }(¢.2)e(0,1)x Q>

V € L;%ak_(*)((o,T) X Q,P(J_'-)),

is a renormalized dissipative measure-valued (rDMYV) solution of the Navier—Stokes
system (2.2.1)-(2.2.3) in (0,7") x € with the no-slip boundary condition (2.2.5), the
pressure-density relation (2.1.36) or (2.1.38), the initial condition

Vo € L%y (P[0, 00) x RY))
and, a dissipation defect D,
D e L>(0,T), D >0,
if the following holds:

e Equation of continuity: For a.e. 7€ (0,7) and v € C*([0,T] x ), we have
| V00 do = [ 00800, do

' (2.5.9)
— /0 /Q [(Vt,x; @>at1/} + <Vt7x; Z)ﬁ> . V:ﬂ/}] dz dt.
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e Renormalized equation of continuity : For a.e. 7 € (0,7) and a test function
Y € CH([0,T] x Q), we have

/ Vra: D@ () da — /Q (Voo b(@))(0, ) da
// (Va3 0(2)) 00 + (Vezs b(0)1) - V| da dt (2.5.10)
- / /Q Vew: (8 (8) — b(2)tx(B)) - ¢ de dt,

where b € C'[0,00), Jry > 0 such that b/ (x) = 0, Vz > 7.

¢ Momentum equation: There exists a measure
dxd
E Lweak (*)(0 T M( ;R ))

and ¢ € L1(0,T) such that for a.e. 7 € (0,7) and for any ¢ € C1([0,7T] x Q;RY)
with ¢|go = 0, we have

|<TM( ) V:r‘P>{M( QRAXA), C(Q;Rdxd)}’ < g(T)D(T)“CPHCq(ﬁ) (2.5.11)
and
/Q (Vr: 300 - (7, ) da — /Q (Vo 200) - (0, ) dz
_ / /Q [(Viw: 00) - Op + (Vi (0@ @) : Vap + (Via p(2))divap] dar dt
0

- <Vt’m7S(H/):/)> . Vm(p dx dt =+ <TM, v$¢>{M(ﬁ;RdXd),C(ﬁ;RdXd)} dt
0 Q 0
(2.5.12)

e Momentum compatibility: The following compatibility condition remains true:

//Vtx, ) - div,M dx dt = //Vt:m v) : M dz dt
(2.5.13)

for any M € C1(Qp; REXD).

Sym

e Energy inequality: The energy inequality

/Q<Vt,x;< olal®> + P() >>d:1:+/ /Vm, Dy) : Dy) dz dt + D(r)
S/Q<Vo7x; (2@ﬁ|2+P(@)>> dz

(2.5.14)

holds for a.e. 7 € (0,7).
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e Generalized Korn-Poincaré inequality: For v € L%(0,T; H}(€;R?)), the
following inequality is true

/ /<Vt,x? i — v|?) dz dt < Cp/ /(Vt,z; IDo(Dy) — Do(Vov)[2) da dt.
0o JQ 0 JQ

(2.5.15)
Remark 2.5.4. In all the above expressions, Vy , = Vy(x) for a.e. x € Q.
Remark 2.5.5. Here one can consider an initial data V) as
1
/ <V0,12@]ﬁ|2 + P(@)> dz < . (2.5.16)
Q

Our main goal is to prove weak-strong uniqueness, given sufficiently smooth initial
data. Therefore, instead of considering initial conditions as a measure Vy, we can
consider finite energy initial data. This means ((Vo; 0), (Vo; 0v)) = (00, (ou)o) are
functions with g9 > 0, (ou)g = 0 on the set {x € Q| go(x) = 0} and

/ﬂ <1|<Qu)0|2 + P(@o)) (t,-) da < . (2.5.17)

2 00

Remark 2.5.6. As a consequence of the above definition, we have

t=1 T _
|:/ <Vt,x;Q(@)>(t7 ) d$:| = _/ /<Vt,x§Q(@)tr(Dv)> dz dt, (2'5'18)
Q t=0 0 JQ
where ¢ € C}(0,00) and Q(s) = s [; %d{, for s > 0.

A possible extension to the Navier slip boundary condition

In the case of Navier slip boundary condition (2.2.6), we modify the Definition
2.5.3 in the following way:

Definition 2.5.7. We say that a parameterized measure {Vt,x}(t7;1;)e([)7T)><Qa
V c Lﬁak_(*)((O,T) X Q,P(I)),

is a renormalized dissipative measure-valued (rDMV) solution of the Navier-Stokes
system (2.2.1)-(2.2.3) in (0,7") x Q, with the pressure-density relation (2.1.36) or
(2.1.38), the initial condition

VO S stoeak—(*) (Q, P([O, OO) X Rd))
and a dissipation defect D,
D e L>(0,T), D >0,

if the following holds.
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e The continuity equation and the renormalized continuity equation hold as in (2.5.9)
and (2.5.10).

¢ Momentum equation: There exists a measure
T‘M € L?)Voeak—(*) (O, 7—‘7 M(ﬁ, RdXd))

and ¢ € LY(0,T) such that for a.e. 7 € (0,T) and every ¢ € C1([0,T] x ;R9),
¢ - njgo = 0, the following holds:

(M (7); Vx‘P>{M(ﬁ;Rdxd),c(ﬁ;Rdxd)}| <&(m)D(7) H‘PHcl(ﬁ) (2.5.19)

and
[ i) plr) do = [ Phsi) -0, do
= / / [(Vt,m§ ou) - Op + Vigio(t®@u)) : Ve + (Vt@;p(@)}divmcp] dx dt
0o Jo

— (Vt,m;S(ﬁ;» Vep dz dt + [ (7™ Vm‘P>{M(ﬁ;Rdxd),O(ﬁ;Rdxd)} dt.
0 Jo 0
(2.5.20)

e FEnergy inequality remains unchanged as in (2.5.14).

e Momentum compatibility condition satisfy as it is, (2.5.13).

o Generalized Korn-Poincaré inequality holds as
/ / (Vi u— V|2> dz dt SCP/ / <Vt,x§ |D0(ﬁ:,) - ]D)O(Vzv)|2> dx dt
0o Jo 0 Jo
+/ /<Vt,x;@ﬁ—v|2> dx dt,
0 Jo
(2.5.21)

for v € L2(0,T; W12(Q; R%)).

2.5.3 Existence of a rDMYV solution

Here we give an overview of the existence of a rDMV solution that follows the
Definition 2.5.3 or 2.5.7, depending on the boundary condition. For now, we stick
to no-slip boundary condition (2.2.5). First, we consider an approximation problem
of the Navier-Stokes system (2.2.1)-(2.2.3) with the pressure law (2.1.36) or (2.1.38)
and the adiabatic exponent v > 1. In particular, we consider an artificial pressure
approximation by modifying the pressure as

Prmod(0) = p(0) + 60", (2.5.22)
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with I' > 2 and § > 0 is a small parameter. Hence the following approximate problem
reads as

Oro + divg(ou) =0, (2.5.23)
dr(ou) + divy(ou ® u) + Vep(o) 4+ 6V0o' = div,S(V,u), (2.5.24)

with no-slip boundary condition

u =0 on 0. (2.5.25)

Remark 2.5.8. One can consider any general consistent approximation, of the
problem. In Chapter 5 we will discuss about consistent approximation.

First we note that, for a fixed § > 0, the existence of a renormalized weak solution
of the Navier—Stokes system, which follows the Definition 2.2.5 is known if pressure
follows, (2.5.22) with I" > 2, see, Feireisl [49] and Bresch and Jabin [19].

For each ¢ > 0, we denote the weak solution as (gs, us). We need some additional
hypothesis on initial energy. For the sake of simplicity, we choose an initial data

Vo = 6(90,(911)0)’

such that

/g <;|(Q230|2 + P(@o)) dz < oo. (2.5.26)

For the approximate problem (2.5.23)-(2.5.25), we consider initial data {os0, (ou)s0}
belong to a certain regularity class for which a weak solution exists and it satisfies

1 5 1 |(ou)ol? ,
~o50lusol® + P(oso) + =050 — L [{uol” P(oo) in L'(Q),  (2.5.27)
2 190 7" 2" 4

as & — 0.

Our goal is to verify that the family of weak solutions { s, us, V,us}s~o generates
a renormalized dissipative measure-valued solution(rDMV), that follows the Definition
2.5.3.

Apriori estimates:

From (2.5.27) we obtain

1 )
/ (205,0’115,0’2 + P(Qé,o) + “Qg()) dzr < C,
Q pa—
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where C' is independent of . From the energy inequality (2.2.15) of a finite energy
weak solution we have the following uniform estimates:

sup / H(os)(t,-) de < C,
te[0,T] J Q2

sup / 95\u5|2(t, ) de < C,
tef0,1] /0

T
/ / S(Vyus) : Vyus dz dt < C,
0 Q
)

sup —— gg(t, ) dx < C.
t€[0,T) I'—1Jq

By Korn and Poincaré inequality we have that ugs is bounded in L?(0, T’; VVO1 2 (Q)).
We also get that {5} is bounded in L*°(0,7; LY (2)) for v > 1 and {pslog s} is
bounded in L*°(0,T; L*(€2)) for v = 1. From our assumption ¢ € C1[0, 00), we have
Q(p) ~ p. Hence we can conclude that
1 _

[595\u5|2 + P(05)](t,") € M(Q) is bounded uniformly for ¢ € (0,T),

(1| Vous|? + (X — %)|diku5|2] is bounded in M™([0,T] x ),

505 (t,-) € MT(Q) is bounded uniformly for ¢ € (0,T).

Thus passing to a subsequence, we obtain

1 o _
[igglug\Q + P(g(;)] (t,-) = FE weakly-(*) in Lgw. (0,75 M(£2)),

(1 Vaus]? + (A — %)\divmugﬂ — o weakly-(*) in MT([0,7] x Q),
505 (t,-) = ¢ weakly-(*) in L, (0,T; MT(Q)).

weak

From the fundamental theorem of Young measure (1.3.1), we ensure the existence of

a Young measure V, generated by {g(;, us, Dy = %}6 .
>
Now we introduce two non-negative measures
1 2
Eow=E— (Via; §s|v| + P(s)), (2.5.28)
Ooo = 0 — (Vi2;S(Dy) : Dy). (2.5.29)

With the help of Lemma 1.3.14, we claim that

Eoo € L3 (+(0, T; MF(Q)) and 00 € M*([0,T] x Q).
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Passage to limit in energy inequality:

The energy inequality of the approximate problem (2.5.23)-(2.5.25) reads as

[ 8o

//S 2u5) : Vyug doe dt < 0.

We perform the passage of limit in the energy inequality and, we obtain

/Q<vm;< ola)? + P(p) )>dx+//Vtx, Dy) : Dy) dz dt

b )+ CCO + 0ll0.7] x 1 < [ (Vs (2@1v12+P<@>)>dx,

where C' > 0 is a constant. We consider

D(7) = Exo(7)[Q] + CC(T)[Q] + 050[[0, 7] x Q. (2.5.30)

Passage to limit in renormalized continuity equation:

We have,

t=1

[/Q(Qa +b(es))p dx}

t=0

= /OT/Q[(QJ +0(05)) 0 + (05 + blos))us - Vagp + (b(0s) — 0sb'(05))diveusep]dz dt,

where b € C1[0, 00) and there exists r, > 0 such that ' (x) = 0, Vo > 73,. This choice
of b implies

(b(0s5) — 05V (05))diveus € L*((0,T) x Q) is uniformly bounded. (2.5.31)

From this it follows
/ (Vra: B)0(r, ) dz — / (Vo: 9)(0, ) dx
Q Q
_ / / [(Viw: 8)00t6 + (Vew; 8) - Vo] da dt
0 Q
and

/ (Vra:H@)(r, ) da — /Q (Vo: b(@)(0, ) da
/ / (Vew: b()) 006 + (Ve; b(@)R) - Vo] da dt
/0 / Viw: (80/(2) — b(@))x(B)) de .
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Passage to limit in momentum equation:

We have

t=T1
[/ osus(7,-) - (T, ) dx]
Q =0
= / /Q [o5us - Okp + (0515 ®@ 1) : Vo + (p(05) + 605 )divaep
0
— S(Vaus) : Vagp] dz dt.

Using |(osus ® ug)s5| < oslus|? fori,j =1,--- ,d and Lemma 2.1 from Feireisl et al.
[56] we obtain

/(VT,x§ @ﬁ> : ‘p(T’ ) dz — / <VO; Z)ﬁ> : ‘p(oa ) dz
Q

Q

_ / / [(Vi: 500) - 040+ (Vs (0@ W) : Vap + (Vi p(8))divep] de dl
0 Q

—/ /<vt,$;S(ﬂ')7v)> : Vo da dt +/ (rM: V) dt +/ (rl; div,e) dt,
0 Q 0 0

where rM = {r% ijl,r% € L2, (0,T; M(Q)) and rF € L%, (0,T; M(Q)) such
that

|35 (7)| < Boo(7) and |r(7)] < (7).

The defect measures r™ and r contain the concentration defect of the terms psus®us,
p(0s) and d0%. Due to (2.5.30), rM and rl are controlled by D.

Verification of momentum compatibility:

Since us is bounded in L?(0,T; W01’2(Q)), in this case we can check the relation
easily.
Verification of Generalized Korn—Poincaré inequality:

This follows from the inequality

/ / lus|? dz dt < Cp/ /Do(vmu(;): Do(Vus) da dt.
0 Q 0 Q

Thus we summarize the above discussion in the following theorem.

Theorem 2.5.9. Suppose Q be a Lipschitz bounded domain in R with d = 1,2,3
and suppose the pressure satisfies (2.1.36) or (2.1.38). If (0o, (ou)o) satisfies (2.5.26),
then there exists a renormalized dissipative measure-valued solution(rDMYV) as defined
in Definition 2.5.5 with initial data Vo = 144, (ou)o} -
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Navier Slip boundary condition: We can use a similar technique to prove
the existence for Navier slip boundary condition. The existence of weak solutions for
this boundary condition can be found in Novotny-Straskraba [105].

Here we have to use generalized Korn-Poincaré inequality to obtain an uniform
bound for [[us|2(0.7;w12(urs)- We use the fact [, 05(t, ) dz = [, 00,5 dz > 0 for
a.e. tin (0,7) to obtain

/ /|u5|2 dz dt

0 Jo

<G, (/ / Do(Vyus): Do(Vyus) do dt +/ / Qg’ll5|2 dz dt> .
0 JQ 0 JO

This gives the required bound of the norm [|usl|z2(0,7;w1.2(0:r3). We obtain uniform
bounds on other variables, as we obtained in the case of no-slip boundary condition.
We have the test function class for the momentum equation is

{p € C1([0,T]; C* (% RY)) with ¢ -n =0 on 9Q}.

On the other hanil, we obtain that the defect measure ™ belongs to the space
L2 e (0, T3 M, RP)).

Thus we obtain a similar results and verify all the desires properties including
the Generalized Korn-Poincaré inequality(2.5.21). Thus for the Navier slip condition

a similar theorem is also true.

Theorem 2.5.10. Suppose Q be a Lipschitz bounded domain in R* with d =1,2,3
and suppose the pressure satisfies (2.1.36) or (2.1.38). If (g0, (ou)o) satisfies (2.5.26),
then there exists a renormalized dissipative measure-valued solution(rDMV) as defined

in Definition 2.5.7 with initial data Vo = {4y, (ou)o}-

2.6 Dissipative solutions of compressible fluids

Let us first clarify an ambiguity for the term ‘dissipative solutions’. P. L. Lions
[95]-[96], first coined this term to refer to a class of generalized solutions that satisfy
a certain relative energy inequality, which we will introduce in the next chapter. In
other words these dissipative solutions should satisfy the weak-strong uniqueness
property. Here we consider a class of generalized solutions and call them as dissipative
solutions since they satisfy the weak-strong uniqueness property.

2.6.1 Definition of a dissipative solutions for the Navier-Stokes sys-
tem

When considering a monotone pressure law (2.1.35), we can simplify the notion of
measure-valued solutions. We refer to this type of solutions as dissipative solutions.
Suppose we consider the artificial pressure approximation of the Navier—Stokes
system, i.e., (2.5.23)-(2.5.25) with a monotone pressure law (2.1.35). We recall the
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uniform bounds:
s Lo (0,7;7(2)) < C,
[vosus| 2 (qms) < C,
[us 20, mw12(me) < C,
|1H (06)| oo (0,521 () < C-
As a consequence of it, we obtain

losusll Lo (o 720 + 3 (umsy) < C

ess sup /5@}; de < C.
tefo,1]JQ

From the above bounds, we obtain the following weak and weak-(*) convergence
05 — 0 weak-(*)ly in L*°(0,T; L7(Q)),
us; — u weakly in L2(0,7; W12(Q : R3).
Also with the help of Lemma 8.1 (Appendix) of Abbatiello et al. 2], we obtain
0su5 — ou weak-(¥)ly in L>(0, T; L/ +1(1)).

Let us introduce the conservative variable ms = psus. Also we notice that the
sequence {05, Ms}s>0 generates a Young measure { Vi z}(1.2)e(0,r)x0- Moreover, we
have

(Q’ m) = ({(t7$) = <Vt,ac§ @>}7 {(t7x) = <Vt,m§m>})

In terms of momentum, we rewrite kinetic energy with a possible extension:

2 .
1 ’m6|2 %‘(96:;6)‘ if » 05 7& 07 mg 7& 07
(05, ms) 2 0 )" if o5 =0, ms =0, (2.6.1)
00 if o5 =0, mys # 0.

2
It is easy to verify that the map (o, m) — %% is convex Ls.c in (0, 00) x R?. From

energy inequality, it is worth to notice that it equals oo only on a set of zero measure
in (0,7) x 2. We have the following convergence:

1|mg2 1|m)|? : . mdxd
- - = k] _(* LOO O T QR X
5 05 > o weakly ( ) n ( ) 7M( ) sym))?

P(g5) — P(e) weakly-(*) in L>(0,T; M(Q)),
505 (t,-) — ¢ weakly-(*) in L°°(0,T; M(Q)).

Hence we define a measure

kin __ ¢nkin kin
%e *me,l + %e,l

1 |m/? 1 |m/? 1 |m/? 1 |m/?
= *H— Vt,z;*|n~l| + Vt,mS*’ni” —Jﬂ .
2 0 2 0 2 0 2 0
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Using (1.3.13), we obtain iﬁlgli‘ € L>(0,T; MT(£)). Also from Jensen’s inequality we
have 0 < 9{16“? € L*(0,T; L'(£2)). Now we consider the total energy defect as

_1mP Imf o

1
=2, 2 +P(9)—P(9)+ﬁc

(]

Hence, we haveR, € L>®(0,T; MT(Q)).
Also, we have the following convergence:
ms ® ms _ m®m
)
plos) — ple) weakly-(*) in L(0, T; M(%)),
S5 (t,-) — ¢ weakly-(*) in L>(0,T; M(Q)).

weakly-(*) in L>(0, T; M(Q; RZX%)),

sym

We consider

R, = msz‘“zm + [p(e) — p(o) + ]I,

We notice that for any £ € RY, the map (o, m) %, with a similar extension like
(2.6.1), is convex l.s.c. This helps to conclude that

For any &£ € RY,R,,: €@ € € Re € L0, T; MT(Q)).

This implies
Ry € L0, T; MT(Q; REXD)),

sym

Furthermore, we observe
AlTr(S%m) <Re < )\QTr(E)‘im), A1, Ao > 0. (2.6.2)

Defect measures R,,, Re are called turbulent defect measures. Now we need to perform
the limit passage in the approximate continuity equation, the approximate momentum
equation and the approximate energy inequality and summarize the above discussion
to give the definition of the dissipative solutions which is as follows:

Definition 2.6.1. Let v > 1. We say that (o, u) with

0 €Chwearc (0, T); L7(2)), 0 > 0, ou € Cuyearc([0, T); L7771 (),
u e L2(0, T; Wh2(9)),

is a dissipative solution of the system (2.2.1)-(2.2.3) with no-slip boundary condition
(2.2.5) and initial data (oo, (ou)o) which satisfies

1 2
00>0, Eg = / (‘(Qu)O’ + P(g0)> dz < oo, (2.6.3)
a\2 0o
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if there exist turbulent defect measures
Ry € L0, T; MT(QRED)) and R € L=(0,T; M* (), (2.6.4)
satisfying the compatibility condition
AMTr(R,,) < Re < ATr(Ry,), for some Ap, Ag > 0, (2.6.5)

such that the following is satisfied:

¢ Equation of continuity: For any 7 € (0,7) and any ¢ € C}([0,T] x Q), it holds

t=T1 T
[/ op dﬂ?] = / /[Qattp + ou- V] dx dt. (2.6.6)
Q t=0 0 JQ

e Momentum equation: For any 7 € (0,7) and any ¢ € CL([0,T] x Q;R?) with
¢ - n|pn = 0, it holds

t=1 T
[/ ou(r,-) - p(T,-) dx] = / /[Qu “Op + ou®@u: Vyp + plo)divee] do dt
Q t=0 0 JQ

—/ /S(qu):vxgo dxdt—l—/ /thp:d%mdt.
0 JQ 0 Q

(2.6.7)
e Energy inequality: The total energy E is defined in [0,7") as
L
BE(r) = ; Solul”+P(e) ) (7,) dz.
It satisfies,
E(7) +/ / S(Vzu) : Vyu do dt + /d Re(T,-) < Ep (2.6.8)
0 Ja Q

for a.e. 7> 0.

From the discussion at the beginning of the subsection, we establish the existence
of a dissipative solution.

Theorem 2.6.2. Suppose Q be a bounded domain and pressure follows (2.1.35) with
v > 1. If (0o, (0u)o) satisfies (2.6.3), then there exists a dissipative solution of the
compressible Navier—Stokes system, that follows the Definition 2.6.1.

Remark 2.6.3. Instead of pressure law (2.1.35) we can consider a general pressure
as described in (2.1.37).
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2.6.2 Dissipative solution: Barotropic Euler system

Similarly, for the Euler system (2.3.1)-(2.3.2) with pressure law (2.3.3) we provide
a definition of the dissipative solution in a bounded domain 2 with impermeability
boundary condition (2.3.4).

Definition 2.6.4. We say that (o, m) with
2y
0 €Cweak([0,T]; L7(2)), 0= 0, m € Cyeax([0, T]; L371 (1)),

is a dissipative solution to the compressible Euler equation with the boundary
condition (2.3.4) and the initial data (0o, mg) satisfying

1 [myg|?
0020, Eg = = + P(0p) | dz < oo, (2.6.9)
o \2 0o

if there exist the turbulent defect measures

. + dxd . +(0
R € L0, T; MT(Q Rsyxm)), Re € L0, T; MT(Q)),
satisfying the compatibility condition

AlTr(ﬂ%m) < fﬁe < )\QTI“(.‘Rm), )\1,)\2 > O, (2.6.10)
such that the following holds:

e Equation of continuity: For any 7 € (0,T) and any ¢ € C1([0,T) x Q) it holds

t=1 T
[/ op dx] = / /[g@tcp +m- Vo] do di; (2.6.11)
Q t=0 0 JQ

e Momentum equation: For any 7 € (0,T) and any ¢ € C}([0,T) x Q; R?%) with
@ -n|so =0, it holds

[ wera]

/ / [m Op + 1{g>0}< me rn) : Ve —i—p(g)divch} dz dt (2.6.12)

+/ /chp:diﬁmdt;
0 Q

e Energy inequality: The total energy F is defined in [0,7) as

5 = [ (3254 (o)) ) o

BE(r) + /dm( ) < B (2.6.13)

and it satisfies

for a.e. 7 > 0;
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Remark 2.6.5. An existence of a dissipative solution for the Euler system is found
in Breit, Feireisl and Hofmanova [17, Section 5|

The definition in the full domain Q = R?, equipped with far field condition is as
follows:

Definition 2.6.6. We say that (o, m) with

2
0 €Cvearc([0,T]; L2 + L7 (RY), 0> 0, m € Ciyear ([0, T]; L? + L7+ (RY)),
is a dissipative solution to the compressible Euler equation (2.3.1)-(2.3.2) with initial

data (g9, mg) satisfying

m 2
00> 0, By = / d (;‘Qg‘ T Plao) - (00— 8)P'(8) — P<@>) do < oo, (26.14)

if there exist the turbulent defect measures
R € L0, T; M (RGRE), Re € L0, T; MF(RY),
satisfying the compatibility condition
AMTr(Ry) < Re < ATr(Rn), A1, A2 >0, (2.6.15)
such that the following holds:

e Equation of continuity: The integral identity

t=T1 T
{/ op dx] = / / [00rp + m - V] do dt (2.6.16)
R4 t=0 0 JRd

holds for any 7 € (0,7) and any ¢ € CL([0,T) x R?).

e Momentum equation: The integral identity

t=1

[ mir) (e dal B

— /0 /Rd [m “Owp + 1ipn0) <rn(8;rn> : Vap —i—p(g)divxtp] dz dt (2.6.17)

+//chp:d%mdt
0 R4

holds for any 7 € (0,T) and any ¢ € C([0,T) x R%;R%).

e Energy inequality: The total energy F is defined for 7 € (0,7 as

m 2
£ = [ (35 + (70 - 0~ 9P@ - P@) ) () .

It satisfies

B(r) + /R AR(r,) < By (2.6.18)

for a.e. 7> 0.



2.6. Dissipative solutions of compressible fluids 69

2.6.3 A possible adaptation for a special domain

In the previous sections we have given the definition of a weak and a dissipative
solution in the bounded domain and the full domain. Now we consider the domain
Q =R? x (0,1), an infinite slab.

Navier stokes system:

For the compressible Navier-Stokes system (2.2.1)-(2.2.3) with a monotone isen-
tropic pressure law (2.1.35) and finite energy initial data, we assume a far field
condition,

lo—0| = 0, u— 0 as |zp| — oo, (2.6.19)
where (p,0) is a static solution, and, a boundary condition
u-n =0 and [S- nj, = 0 on ON. (2.6.20)

In the presence of an external force f in the momentum equation we observe that the
static solutions p satisfy

pr(@) = of,

for a time independent function f.

Weak solution: First we give the definition of weak solution in this domain from
Feireisl and Novotny [75, Section 2.2]. We consider a finite energy initial data, i.e.,
00 >0, g € LL (R?) and

u 2
Bo= [ (51205 1 (Plen) - (00~ DP@) - PD) dr <0 (2021

Definition 2.6.7. Let v > 1 and (9o, (0u)o) be a finite energy initial data. We say
that (o, u) is a weak solution of the Navier—Stokes system with pressure law(2.1.35)
in Q = R? x (0,1), if the following is true.

e Regularity class: We have 0 < 9, 0 — 0 € Cyeax (0, T; L2 + LY(R2)),
2
u e L2(0, T; WH2(RY)) and ou € Cyear(0, T L2 + L7771 (9)).

e The renormalized continuity equation holds in weak sense for the class of test
functions is C2°([0,7") x 2). The momentum equation remains true in weak sense
for text function class {¢ € C°([0,T] x Q;R?) |¢-n =0 in Q}.

e The far field conditions are incorporated through the energy inequality. The total
energy F is defined in [0,7) as,

B() = [ (el + (Plo) - (0~ DP@) - P@ ) (7)o
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It satisfies,
+/ / S(Vzu) : Vyude dt < Ey (2.6.22)
0 JQ

for a.e. 7> 0.

Remark 2.6.8. In general one can assume f € L*((0,7) x ). Here we consider
f = VG with G is independent of time and G € C1(Q2) with V.G € L®(2). A simple
example is G(zp, x3) = —x3 which resemblances the simplest form of the gravitational
potential, as a consequence of such choice of G, one can choose p € C?(2) N L*>(Q).
Later In our application we consider this particular form of G. Hence we investigate
on this particular G.

Next, we give the definition of a dissipative solution.
Definition 2.6.9. Let f € L*°(Q) and Let 0 < p € WH(Q) and it satisfies
V.p(0) = of . We say that (o, u) with
2
0~ 0 € Cuear([0, T]; L + L7(2)), 0 2 0, ou € Cuear([0, T); L2 + L7+1 (),
and u € L*(0,T; WhH2(Q)),

is a dissipative solution to (2.2.1)-(2.2.3) with boundary condition (2.6.20), initial
data (oo, (ou)p) and far field condition (2.6.19) satisfying

u 2
w20 Eo= [ (;'“’930‘ +P<go>—<@o—@>P’<@>—P<@>> do < 0o, (2.623)

if there exist the turbulent defect measures

[e’e) + dxd 0 . +/0O
Ry € L0, Ts M (G RED), 9, € L(0,T; M* (D)),
satisfying the compatibility condition

AlTr(D%m) <R, < )\QTI“(me), )\1,)\2 > 0, (2.6.24)
such that the following holds:

e Equation of continuity: For any ¢ € C°([0,T] x ), it holds
t=T -
[/ o dl’] = / /[Q@tgo +ou - V| dz dt. (2.6.25)
Q t=0 0 Ja

¢ Momentum equation: For any ¢ € C°([0, 7] x ©;R?), it holds

[ et (e asl 0

= / / [ou- Owp + ou @ u : Vi + poe)divyp] de dt (2.6.26)

// Veu): Ve — of - <p]dxdt—{—//V(p dR,, dt.
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e Energy inequality: The total energy F is defined in [0,7) as

B(r) = [ (e + (Plo) - (0~ 2P@) - PD) ) (r.)
It satisfies
E(r)+ /T/QS(qu) :Veyude dt + /Qd Re(7,-) < Ep (2.6.27)
0

for a.e. 7> 0.

In the Definition 2.6.7 as well as in Definition 2.6.9, we notice a different form of
the energy inequality, (2.6.22) and (2.6.27). In the sub-section 2.2.2, we discussed
informally the invading domain technique for R%, and how the far field conditions are
incorporated through energy inequality.

In this case, the situation is a bit more delicate. We again try to justify informally
how we obtain such energy inequality as described in (2.6.22) and (2.6.27).

First,we assume f = V,G with G € W1>°(Q) and the initial data (g0, (ou)o)
satisfies (2.6.21). We consider Q0r = B(0, R) x (0, 1) where B(0, R) is a ball of radius
R in R? also assume the system is provided by no-slip boundary condition, i.e.,
ur = 0 on 90pg, where (gr, R) denotes a finite energy weak solution in Qp. We
recall the energy inequality in Qg:

ERr(7) +/ / S(Vzugr) : Vyug dz dt < Ey +/ / orug - f dz dt.
0 Qr 0 Qr

for a.e. 7 > 0 with
1
Br(r) = | <QR\uR|2 +P<QR>) (r,") da,
Qn \2

and 0o.r = 10,00, (0u)o,r = Lo, (ou)g. Using the fact that p is independent of time
from the continuity equation we have

[/QR(QR —2)P'(2) d:p] :; _ /OT /QR orug - Vo (P'(2)) dz dt.

Using the property of a static solution that it satisfies V, P'(p) = f, we observe
ER(T)—/ ((or — 0)P'(0) — P(p))(r,") dx +/ S(Vzug) : Vyug da dt
Qg 0 JQg
< For— | ((ero - DP'(@) ~ P@)(r.) do.
R

This motivates to consider

Bur) = [ (Gentunl? + (P0) - (en = DIP(@) - PD)) )
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Using this we rewrite energy inequality as

ER(T) Jr/ / S(vqu) :Veug doz dt < EQR (2.6.28)
0 Qp

Next, we consider a possible extension in R¢ as

. {QR in B(0, R) . {uR in B(0, R)
Or =19 _ ) and up = )
0 otherwise 0 otherwise
This helps us to extend the inequality (2.6.28) in R%. We have Ey r < Ey, where Ey
is independent of R. Using some structural property of kinetic energy and pressure,
we obtain an uniform bound for gr — 0, and similarly for other variables. Finally a
suitable limiting process gives the precise energy inequality as in (2.6.22) or (2.6.27).

The above discussion is too informal, it is just to give an idea how we get the
energy inequality. It is mathematically incorrect formulation for our problem as
we consider no-slip boundary condition on 9(B(0, R) x (0,1)) instead of proposed
Navier slip boundary. One can consider the weak solutions with Navier-slip boundary
condition in bounded domain but this leads some other problem of possible zero
extensions of ug. Although there is a standard approach to deal this difficulty is by
introducing a suitable symmetry class.

Symmetry Class: Ebin|46] described that the slip boundary condition (imper-
meability boundary condition) in R? x (0,1) can be transformed into periodic ones
by considering the space of symmetric functions. Here g, up,(= u1,uz) were extended
as even functions in the z3-variable defined on R? x T!, while us is extended as an
odd function in z3 on the same set, i.e.,

Q(t,xh, xg) = Q(t,ﬂjh,:bg), uh(t, Th, 1‘3) = uh(t,:ch,xg), (2.6.29)
us(t, zp, —x3) = —us(t, zp, x3).
for all t € (0,T), x;, € R?, 23 € T!. A similar convention is adopted for the initial
data.
Hence, the consideration of the domain R? x (0, 1) with slip boundary condition
is equivalent to R? x T!. We have to consider solutions in the class (2.6.29). Just a
small remark that, now we can justify the consideration of no-slip boundary condition
on d(B(0, R) x T!) in the informal justification of the energy inequality above and a
possible extension of ug in whole 2 by zero outside B(0, R) x T!. Here also we have
a similar definition of weak solution in domain R? x T*

Definition 2.6.10. Let v > 1, (9o, (ou)g) is a finite energy initial data, then we say
(0,u) solves the Navier-Stokes system with pressure law in R? x T, if

e Regularity class: 0 < g, 0 — 0 € Cyear(0,T; L? + L7(Q)),
2y
uc L20,T; WH2(;RY)) and ou € Cyeax (0, T; L2 + L7+ (Q)).
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e The renormalized continuity equation holds for the class of test functions is

C1([0,T] x R? x T!). The momentum equation remains true for text functions in
CL([0,T] x R? x TL; RY).

e The energy inequality is similar to that in (2.6.27).

Dissipative solution: Similarly, we can provide the definition of a dissipative
solution in = R? x T'. The definition is similar to the Definition 2.6.9,

Definition 2.6.11. Let v > 1, (9o, (ou)p) is a finite energy initial data, then we say
(0,u) solves the Navier-Stokes system with pressure law in R? x T, if

e Regularity class: 0 < g, 90— 0 € Cyeax(0,T; L? + L7 (R)),
2y
uc L2(0,T; WH2(Q; RY)) and gu € Cyear (0, T; L2 + L3771 (Q)).

e The renormalized continuity equation holds for the class of test functions is
C([0,T] x R? x T!). The momentum equation remains true for text functions in
CL([0,T] x R? x TL; RY).

e The far field conditions are incorporated through the energy inequality. The total
energy F is defined in [0,T) as,

B) = [ (el + (Plo) - (0~ DP@) - P@ ) (7)o
It satisfies,
E(r)+ /OT/QS(un) : Veu de dt < Ey (2.6.30)
for a.e. 7> 0.

Euler System

For the compressible Euler system (2.2.1)-(2.2.3) with a monotone isentropic
pressure law (2.1.35) and finite energy initial data, we assume a far field and boundary
condition as follows:

e Boundary condition: The impermeability or slip boundary condition on 0f2 is
given by

m-n =0 on 0f.

e Far field condition: Considering x = (zy, z3), the conditions read as

lo— 02| = 0, u— 0 as x| — oo, (2.6.31)

where a static solution(p, 0) satisfies V,p(9) = of in Q. Now we provide the definition.
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Definition 2.6.12. We say functions g, u with
2
0 — @ Ecweak([oyT]; L2 + L'Y(Q))) o Z 07 m e Cweak([ouT]; L2 + Lrjl(Q)%

are a dissipative solution to the compressible Euler equation (2.3.1)-(2.3.2) with initial
data (g, (ou)p) satisfying,

m 2
w20, = [ @'Qg' T Pleo) — (e0— 9)P'(3) - P(@)) dz < oo, (26.32)

if there exist the turbulent defect measures

R € L0, T; M (QRE), Re € L2(0,T5M* (),
satisfying compatibility condition

AMTr(R) < Re < NTr(R), A, A2 >0, (2.6.33)
such that the following holds:

e Equation of continuity: For any 7 € (0,7 and any ¢ € C}([0,T) x Q) it holds

t=1 T
{/ 0P d:c] = / / [001p + m - Vo] da dt; (2.6.34)
Q t=0 0 JQ

e Momentum equation: For any 7 € (0,7) and any ¢ € CL([0,T) x Q;R?) with
@ -n|po = 0, it holds

[ i)t ail -

& =0
— / / [m “Op + 150} <m®;m> : Vap —|—p(g)divx<p} dz dt (2.6.35)
0 Q

+//f-<pdxdt+//vxcp:d9%mdt;
0 JQ 0 JQ

e Energy inequality: The total energy E' is defined in [0,7") as

m 2
By = | (1" L (Ple) - (- B)P'(®)) — P(@)) (r, ) de,

2 o

and it satisfies
E(r) + /d Re(T,-) < Eo (2.6.36)
Q

for a.e. 7 > 0;
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Remark 2.6.13. If we want to provide the definition in R? x T'. Then we have to
mention g, m belong to certain symmetry class along with f. The test function in
momentum equation belongs to the class {¢ € C1([0,T) x Q;R%)}.

Remark 2.6.14. Euler system is equipped with impermeability boundary condition.
Existence of s dissipative solution of Euler system can be proved by taking a vanishing
viscosity limit of the Navier—Stokes system equipped with Navier slip boundary
condition.

Remark 2.6.15. We can repeat our ‘informal justification’ in this context to legit-
imize the choice of total energy and energy inequality (2.6.36).

Remark 2.6.16. The purpose of this definition is to use it in the case of rotating
fluids which we consider in the Chapter 4.

2.7 Concluding remark

We have omitted here a very detailed description of the derivation of the system;
interested readers may follow Trusendal and Rajagopal [117]. We mainly follow the
derivation of Feireisl, Karper and Pokorny [60] and Feireisl [50]. For compressible
Navier—Stokes we recommend the following monograph for a detailed discussion and
proof of weak solutions, P.L. Lions [96], Feireisl [50], Novotny and Straskaba [105].
In connection with the generalized solution, we refer the reader to Feireisl et al. [67].

After the introduction of the dissipative solution for the Navier—Stokes system, it
looks as if the meaning of the measure-valued solution is less relevant. However, it
should be noted that the dissipative solution is only available for a monotone pressure,
while the renormalized dissipative measure-valued (rDMV) solution is for a general
non-monotone pressure. So it is worth considering as long as no suitable definition of
the dissipative solution is available for a non-monotone pressure.
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Chapter 3

(Generalized weak—strong

uniqueness property for a viscous
fluid

3.1 Introduction

We discussed the limitations of the classical or strong solution and the need to
consider a generalized solution. Also, the importance of compatibility and generalized
weak—strong uniqueness for generalized solutions was pointed out in the introduction.
We recall the generalized weak—strong uniqueness property which asserts that a
generalized solution and the strong solution emanating for the same initial data
coincide as long as the strong solution exists.

In this chapter we focus on generalized weak-strong uniqueness results for the
compressible system Navier-Stokes with non-monotone pressure laws. In the last
chapter, we introduced several non-monotone pressure laws, see (2.1.36), (2.1.38),
and (2.1.40).

In the context of the Navier—Stokes system for a monotone pressure, Germain 85|
showed weak—strong uniqueness in a class of weak solutions that enjoys additional
regularity properties. Unfortunately, the existence of weak solutions in his class is
still an open problem.

Feireisl, Novotny and Sun [76] and Feireisl, Jin and Novotny [59] showed the
weak—strong uniqueness result in the existence class for an isentropic (barotropic)
pressure equation of state with strictly increasing pressure. They consider the finite
energy weak solutions of the compressible Navier—Stokes system. These results were
extended by Feireisl et al. [56] to the class of the so—called dissipative measure-valued
solutions .

Feireisl, Lu and Novotny [64] extended the weak-strong uniqueness principle
to the hard—sphere pressure type equation of state, still with strictly monotone
pressure—density relation.

Recently, Feireisl [53] proved weak—strong uniqueness in the class of weak solutions,

7
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with a non—monotone compactly supported perturbation of the isentropic equation of
state.

Our basic goal is first to extend the weak-strong uniqueness property for a more
general non-monotone Lipschitz perturbation of isentropic pressure. We also try to
verify the similar results for different boundary conditions and for measure-valued
solutions. Similarly, for the hard-sphere type pressure law, we consider a compactly
supported perturbation of the pressure and verify the weak-strong uniqueness property.

The plan for this chapter is as follows:

e First, we derive the relative energy inequality for various pressure laws and boundary
conditions. We do not need a strong solution to derive the relative energy inequality.
We just need appropriate test functions.

e Next, we prove the weak-strong uniqueness property for non—-monotone barotropic
pressures, and we discuss weak-strong uniqueness when the pressure is given by a
hard-sphere type pressure law. For the barotropic case, we discuss two different
boundary conditions, no-slip and Navier slip. In the context of hard-sphere pressure,
we consider a periodic boundary condition.

e The last part of this chapter is devoted to the generalized weak—strong uniqueness.
Here we consider a renormalized dissipative measure-valued(rDMV) solution of the
system with a non-monotone compactly supported perturbation of the barotropic
pressure.

3.2 Relative Energy

In the introduction we discussed the relative energy and its importance. Here we
provide a relative energy for compressible Navier-Stokes system following Feireisl,
Novotny and Sun [76] and Feireisl, Jin and Novotny [59]. Their consideration is valid
for monotone pressures (2.1.35) and (2.1.37), and the relative energy is given by

8(7—) = 8(97 u|r, U)(T)

1 ) , (3.2.1)
= Folu—=U["+ (P(e) = P(r) = P (r)(e—)) | (7,")dz,
Q
where P is Pressure potential, (o, u) is a weak solutions of compressible Navier—Stokes
system, r, U are two arbitrary test functions, and 7 > 0. The choice of monotone
pressure law (2.1.35) or (2.1.37) ensures that P is a convex function.

A suitable modification for the non-monotone pressure

Our main goal is to deal with general non-monotone pressure-density relations
(2.1.36), (2.1.38) and (2.1.40). When the pressure is non-monotone, the convexity
for the pressure potential P is absent. As an immediate effect, we cannot infer
the distance property of relative energy. To overcome this difficulty, Feireisl in [52]
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proposes a modified version of (3.2.1) by considering only its monotone part. It
describes as

£(r) = &(o,ulr, U)(7)

:Z/Q<;£)|UU|2+(H(Q)H(T)H/(T)(QT))) (r..) da. (3.2.2)

for 7 > 0, and r, U are arbitrary test functions and (p,u) is weak solution of the
compressible Navier—Stokes system and H is the pressure potential related to h as in
(2.1.36), (2.1.38) and (2.1.40).

3.2.1 Relative energy inequality for weak solutions

Only by assuming that (o, u) is a weak solution and (r,U) is a suitable test
function, we can derive an inequality which we call the relative energy inequality. We
say the term ‘suitable test functions’ because we consider the following cases:

e Non-monotone isentropic pressure law and no-slip boundary condition,
e Non-monotone isentropic pressure law and Navier slip boundary condition,
e Non-monotone hard-sphere pressure law and periodic boundary condition.

In the subsection 2.2.2, we discuss the choice of test functions in momentum equation
and their dependence on the boundary conditions.

Non-monotone isentropic pressure law and no-slip boundary condition

We consider the non-monotone pressure law (2.1.36) or (2.1.38) and the boundary
condition for the velocity is (2.2.5). We assume that the test functions (r, U) satisfy

re CX([0,T] x Q) and U € C([0,T] x Q;RY). (3.2.3)

Then for a.e. 7 € (0,7T), we have

E(T)—/Q<;Q|u]2+H(g)> (r,") dx—/ggu-U(T,-) dz
+ [ o 1|U\2 dz — H'(r) ) (r,-) dz+ [ h(r)(r,-) dz = L | K;.
fe (s )i aee |
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The first term K is related to the energy inequality and satisfies the following
inequality:

| (5ot + #0)) @z

:A<;Mup@yﬂm—4@@h»m

<[ (;’“"Q‘g‘)'Qw(ga)) do— [* [ s0w: Vaw e ar — [ Qo) as
§/52<;|(92(J|2+H(g0)> da — OT/QS(qu): Vou dz di

- /Q Qo)(r, ) dz + /Q Q(oo) da.

If the non-monotone part of the pressure in compactly supported, i.e., ¢ € C1(0, ),
Then corresponding pressure potential Q € C1(0,00) with Q(s) =~ s. Noticing that
the renormalized equation of continuity (2.2.13) makes sense for a function b such
that b(p), ob'(0) € L>(0,T; L?(f2)), we can substitute Q as b in the renormalized
equation of continuity and obtain

| Q@) dz = [ Qo) o=~ | ' | atoptiv,u dz ar.

Consequently, we have

| (GetP + #0)) @z
</<1(Qu)0’2—|—Hgo> d:v—/ /S Lu): Vyude dt
/ / o)divyu dz dt .

Remark 3.2.1. If we consider ¢ € C%1[0, 00), then with an additional assumption
on the adiabatic exponent, which is 7 > 2, we can perform a similar analysis.

For Ky and K3 we use the momentum equation (2.2.14) and the continuity
equation (2.2.13), respectively. To compute the term K5 we use the following identity:

T t=1
/ / B () dz dt = [ / h(r) () dx] |
0 Ja Q t=0
Hence, we obtain

/ / (Vou— V,U) dz dt
S/Q (’(930|2—|-H(g0)> dﬂﬁ—/Q(Qu)O'Uo dx
+/ng <;|U0|2—H’(r0)> dx+/Qh(r0) dx+/0T”R(t)dt
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where rg = r(0,-) and Uy = U(0, ) in Q and

R(t) = — / (ou- U + pu®u: V, U + p(p)div,U) dx
Q

v [ (ea (jror - )+ ouv. (o - #0) ) a

+/ B (r)0r dx+/ q(o)divzu dz.
Q

Q
Let us introduce initial relative energy & as

u 2 2
& = /Q %90 "(993()' —Uo| + (H(eo) — H(ro) — H'(r0)(e0 —10))) da.

By regrouping the terms in the above inequality, we deduce that
5(7’)—1—/ / S(Vzu) : (Veu—V,U) do de
0 Q
SSO—/ /(Qu—gU)-ﬁtU dx dt
0 Q
T 1
— / / (gu@ u: V,U—-pu- -V, <|U|2>) dz dt
0o Ja 2
- / /(h'(r) + oH"(r))0yr dx dt
0 Q

—/ /(h(g)diva + ouH"(r)V,r) dz dt
0 JQ

+/ / q(0)(divyu — div,U) dz dt .
0o Jo

Further, we assume 0 < r in (0,7) x €. Eventually, by rearranging the terms we
obtain the relative energy inequality

£(r)+ / / S(Vou) : (Vou— V,U) da dt
0 Q
§50—/ /Q(u—U)-GtU dx dt
0 Q

- / /[Qu @u:V,U—-pu- (U-V,)U+ h(p)div,U] dz dt (3.2.4)
0o Ja

e[ L (0o m o) ara
+ /OT/QQ(@)(diw — div,U) dz dt .

Suppose p follows a pressure law (2.1.36), (2.1.38). We consider the following hypoth-
esis:

For q € C1(0,00), we consider v > 1, and (3.25)
for ¢ € C%1[0,00), we consider v > 2. -
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We summarize the above discussion in the following lemma:

Lemma 3.2.2. Suppose (0,u) is a weak solution of the Navier—Stokes system following
the Definition 2.2.5 with pressure constraint (3.2.5) and (r,U) is an arbitrary test
function with 0 < r € C([0,T] x Q) and U € C([0,T] x ;R?), then the inequality
(3.2.4) holds.

Non-monotone isentropic pressure law and Navier slip boundary condi-
tion

In the case of the Navier slip boundary condition, we note that the test function for
the momentum equation belongs to the class {¢ € C°([0,T] x Q) | -n = 0 on IN}.
So we choose test functions as

0<7eC®(0,T] x Q) and U € C*([0,T] x Q;RY) with U-n =0 on 9Q.
(3.2.6)

In this case, we obtain a similar relative energy inequality and the statement follows
as

Lemma 3.2.3. Suppose (0,u) is a weak solution of the Navier—Stokes system following
the Definition 2.2.8 with (3.2.5) and (r, U) with (2.1.20) be any test function (r,U)
satisfying (3.2.6) then the inequality (3.2.4) holds.

Non-monotone hard-sphere pressure law and periodic boundary condition

Considering the hard-sphere non-monotone pressure (2.1.40) in the domain flat
torus i.e.T?, we can derive a similar relative energy inequality:

Lemma 3.2.4. Suppose (0,u) is a weak solution of the Navier—Stokes system following
the Definition 2.2.12 in (0,T) x T¢ and (r, U) be any test function with 0 < r €
C2([0,T] x T%) and U € C([0,T] x T4 R?) then (3.2.4) is true.

Remark 3.2.5. We notice a small difference in the renormalized continuity equation
(2.2.25), where b has to satisfy certain structural assumption. The assumption ¢ is
compactly supported allows us to consider ) as b. Furthermore, in the Definition
2.2.12, we observe that the class of test function for the renormalized continuity equa-
tion and the momentum equation is {(¢,¢) € C1([0, T]x T¢) x C*([0, T]; C*(T%; R))}.
Hence the Lemma 3.2.4 remains trues in this class of test function.

3.2.2 Relative energy inequality for measure-valued solutions
In the context of measured-valued solution, we consider the relative energy as

Emv(t) = Enu(VIr, U) (1)

3.2.7
= /Q |:<Vt,:c; %@m — U|2 + H(p)— H(r) — H/(r)(@ . r)> (t,x) du, ( )

where ¢ > 0, (r, U) is an appropriate test function and V is a solution as defined in
Definition 2.5.3 or 2.5.7 depending on boundary conditions.
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Non-monotone isentropic pressure law and no-slip boundary condition

Lemma 3.2.6. Let (V,D) be a renormalized measure—valued solution(rDMV) of
the Navier—-Stokes system (2.2.1)-(2.2.3) for initial data Vo and boundary condition
(2.2.5) following Definition 2.5.3. Furthermore, we assume a pressure follows (2.1.36)
or (2.1.38) with ¢ € C}(0,00) and v > 1. Then for 0 < r € C>([0,T] x Q) and
U € ([0, T] x 4 R?), we have the following relative energy inequality:

gm”u('r)"i‘/o A<Vt,z;S(Dv) :Dv> dx dt _A /Q(Vt@,S(DV» : V.U dx dt +D(T)
< [ [(0as 3ol = O+ H@ — 1) - )@= r0)]
Q

+/0 Rumo(t) dt
(3.2.8)

where Up(z) = U(0,x), ro(x) = r(0,z) for x € Q and for a.e. t € (0,T) the
remainder term Ry, (t) is given by

mewzﬁiéoawgﬁyan@»-@M@xvgw
- /Q[(Vt,x§ ou®u): VU~ (Vi 5 h(0))div, U] do
+/Q[<Vt,x§@>U‘atU+ WVyz;00) - (U-V,)U] do
+/Q [<Vt@; <1 — E) >h’(7“)8tr — (Vi o; 0u) -
- [ Vi@ dins0 do+ [ (Viia@ ) do

W (r)

Vﬂ] dx

The proof is based on the similar approach as in the case of weak solutions. Here
we have

1
Emp(T) = /Q <Vmc; 5@\ﬁ|2 + H(@)> dx — /Q(Vm;; ou) - U dx
1
+/mm@m2m—/wm@ﬂwyuﬁ/mwm.
Q2 7 Q Q

Now we need to apply the Definition 2.5.3 suitably to obtain the desired result.

Non-monotone isentropic pressure law and Navier slip boundary condition

A similar lemma is true for the Navier slip boundary condition when we consider
appropriate test functions.

Lemma 3.2.7. Let (V,D) be a renormalized measure-valued solution(rDMV) of the
Navier—Stokes system (2.2.1)-(2.2.3) for initial data Vo and boundary condition (2.2.5)
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following Definition (2.5.7). Furthermore, we assume a pressure follows (2.1.36) or
(2.1.38) with g € CL(0,00) and v > 1. Let (r, U) be a test function class which satisfy
(3.2.6). Then (3.2.8) is true.

Remark on a possible extension of the relative energy inequalities

We notice that we can extend both the inequalities (3.2.4) and (3.2.8), for a class
of test functions in appropriate Sobolev spaces. In the Lemma 3.2.2, we consider the
test functions in

0<7eCX(0,T] x Q) and U € C([0,T] x 4 RY).

The main idea is to use the density of the above functions in Sobolev space. However,
it applies only to those Sobolev functions for which the integrals on the right-hand
side of the relative energy inequality are well-defined. We can state a modified version
of Lemma 3.2.2 in the following way:

Proposition 3.2.8. Suppose (p,u) is a weak solution of the Navier—Stokes system
following the Definition 2.2.5 with pressure constraint (3.2.5) and (r, U) is an arbitrary
test function with

0 <€ CHO.TIWH() and U € C([0. 7] W@ ). wit k> |5 41,

then the inequality (3.2.4) holds.

The proof is direct but lengthy, using mainly the density of smooth functions in
Sobolev space. We skip the proof here, an interested reader can look it up in Basaric
[11, Section 2| for a detailed discussion.

3.3 Results on weak-strong uniqueness and generalized
weak-strong uniqueness property

3.3.1 Weak-strong unqiueness for the compressible Navier—Stokes
system with a non-monotone isentropic pressure law

In the first part of this section, we consider the no-slip boundary condition. We
provide the main result and the proof of it. A similar result can be proved for the
Navier slip boundary condition.

At first we assume that (r, U) is a strong solution of the Navier-Stokes system
(2.2.1)-(2.2.3) with initial data (rg, Up) with ro > 0 in the class as mentioned in
(2.2.11). Then we have the following lemma:

Lemma 3.3.1. Let (p,u) be a weak solution of the compressible Navier—Stokes system
with pressure law (2.1.36) or (2.1.38), and (r, U) a strong solution of the same system.
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We further assume that a strong solution belongs to the class (2.2.11) with initial
condition (0 < r(0,-),Ug) in Q. Then the following inequality holds

£(r)+ /0 ’ /Q S(Vou— V,U) : (Vou— V,U) d dt
<&+ /O/Q (g - 1) (U — ) - (div,S(V,U) — Vaq(r)) de di
+/()T/Qg(u U)- (U w)-Vo)U do de (33.1)
+/0T/Q(—h(g) +h(r) + K(r) (o — 1)) divU de dt
+/0T/Q(divmu— div;U)(q(e) — q(r)) dx dt,

for a.e. 7€ (0,7T).

Proof. We assume that (r, U) is a strong solution and the initial data r(0,-) > 0 in
Q. Moreover, we have that the strong solution belongs to the class (2.2.11). Hence,
we conclude that » > 0 in (0,7") x Q. Thus, we obtain

Or + div, (rU) =0,

r(0yU + (U - V,)U) 4 Vup(r) = div,(S(V,U)).
We use the above equations to the relative energy (3.2.4) and deduce the inequality
(3.3.1). O
Relation between pressure and pressure potential

We take the monotone part of the pressure, i.e. h, where the pressure p follows
(2.1.36) or (2.1.38). We recall the pressure potential H when p follows (2.1.38). It is
given by

o h é‘
H(Q):Q/ %dé, 0>0.
o ¢
If p follows (2.1.36) then we consider
_a_
o', v >1,
H(g) =17}
aglogo,v =1,
Next we state an important lemma for H.

Lemma 3.3.2. Let a,b > 0. Suppose r lies on a compact subset [a,b] of (0,00).
Then there exists 0 < r1 < ro depending on r, such that the following relation holds:

(0—1)% forry < o <y,

, 3.3.2
(14 07) otherwise ( )

H(e) — H(r) — H'(r)(e — ) = ¢(r) {

where ¢(r) is uniformly bounded and depends on a,b.
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Proof. We give an idea of the proof for h(p) = ap” with v > 1. First we notice that
H(g) — H(r) — H'(r)(e —r) = H(g) — H'(r)o + h(r).

Since r € [a, b], thus H'(r) and h(r) is uniformly bounded. Hence for large o, H(o)
is the dominating term.

On the other hand we notice when ¢ — 0, H(g) — H(r) — H'(r)(0 — 1) — h(r).
Using the fact that h is monotone we have h(r) > h(a), a fixed quantity. Hence we
can choose r1, 79 such that the inequality holds when ¢ < r; or p > re. Finally, using
Taylor’s formula we obtain (3.3.2).

For a general pressure we have to use the condition liminf, . 1% > 0, to
complete the proof. ]

As a corollary of the above lemma we have the following:

Lemma 3.3.3. For o > 0, it holds that
[h(0) = h(r) = W(r)(e—r)| < C(r)(H(o) — H(r) — H'(r)(e — 1)),
where C(r) is uniformly bounded if r lies in some compact subset of (0,00).

Proof. We observe that there exists r3 and r4 depending on r such that the following
inequality holds:

(0— r)2 for r3 < o < 1y,
(14 ¢") otherwise

h(e) = h(r) = (r)(e — 1) < er(r) {

where ¢;(r) is uniformly bounded for r belonging to compact subsets of (0, c0). Lemma
3.3.2 together with a suitable choice of r1, 75 helps us to conclude the proof. O

Now we state the main theorem.

Theorem 3.3.4. Let Q C R?, d =1,2,3, be a bounded Lipschitz domain. Let the
pressure be given by (2.1.36) or (2.1.38), with v > 2 and ¢ € C%'[0,00). We further
assume that
k2 k2 dy .- d
0<rg=r(0,:) e W"*(Q) and Uy = U(0,-) € W"*(Q;R?) with k > [2} +2.
Suppose that (o,u) is a dissipative weak solution following the Definition 2.2.5 and

(r,U) is a strong solution of the problem (2.2.1)-(2.2.3) with no slip boundary condition
(2.2.5) on the time interval [0,T) such that the initial data satisfies

Q(Ov ) = T(Ov ) >0, Qu(()? ) = T(Oa ')U(Ov )

Then
o=r,u=Uin (0,T) x Q.
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Proof of the Theorem 3.3.4:

First we recall the relative energy inequality from the Lemma 3.3.1:
T
—l—/ / S(Vyu—V,U): (Vyu—V,U) do dt
0 JQ

<&+ /OT/Q (f - 1) (U — ) (divyS(V,U) — Vaq(r)) dz dt

+/T/g(u—U)-((U—u)'Vx)U dz dt

/ / r)+ 1 (r)(o—r)) div,U da dt
+ /0 /Q<diwu—divxv><q<@>—q(r)) dz dt .

Our goal is to estimate the terms on right hand side of the above inequality. We
observe that the hypothesis about the initial data ensures a strong solution belongs
to a regularity class (2.2.11).

Thus, we get | V2 Ul| ¢ (0,11 x0raxa) Is finite, infjg 77xq 7 > 0 and r lies in a compact
subset of (0,00). These along with Lemma 3.3.3 yield

/ / u— U ) : Vx)U dx dt < ||va”C([O,T}><Q)/O g(t) dt (3.3.3)
/ / —|- h/( )( - 7’)) diVxU dx dt < Hva”C([O’T}XQ)/O g(t) dt.
(3.3.4)

To compute the term

/OT/Q (g - 1) (U —u) (div,S(V,U) — Vuq(r)) de dt,

we choose 71,72 > 0 in the Lemma 3.3.2 such that they satisfy

inf r(z,t)
- (2,0)€(0,T)x

, Tg > 2 X sup r(x,t)
2 (2,0)€(0,T)x

and 1+ o7 > max{p, QQ}, Yo > ra.

1

Since ¢ is globally Lipschitz by Rademacher’s theorem [48, Theorem 3.2], ¢ is almost
everywhere differentiable and its derivative is bounded by the Lipschitz constant L.
Hence we obtain,

1
vV, <
’r q(r)| <

fqr HTHCl([O,T} xQ)*
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Consider a cut-off function
Y € C°(0,00) such that 0 < <1 and ¢(s) =1 for s € (r1,72), (3.3.5)
and rewrite (0 — 7)(U — u) as
(- )(U = w) = ¥(o) (e — 1)(U — ) + (1 - (0)) (¢ — r)(U — ).
Consequently, using Young’s inequality(1.1.1), we obtain

14%(o) 14°(o)
<3 \f(Q 7“)24‘5\/@

From the fact that ¢ is compactly supported in (0,00), and the Lemma 3.3.2, we
have the following estimate:

| [ eote-nw - %(diszwa) - Veq(r)) d di

C(lo.TIxTERD mf Il oT]XQRd>/ E()dt  (3.3.6)

P(e)(e—r)(U—nu) < o[U —ul’.

Now, we consider

(1 =9()(e—r)(U—u) = (wi(e) +wa(e))(e—7)(U —u),

where supp(wi) C [0,71) and supp(ws) C (r2, 00).
For any § > 0, using Young’s inequality (1.1.1) again, we deduce that

wi(e)(e = )(U —u) < C()wi(e)(o—r)* +6[U —uf.

Thus using Poincaré inequality(1.1.8) and Korn inequality (1.1.11) we have

/ / wi (o )t (v S(V,U) ~ Vaq(r)) dr de
<C(r,U,q,d /5 dt+5// U): (Vyu—V,U) dx dt.
(3.3.7)
Similarly, the following observation
wz(0)(¢ —r)(U—1) <C(r)(e+ olU —uf?),
helps us to deduce
/ ws(0)(e — ) (U — ) - L (divaS(V,U) - Vag(r)) de dt
0 Ja . (3.3.8)

0
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Combining (3.3.6), (3.3.7) and (3.3.8) we obtain

/OT /Q (0—1)(U—nu)- %(diva(VxU) V() de dt

<cw, r,U,q)/ £(t) dt +5/ /S(qu _V,U): (Vou—V,U) dz di .
0 0 Q
(3.3.9)

First from Young’s inequality we have
/ /(divxu —div,U)(q(0) — q(r)) dz dt
0 JQ
< C(d)Lq/ /(g —r)?dzdt + 5/ / |div, U — div,ul? dz dt .
0 JQ 0 JQ

We note that, with the help of Korn inequality (1.1.11), the last integral is
controlled by

/ / S(V,u—V,U) : (Vou— V,U) do dt |
0 Q

We use the assumption v > 2 to conclude

0 JQ

< C(o,r, q)/ E(t) dt +5/ / S(Veu—-V,U): (Vyu—V,U) do dt.
0 0 JQ
(3.3.10)

Thus combining the estimates (3.3.3), (3.3.4), (3.3.9) and (3.3.10) and choosing a
small § suitably, we obtain

5(7’)—}—;/ / S(Vyu—V,U): (Vyu—V,U)dx dt <& + C(r,U,q)/ E(t) dt.
0o Ja 0
(3.3.11)

The hypothesis on the initial condition helps us to infer & = 0. Since C(r, U, q) in
(3.3.11) is uniformly bounded in [0,T]. Therefore, we apply Gronwall’s inequality to
conclude

E=0ae. in (0,7).

This ends the proof of the Theorem 3.3.4.

Navier slip boundary condition: In the case of the Navier slip boundary
condition, a similar result holds. The main difference in considering the Navier slip
boundary condition is the unavailability of the Poincaré inequality for the velocity u,
since u € L2(0, T; W12(€2)) and the standard Poincaré inequality (1.1.8) is not true
in L2(0,T; W12(Q)). Therefore, we need to consider the generalized Korn-Poincaré
Inequality(1.1.13). Here we state the result in this case.
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Proposition 3.3.5. Let Q C R%, d =1,2,3, be a bounded Lipschitz domain. Let the
pressure be given by (2.1.36) or (2.1.38), with v > 2 and q¢ € C%1[0,00). We further
assume that

0 <70 =7(0,) € WH2(Q) and Uy = U(0,) € WH(QR) with k> [ﬂ o

Suppose that (o,u) is a dissipative weak solution following the Definition 2.2.8 and
(r,U) is a strong solution of the problem (2.2.1)-(2.2.3) with Navier slip boundary
condition (2.2.6) on the time interval [0,T) such that initial data satisfies

0(0,-) =r(0,-) > 0, ou(0,-) =r(0,-)U(0,-).

Then
o=r,u=Uin (0,T) x .

First we rewrite an analogous lemma of (3.3.1) by using the following structural
property of the Newton rheological law (2.2.3):

S(A): A = uDo(A): Do(A) + Atrace(A)|%.
where A € R4,

Lemma 3.3.6. Suppose (o,u) is a weak solution of the compressible Navier—Stokes
system following the Definition 2.2.8 with pressure law (2.1.36) or (2.1.38) and [r, U]
1s a strong solution of the same system with r > 0 satisfying Navier-slip boundary
condition. Then the following inequality holds

E(T)+u /OT/QDO(VJ:U —V,U) :Dy(Vyu—V,U) dr dt
+>\/T/Q |divyu — div, U|? do dt
0
< &+ /O/Q (f — 1) (U — ) (divyS(V,U) — Vaq(r)) de dt
+/OT/Qg(u—U).((U—u)-vr)U dv dt
[ he) 4 b+ 1 o= 1) dinsU de a

(3.3.12)

+ /0 /Q (diveu — div,U)(g(e) — q(r)) do dt

for a.e. 7€ (0,7T).

In order to estimate the terms on the right hand side of (3.3.12), we notice that
except for the remainder term

/OT/Q (g B 1) (U —u) (diveS(V,U) — Vuq(r)) dz dt,
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the estimates are similar to those in the case of no-slip boundary condition (Theorem
3.3.4), since we have used the Poincaré inequality only in this term.

For this term first we consider % as in (3.3.5). Then we obtain

/ ' / b(0) (0 —1)(U —u) - - (div,S(V,U) = Vaq(r)) de dt

0 Jo B} " (3.3.13)

< C(T,U,q)/ E(t) dt .
0

Again, we consider

(1=9(0))(e—r)(U—u) = (wi(e) + w2(0))(e = r)(U —u),.

where supp(wi) C [0,71) and supp(wz) C (r2,00).
The following observation

wa(0)(e = r)(U —u) < C(r)(e + 0|U — uf’),

helps us to deduce

B " (3.3.14)
<C(nUg) [ ) i
0

Also, for any 0 > 0, using Young’s inequality (1.1.1) again, we deduce that

wi(e)(e = 7)(U —u) < C()wi(e)(e 1) +6/U —uf”.

Now, we notice the presence of the term §|U —ul? in the right hand side of the above
inequality. From Generalized Korn-Poincaré inequality (1.1.13) we infer

/ U —uf? dz < C(d, Q)(/ Do(Vzu —V,U): Dy(Veu— V,U) do
Q Q

+/ o|U — uf? dm).
Q
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It yields
T 1 )
| [ wnee - -w - (@v.S(v,0) - Vaa(r)) do d
0 JQ
< o (|12 (d@iv.s(v.0) oo ez 8 /Tg(t) dt
B r c(or)xardy  nfr (I0T]xEHRS 0
+0C(d, Q)(/ / Dy(Veu—V,U): Dy(Veu—V,U) do dt
0 Q

+/ /Q|U—u]2dxdt>
0 JQ

< C(r,U,q,9) / £(t) dt
0

+6C(d, Q) / / Do(Vau = V,U): Do(Vau — V,U) dar dt .
0 Q
(3.3.15)

Arguing similarly as we have done in the proof of the Theorem 3.3.4 we conclude the
claim that the Proposition 3.3.5 is true.

3.3.2 Weak—strong uniqueness for a non-monotone hard-sphere
type pressure law

Suppose (g, u) is a dissipative weak solution of the system (2.2.1)-(2.2.3) with
pressure law (2.1.40) in (0,7) x T¢. As mentioned in the Remark 2.2.13, the as-
sumption (2.2.29) is essential for the existence of a weak solution. Then we have the
relative energy inequality (3.2.4) which holds for a suitable class of test functions, in
particular, for (r,U) € C*([0,T] x T¢) x C*([0,T]; C*(T%)) with r > 0.

Furthermore, if we assume that (r, U) € C1([0,7] x T?) x C*([0, T]; C*(T%)) is a
strong solution of the same system with » > 0 in (0,7) x T¢, then the following form
of relative energy holds for a.e. 7€ (0,7):

5(7)+/ / S(Vou — V,U) : (Vou— V,U) do dt §50+/ Ri(t) dt
0 Td 0

(3.3.16)
where Ry (-) is given by
Ri(t) = /T d (f - 1) (U — ) (divyS(V,U) — Vaq(r)) da dt
+ [ pu—U)-(U-u) V,)U dz dt
’ (3.3.17)

(=h(0) + h(r) + W (r)(o —r)) div,U dz dt

d

(divyu — div, U)(g(e) — q(r)) dx dt .

d

+

+
N
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In the context of isentropic pressure law (2.1.35) and (2.1.37), we have Lemma
3.3.3, which leads us to the conclusion that the term

AiAJ_Mm+h&%Hﬂ”@_T»&%U(Mdp

is controlled by the relative energy fOT E(t) dt . Unfortunately, we are unable to
obtain a similar lemma for the monotone part of the pressure law (2.1.40). Instead,
we have the following lemma from Feireisl, Lu and Novotny [64, Lemma 2.1]:

Lemma 3.3.7. Let h be the monotone part of the pressure law (2.1.40) and H the
pressure potential associated with h. Let 0 >0 and 0 < ag <7 < 9 —ag < 9. There
exists a1 € (0,0) and a constant ¢ > 0, such that

2

C(Q_T)7 ifalggg@_ala
H(o) — H(r) — H'(r)(o —r) > { 20, if 0 <0< oy,
A ifo—a1<o<o.

We also have,

C(Q_T)27 ifalgggé_ab
h(o) —h(r) =W (r)(o—7) < 1+ KW (r)r —h(r), if0<0<ay,
2h(o), ifo—ar<o<o.

Remark 3.3.8. Without loss of generality we can assume on [p — a1, 0), H(g) > 2.
Furthermore, we consider oy such that supp(q) C (a1,0 — a1), where ¢ is the non-
monotone part in the pressure law (2.1.40).

Remark 3.3.9. In Lemma 3.3.7, the constant ¢ depends on r such that c(r) is
uniformly bounded on (ag, 0 — ap). Also, 0 < p < ¢ — a1 we obtain

() = h(r) =W (r)(e—r)| < C(H(e) — H(r) — H'(r)(e — ).
Moreover, for p — a3 < ¢ < p we have no control on h(g) — h(r) — h'(r)(0 — r) by
H(o) — H(r) — H'(r)(¢ — ).
Relative energy inequality with extra term

First we introduce a few notations and important results.

e In T¢, we denote A, the Laplace operator defined on spatially periodic functions
with zero mean.

e For 1 < ¢ < oo, we denote L{(T?) := {f € LYTY)| [1a f dz = 0.}, then
by classical elliptic theory, A1 is a bounded linear mapping from L{(T?) to
W24(T4) N L(T9).
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To overcome the difficulty stated in Remark 3.3.9, we add one extra term

/OT /Td b(o)h(o) dx dt

on the relative energy inequality, where b is a function that satisfies the hypothesis of
renormalized equation. To include this term, we have to use VA, 1(b(0) — (b(0)))
as a test function in the momentum equation (2.2.27) and then the renormalized
continuity equation (2.2.25) suitably. Then we obtain

/T/ b(o)h(p) dx dt = /T Ro(t) dt + | Rs(7), (3.3.18)
0 Jr1d 0 JTd Td

where Ro(+) is given by

Ro(t) = [ h@)(e) d ~ [

Td

(q(0) —q(r)) (b(e) — (b(0))) dfﬂ+/ q(r)b(o) dz

Td

_ /T ou@u: Vo (VoA (bo) - (b(e)))) de

+ /T S(Vau) 1 Va(VaA; ! (b(e) — (ble)))) de

+ /T ou- VA Mdiva (o)) d

+ /w ou- VoA ((V'(0)e — ble))divau — (V' (0)e — ble)diveu)) da,

(3.3.19)

and R3(+) is given by
Ro(r) = [ ou- VA7 00) — (lo)(r) da

(3.3.20)
_ /Td ooug - VoA (b(00) — (b(00))) d

Indeed, it is important to verify that the term [ [rqb(0)h(0) da dt is well defined
for suitable b, then the identity (3.3.18) makes sense. We give the following lemma
which ensures this.

Lemma 3.3.10. Suppose the pressure constraint (2.2.29) is satisfied, i.e.,

lim h(o)(2 — 0)° >0, for some § > .
0—0 2

Let {o,u} be a dissipative weak solution in (0,T) x Q in the sense of definition
(2.2.12). Let (r,U) € C'([0,T] x T¢) x C1([0, T); C*(T4 R%)) be a strong solution of
the same system with 0 < r < p. Let b € C[0, o) satisfy the condition

\b'(s)|g + \b(s)|% < C(14 h(s)) for some constant C' and any s € [0,0). (3.3.21)
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Then the following relative energy is true for a.e. 7 € (0,T),
SO+ / / S(Vot— V,U) : (Vou — V,U) do dt + / / b(o)h(o) du dt
0 Td 0 Td

g/ R(t) dt +/ Ro(t) dt + Ry(r),
0 0

(3.3.22)
with R1, Ra and Rs are given by (3.3.17),(3.3.19), and (3.3.20),respectively.

Remark 3.3.11. The Lemma 3.3.10 remains true even if we do not assume that
(0,U) is a strong solution. It suffices to assume (r,U) € C'([0,T] x T?) x
C([0,T]; C*(T4;RY)) with 0 < r < p. In this case we need to replace (3.3.16)
by (3.2.4).

Remark 3.3.12. The condition for b in (3.3.21) is slightly changed from the similar
assumption in the Definition 2.2.12. But this is related to the technical assump-
tion(2.2.29).

Here we give an extended outline of the proof of the Lemma 3.3.10. By (2.2.29),
we first observe

H(s) <C+ (o—s)h(s) <2C + H(s), for all s €0, p),
where C' is a constant that depends on . Together with (3.3.21), this gives
b(o)] + ¥'(0)] < C(1+ h(s)) < C(1+ H(s))3, for s € [0,0).

Since ¢ € C[0, ), we have Q € C'[0, ). Hence from the energy inequality (2.2.28)
in the Definition 2.2.12, we obtain

b(o), V(o) € L3((0,T) x T% N L>®(0, T; L2 (T%)) (3.3.23)

The function b(p) satisfies the renormalized equation of continuity (2.2.25). Therefore,
we are able to get the following information on 9;:b(p):

30
217

ab(o) € (L2(0,T; WL8(TY)) N LS (0, T; W17 (T9) + L' ((0,T) x ’]I‘d)> .

Due to the fact that b(p) satisfies (3.3.23), we choose VA, (b(0) — (b(0))) as the test
function in the momentum equation (2.2.27) by suitably modifying the test function
class

{tp € L3(0,T; Wh3 (T4 RY)) N L(0, T; WL%(Td;Rd))} . (3.3.24)

It is possible, since the test function class {p € C*([0, T]; C%(T¢;R9))} is dense in
(3.3.24). Hence, we obtain

/T/ b(o)h(p) de dt = /T Ra(t) dt + | Rs(7), (3.3.25)
0 JTd 0 JTd Td
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where Ro and Rj3 are described as in (3.3.19) and (3.3.20), respectively. Next, we
show that the integrals in the right hand side of (3.3.25) make sense from the following
bounds for a.e. 7€ (0,T):

At first, we have

[ [ mes@n av at < W@l ras ey 100D s

< [[h()[| oo (0,711 (ray) [10() | L1 (0,751 (1) -

As q is compactly supported, we obtain

| [, tate) = atr) (o0) = o) — atr)bio)) d
< C (Ila(0)l oomysrs) + 1)l o (oimyrs ) 1@ o,z oy
From Definition (2.2.12) and Sobolev embedding W'2(T%) c LS, for d = 3, we have
ou®u e L0, T; LY(T4 R 0 LH0, T L3(T% R¥™)) 0 L3 ((0,T) x T% R<4),
Therefore, we deduce that
| [ eue s 9av.87 bo) ~ (o)) d
o Jr
< Cllon @l 3,1 cnaone 100 = KO3 1m0
Similarly, we have the following estimate:
[ ]85 9(Va8, 1 bo) ~ (b))
0
< ClIVaull g2 0.1y xmesraxay [|(0(0) — (b(@))) || L2((0,1) xT4)-
Again using the Sobolev embedding, we get ou € L?(0,T; LS(T% R?)). This implies
/ / ou - VA Ndiv, (b(p)u) da dt
0 JTd
< C”QUHLQ(O,T;LG(W;W))Hb(g)u”L?(o,T;L%(ﬂrd;Rd))'
Analogously, it is easy to verify that
| [ eus 9ans (e - bo)divan — (¥ (e)e — bleydivyw) da e
0o Jrd

< lloullx|[b(e) — ot (0)|

L3 ((0,7)xT4) Hdivi‘”‘”LQ((OJ’) xTd);
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where X = L2(0,T; L5(T4;R%)) N L>°(0, T'; L?(T%; R%)).
Also, we deduce that

[, o VAT 000) - (@) ) da— [ oo VAT (0en) ~ (blew)) do

< € (oul= o 722122 IO o 313 gy + 00270 0O )
Thus, we have all the integrals of Ro and R3 is bounded. This ends the proof of the
Lemma 3.3.10.
Main theorem

Now we will provide the weak-strong uniqueness result for this problem.

Theorem 3.3.13. Suppose (p,u) is a weak solution of the system (2.2.1)-(2.2.3)
following the Definition 2.2.12 with the pressure law (2.1.40) in (0,T) x T?. Suppose,
the monotone part h of the pressure satisfies

h_}m h(o)(o—0)? >0, for some > 3, (3.3.26)
0=

and, the non-monotone part q is compactly supported in [0,0). Let (r,U) € C*([0,T] x
T4) x C1([0,T]; C?(T%)) be a strong solution of the same system with 0 < r < p, and
with the same initial data (09, (ow)o). Then there holds,

(Qv u) = (Tv U) in (OvT) X Td

Remark 3.3.14. The assumption § > 3 in (3.3.26) is purely technical to prove the
weak—strong uniqueness.

The main idea to obtain the weak-strong uniqueness is to estimate the remainder
terms R1, R1 and Rz in (3.3.22). We will try to show that either these estimates are
bounded by n(-)E(+) for some positive function 7, or absorbed it left hand side of the
inequality.

Instead of considering b from certain class we can choose a particular b that
satisfies (3.3.21).

Choice of b and its properties

Consider b € C*[0, p), b'(s) > 0 as follows:

0 ifs<p—
b(s) = i PES0TM ) > 0ifp—ar <5< D as.

—log(o—s), ifo—ar<s<y,
(3.3.27)

The choice of as is in such a way that

- log(@ - S) > 16||diVxUHC([O,T]><Td)’ if 0 — Q9 <s< 0. (3328)
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Considering the assumption (3.3.26), we have

or im Ms) im Hs) _ im o) _ im ————— = 400
F 7>0’5L@7 (b(s))Y sl~>@f (b(s))” sl~>@f (b’(s))ﬁ SL)@* (b(s))ﬁ_1 oo

This helps to obtain the following results:

e From (3.3.29) and (3.3.7), we have

b)Y de = / b()[ da
Td 0>0—a

<C H(p) dz (3.3.30)

0>p—a1

<c (H(g) — H(r) — H'(r)(o - 1)) da,

0Zpo—a1
for any v > 1.

e Also for any 2 < fy < 3, we have

/ ¥(o) " de < C H(p) do
Td

0>po—ai

<C (H(o) = H(r) = H'(r)(¢ — 7)) dz, (3.3.31)

- 0>0—a1
/ b/ (0)| da< c/ h(o) d.
Td Td

This choice of b ensures that the Lemma 3.3.10 remains true.

Estimates for the remainder terms R, Ry and Rg3
We consider the following subsets of T¢ at any instantaneous time ¢:
M ={zeT0<o<p-a},
W={zeTo—o <o<o—as},

ng{xer|@—oz2§g<@}.

For any ¢ € L?(0,T; L?(T%)) we have
[ o)~ atryw o < s ([ aon(e=r? dot [ tain, o) o [ o7 s
Td Td Td Td

since suppg C (0,0 — a1). From the Lemma 3.3.7 we note that the first term on the
right hand side of the above inequality is controlled by the relative energy.



3.3. Results on weak-strong uniqueness property 99

First, we focus on the term Ry and consider

Ris(t) = /T (2-1) (U w) (@vS(V,0) ~ Veg(r)) da

o(u—U) - ((U=-u) -V,)U dx

/
+ / 10, (—h(0) + h(r) + K'(r)(o — ))div, U da
T
/11‘ (divyu — div, U)(q(0) — ¢(r)) dz.

We have calculated these terms in the Subsection 3.3.1. However, we need to be a
little careful as we consider domain T?. Instead of the Poincaré inequality(1.1.8), we
need to use the generalized Korn—Poincaré inequality (1.1.13). Thus we obtain

/ R11(t) dt <C(4, q,rU)/ E(t) dt
0 0 Td

+4C)p (/ / Do(Vzu—V,U): Dy(Veu—V,U) da dt
0o Jrd

+/ / |div,u — div, UJ? dmdt),
0 Td

for any 0 > 0 and C), is the constant coming from the Korn-Poincaré inequality. On
the other hand, the choice of b in (3.3.27) yields

T , . 1 T
/0 /]legbugg(—h(g) + h(r) +h'(r)(o —r))div; U dz dt < 8/0 /11‘d b(o)h(o) dz dt.

From this we deduce that

T _ T 1 T
/0 Ri(t) dt < C(o,p,r, U,q)/0 E(t) dt + 8/0 /’H‘d b(o)h(o) dx dt

+ 50,,(/ / Do(Veu = V,U): Do(V,u — V,U) do dt (3.3.32)
0 Td

+/ /|divxu—diva|2 dz dt).
0 Q
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Now we recall the remainder term R,

Ro(t) = | h@)e)) do— [

Q

(a(0) — a(r)) (b(o) — (b)) dx + / ¢(r)b(o) de

Q
_ /w ou®u: Vo (VA7 (b(o) — (b(0)))) dar

+ TdS(Vmu) : Va(VaAg (b(0) — (b(0)))) da

+/ ou - VAL div, (b(p)u) dx
Td

+ /Jl‘d ou- VAL (Y (0)o — b(o))divyu — (B (0)o — b(o)divyu)) dz
7
- 273,
j=1
We quickly recall the regularity class of the variables:
0 € Cy([0,T); L7(T%)) for any v > 1, p(o) € L'((0,T) x T¢)
ue L?(0,T; WH(T%RY), ou € Cy([0, T); L2 (T4 RY).
Now using the Sobolev embedding we have gu € L2(0,T; L8(T¢;R%)), and
ou®u e L0, T; LY(T4 R 0 L1(0, T L3(T% R>)) 0 L3 ((0, T) x T% R<4),

Further we note that b(p) and (o) satisfies (3.3.23). Moreover, from (3.3.30) and
(3.3.31) we have

b(o) € L=(0,T; LY (T%)) for any v > 1.

From (3.3.30) we get
1

00D = gz [, o) < €0,

for a.e. t € (0,T). Also, from the Definition 2.2.12, we have h(p) € L>(0,T; L*(T9)).
This implies

[, mebio) o < ninec)

where n € L1(0,7).

Henceforth, we use 1 as a generic function in L'(0,7) which depends on ¢, g, the
initial data (0o, (ou)o), the initial energy Ep and the strong solution (r, U).

We have ¢ is compactly supported and b(p) satisfies (3.3.23), these yield

/Td h(e)(b(e)) du —/ (q(0) = 4q(r)) (b(e) = (b(e))) dz <n(t)E(t).

Td
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This helps us to conclude
Ti+ T + T < n(DE). (3.3.33)

Let us consider the term Ty, i.e.,

[ o us VoA o) — (o)) do
We have the following identity

ouRu=9u—-U)®(u-U)+oU® (u-1U)
+0ou-U)@U+ (0—r)UU+rUxU.

From our choice of b, we note that
IV2 (Va2 (b0) = (B v resmaxay < 116(0)]| v ray, for any v > 1.
We employ the Sobolev embedding theorem to obtain
[, el =0)® (a=0): Va(V, A7 0e) ~ (b(o) da

< C(@llve(u = U)llp2(ra)llu = Ull Lo ga)1b(0) | L3 (v
< C(o,9)[lv/elu - U||%2(Td)||b(0)||is(qrd) + 6fju — U||12/V1,2(qrd)-

Eventually, we use the Generalized Korn-Poincaré inequality (1.1.13) to deduce
/T o(u=U)@ (u=U): Va(VoA; (bo) - (o)) dr
< C(6,0)mt)E) + 6 (C'p /Td Do(Vyu—V,U): Dy(Veu—V,U) do dt > .
Analogously, we have

/Td oU ® (u—U): Vo(Va A7 (b(o) — (b(o))) da

<O ([ da-0F s+ [ ploP as).

We notice that both the terms in the right hand side of the last inequality are
dominated by the relative energy.
By a similar argument, we get

[ (o= U@ U: Va(V,a7 00) = (o)) de < n(0E@) + [ o) da
and

709U Va(V.A7 00) — (o)) de < )2
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Thus, collecting all estimates of the term 74, we obtain

Ti= [ onou: VoV, A 00) - (o) da
< C(6,0,U, E) n(t)(t)

+90 <C’p/ Do(Vyu—V,U): Dy(Veu—V,U) do dt > .
Td
For the term 75, at first we rewrite
S(vxu) = (S(qu) - S(VIU)) + (S(va))

Then, with the help of the Young’s inequality and the generalized Korn-Poincaré
inequality (1.1.13), we get

/Td S(Veu) : Vo (VAL (o) — (b(0)))) dz
< C(EnH)ER)+6 (Cp/ Do(Vyu — V,U): Dy(Veu — V,U) da di ) .
Td

For the term 7Tg, we consider

ou - VAL Ndiv, (b(p)u) = o(u — U) - VA div,(b(0)(u — U))
+o(u—U) - V, A7 div(b(o)U)
+0U - VA divg (b(e) (u = U)) + oU - VA7 div, (b(0)U)

Therefore, we deduce that

/11‘(1 o(u—U) -V, A div,(b(0)(u — U)) da

< C(0)|lvo(u— U)||L2('ﬂ‘d) u— UHLG(Td)Hb(Q)HLS(Td)
< C(2.8) /21 — Ul a0y [10(0) 125 sy + 81110 = U220

In a similar way, we estimate the other terms in 74 and obtain
To= [ 0w V67 div(blow) do
< COMBER) + 0 (C /0 ' /T Do(Veu - V,U): Dy(Veu - V,U) do dr )
Now the only remaining term to be estimated from Ro is

79=A@mysgA;«y@m—b@»mwu—«H@m—b@mmﬂ»dm
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The first observation is
[, o oA (¥ (0o = blo)diveu — (¥ (o — oldiv,) do
== [ i (on = (o) (W (e)e — Ho)dive
Again, we split the integral into several in the following way:
|, e o — (ow)) (2o — lo)diveu
- /T div A7 (ou = (ou) (B (0)o — blo))div, U
+ /Td dive AL ((eu — (u)) — (0U — (0U))) (V' (0)¢ — b(0))(divyu — div, U)
+ [ AL (6U - (2U)) (¥ ()2 ~ blo)) v — div, L),
We notice the importance of considering 5 > 3 in (3.3.26) in the following expression:

[, e o = U) = (ol ~ U))(¥(e)e — b(e)) (divn — div, V)
< diva Az (e(u = U) = (o(u = U)))l| s (re)
% (1'(0)e = (o)l gz diven = div Ul arey )
< C(0) /a1 = U) sy IV (2)0 = b(0)3s ey + Dldiven = div, U .

It is necessary because we need a uniform bound of the term [|b'(g)o — b(g)H%:,(Q).
Finally, we can estimate the other remaining terms and infer that

Tr = /’]Td ou- VAT (Y (0)o0 — b(0))diveu — (b ()0 — bo)divyu)) da

<n(t)E(t) +0C, ( /W Dy(Vzu — V,U): Dy(Vyu — V,U) dt

+ / |div,u — div, U|? d:r) .
Td

Thus, by combining all the estimates, we get

/T Ro(t) dt < /Tn(t)S(t) dt
0 0
+ 40, <c / / Do(Vau — VoU): Do(Vau — Vo U) da dt - (3.3.34)
0 Td

+/ / |div,u — div, U|? dz dt>
0 Td
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Now for initial data gg = 79 € [, © — ap], we have b(gp) = 0. Hence, for R3, we get

Ro(r) < [ o= UP ) dot g [ (0~ 1)~ H )0 ) dn
(3.3.35)

We collect all the estimates of Ry, R3 and R3 from (3.3.32), (3.3.34) and (3.3.35),
respectively and obtain

5(T)+/OT » S(Vyu—V,U): (Vyu—V,U) dadt + /OT /]I‘d b(o)h(o)
< 50+/0Tn(t)5(t) i +;/0 /W b(o)h(o) dz dt

+4Cyp </0 /’JI‘d Do(Vzyu—V,U): Dy(Veu—V,U) do dt

+/ / |div,u — div,U|? d:rdt),
0 Td

for an e L1(0,T).
We use the following identity:

S(Veu — V,U) : (Veu — V,U) = uDy(u — U): Dy(u — U) 4 Adivyu — div, U|?,

and, choose § small, depending on u, A such that we have
E(T) + % / / Do(Veu — V,U) : Dy(Veu — V,U) do dt
0 JTd
T 1 T
42 / / diveu — div,U? de dt + / / b(o)h(o) dz At (3.3.36)
4 0 Td 4 0 Td
<& +/ n(t)E(t) dt
0

where n € L1(0,7).
Proof of the Theorem 3.3.13: From the hypothesis of the theorem, we have
(ro,70Uo) = (00, (0u)o).

This concludes & = 0. Since b > 0, as a consequence of Gronwall’s lemma, we
conclude that
E(t) =0 for a.e. t € (0,7).

This ends the proof of the theorem 3.3.13.
3.3.3 Generalized weak—strong uniqueness for a non-monotone isen-
tropic pressure

Now we are in the last part of this chapter. Here we consider the renormalized
dissipative measure-valued (rDMV) solutions of the compressible Navier—Stokes system
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(2.2.1)-(2.2.3), following the Definition 2.5.3 with no-slip boundary condition (2.2.5).
We consider a non-monotone barotropic pressure law, that follows (2.1.36) or (2.1.38).

Now we state the main result that describes a generalized weak-strong uniqueness
result for the Navier—Stokes system.

Theorem 3.3.15. Let Q@ C R, d =1,2,3 be a Lipschitz bounded domain. Suppose
the pressure p satisfies (2.1.36) or (2.1.38), with ¢ € C}(0,00) and v > 1. Let
{Vt,z, D} be a rDMV solution to the Navier—Stokes system (2.2.1)-(2.2.3) in (0,T) x Q,
with initial state represented by Vo and no-slip boundary condition, as defined in
Definition (2.5.3). Let (r,U) be a strong solution to the same system in (0,T) x Q
with initial data (ro, Ug) satisfying ro > 0 in Q. We assume that the strong solution
belongs to the class

r, Vor, U, V,U € C([0,T] x Q), 9;,U € L*(0,T; C(;RY)), r > 0, Ulpg = 0.
(3.3.37)

Then there exists a constant A = A(T), depending only on the norms of r, r—1, U,
and the initial data (rg, Ug) in the aforementioned spaces, such that

/Q KV Soli— U+ H(2) — H(r) — H'(r)(2 - r>>] dz + D(7)
< A(T)/Q [<V0,m; %Z)Iﬁ — Ug(z)|* + H(2) — H(ro(z)) — H'(ro(2))(2 — To(x))>] i,

for a.e. 7€ (0,T), Up(z) =U(0,2) and ro(x) = r(0,z) for x € Q. In particular, if
the initial states coincide, i.e.

VO,x = 5{r0(z),U0(x)}> f07‘ a.e. T €X) (3.3.38)
then D =0, and
VT,:L‘ = 6{T(T,CE),U(T,Z),VxU(T,LE)} for a.e. (’7’,1‘) € (O’T) x .

Since, In initial energy is dependent on the density and the velocity it enough to
consider Vy , as described in (3.3.38).

We recall that considering suitable test functions we already have the relative
energy inequality, see Lemma 3.2.6. From the hypothesis of the Theorem 3.3.15 we
have assumption 7o(x) > 0 in . Using the above observation on the strong solution
(r, U) we rewrite the Lemma 3.2.6 in the following way:

Lemma 3.3.16. Let (V,D) be a rDMV solution that follows the Definition 2.5.3.
Suppose(r,U) is a strong solution in the class (3.3.37) with initial data (ro, Ug) such
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that ro > 0 in Q. Then the following inequality is true for a.e. 7 € (0,T):
Em() 0 [ [ VDol = V,0): Bo(By — V1) o
+)\/O /<Vt,m; | 7r(Dy) — div,U|?) dz dt +D(7)
< /Q [<v0,x; ol — Uol? + H(z) — H(ro) ~ H'(ro) (@~ r0)>} dr

+f Vi (0(@—U)-V,)U- (U —u)) dr dt
/0 /Q (3.3.39)

T B B 1 '
+/0 /(Vt,x, (o0 —7)(U—n1))- ;(dwa(VxU) — qu(r)) dx dt
+/ / Viw; (—h(2) + h(r) + K (r)(2 —r))) div,U dx dt
/ / Vi ((2) — q(r)) (TH(Dy) — div,U)) de dt
+ HUHC'l([O,T}Xﬁ;RN) /OT f(t) ) dt = 26 1I

Estimates for the remainder terms

To simplify the calculation, we assume
2;U € C([0,T] x Q; RY). (3.3.40)

First, we note that for our assumption of the pressure law, the Lemma 3.3.2 and 3.3.3
remain true in this case. To obtain our desired result, let us estimate the terms Z;,
fori=1,---,6 in (3.3.39).

Remainder term 7Z;: We have

1 Zo| < HU\Cl([O,T}XQ;Rd)/O Emu(t) dt . (3.3.41)
Remainder term 7;: Similarly, using the Lemma 3.3.3 we get
|Z4] < C/ Emp(t) dt . (3.3.42)
0

Remainder term Z3: Here we introduce a function ¢ € C2°(0, 00) with
0 < <1, such that
Y(0) =1 for p € (r1,r2),

where 71,79 is related with the Lemma 3.3.2 and (3.3.3). Without loss of generality
we assume 7 < & 5 infr, 79 > 2 x supr and supp(q) C (r1,72). We rewrite

<Vt,x§ (0—7)(U-u))
= Vi ¥(2)(2 = r)(U = @)) + Vi (1 = 4(2))(2 — r)(U — @)).
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Consequently we obtain

2(~ 2/
Vi 0@ (@~ (U - 0) < 5 (Vs =17+ 5 (v g0~ ).
(3.3.43)

Now using that 1 is compactly supported in (0,00) and Lemma 3.3.2 we conclude
that,

| [ 0nwl@@= (U - @) - (@iv.S(7.0) - Vagl) da
1

) / Emo(t) dt .
C([0,T]xQ;R4) JO

We rewrite 1 — ¢(2) = w1(2) + wa(0), where supp(wy) C [0,71) and supp(ws) C
(’I"Q,OO),

Vs (1 =(0))(0 —r)(U = 1)) = Viz; (wi(0) +we(0))(0 —7)(U — ).

For 6 > 0 we obtain,

(3.3.44)
< Hr(disz(VxU) — Vaq(r)

(Vew; w1(2)(2 —r)(U = @) < O8) (Ve wi(@)(2 — 7)%) + 6(Via; [U — 0.
Hence, the generalized Korn—Poincaré inequality (2.5.15) implies
| tssr@ie = (v - ) da
0
< C/ Emo(t) dt +5/ /<vt,x;|D0(ﬂ)Tv) —Do(V,U)|?) dz dt .
0 0 Jo

We know wo(p) > 0 and, |p—r| < 2pif p > 2re. Now using Youngs inequality (1.1.1),
we obtain

(Vews w2(2)(2 — r)(U = @) < C (Vg3 w2(2)(2 + 2[U — ).
It yields
| [ 0rwa@@=riw -y e at <) [ et ar.
We take § small enough and combine all the above terms to obtain
1Z5] < C/OT Emu(t) dt + Z/OT /Q<Vt,x; IDo(Dy) — Do(V,U)?) da dt . (3.3.45)

Remainder term 7Z5: From our choice of ¢ and ¢ we get

q(2) —q(r) = ¥(2)(q(2) — q(r)) — (1 = ¥(2))q(r).
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Since ¢ is compactly supported C! function, we have

|4(2) — a(r)] < C(¥(0)o — |+ (1 = ¥(2))).
As a direct consequence of Young’s inequality (1.1.1) with 6 > 0 we deduce that

(Vew: (a(2) — q(r)(Tx(Dy) — div,U))
< %m,x; (¥(@)(@ =) + (1 =9(2)))) + 8(V1a3 [ Tr(Dy) — diva UJ).
Further using Lemma 3.3.2 and choosing an appropriate ¢, we infer
|Z5| < C/OT Emp(t) dt + ;‘/OT/Qm,x; ITr(Dy) — div,U|?) da dt . (3.3.46)
Remainder term Zg: From the definition of defect measure we know
(M (7); V) (pm@raxay c@rixayy| < ET)DT) ol o1 )
This implies

Zs| < C/OTg(t)D(t) dt . (3.3.47)

Proof of the Theorem 3.3.15:

Considering the above discussion, additional assumption (3.3.40) and combining
all estimates of Z; for i = 2, 3,4, 5,6, we have

Emu(T) + % / ' /Q (Vi3 Do(Dy — V,U) : Dy(Dy — V,U)) dz dt
0
i ’ | Tr(Dy) — div, U?) dz T
w5 <v:x,rT (B) — div,UP) dz dt +D(r) o
< [ [0z ot =0 + @)~ 100 - 0@ - ra)] d
Q

+C(r,U,q) /OT Emy(t) dt +/OT£(t)D(t) de .

Now applying Gronwall’s lemma, we conclude

J KV Sl — U+ H(D) — () — ()@ - >>] dz +D(r)
= A(T)/Q [<V0’x; %Z}’ﬁ — Uo(x)|* + H(2) — H(ro(x)) — H'(ro(2)) (2 — ro(x))>] dz,

for a.e. 7 €[0,T].

Remark 3.3.17. For simplicity of the proof we assume (3.3.40). If we stick to only
(3.3.37), then we have [ 9.y, ()Emu(t) dt , where 5.y ) € L'(0,T) instead of
the term ¢(r, U, q) [y Emo(t) dt in (3.3.48).
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Navier Slip boundary condition

A possible adaptation in the context of Navier slip boundary condition(2.2.6) is
possible. Here we have the following proposition:

Proposition 3.3.18. Let Q C R?, d = 1,2, 3 be a Lipschitz bounded domain. Suppose
the pressure p satisfies (2.1.36) or (2.1.38), with ¢ € CL(0,00). Let {V;.,D} be a
rDMV solution to the Navier-Stokes system (2.2.1)-(2.2.3) in (0,T") x §, with initial
state represented by Vy and Navier-slip boundary condition, as defined in Definition
(2.5.7). Let (r,U) be a strong solution to the same system in (0,T) x Q with initial
data (ro, Ug) satisfying ro > 0 in . We assume that the strong solution belongs to
the class

r, Vor, U, V,U e C([0,T] x Q), 9,U € L*(0,T; C(%RY)), r > 0, Ulyg = 0.
(3.3.49)

Then there exists a constant A = A(T), depending only on the norms of r, r—1, U,
and the initial data (ro, Ug) in the aforementioned spaces, such that

/Q KV S8 UP+ H@) — Hir) ~ H ()2 - >>} dz + D(7)
: A(T)/Q K"“; S816 — Uo(a) P + H(@) ~ H(ro(a)) — ' (ro(a)(& — To(x))ﬂ dz,

for a.e. 7€ (0,T), Up(x) =U(0,2) and ro(x) = r(0,x) for x € Q. In particular, if
the initial states coincide, i.e.

Vo0 = 0{ro(2),Uo(z)}> Jor a.e. © €Q
then D =0, and

Vrz = 8fr(r2),U(r2),. Vo Ulra)} fOr a.e. (1,2) € (0,T) x Q.

The proof is almost similar to the proof of the Theorem 3.3.15. We have the
relative energy inequality from the Lemma 3.2.7. We need to obtain a lemma similar
to Lemma 3.3.16.

Now, if we compare the Definition 2.5.3 for the no-slip boundary condition with
the Definition 2.5.7 for the Navier slip boundary condition, we notice two different
variants of Generalized Korn-Poincaré inequalty (2.5.15) and (2.5.21). In the context
of Navier-slip boundary condition, we need to use (2.5.21) appropriately for the term
73 in (3.3.39).

3.4 Concluding remark

Hypothesis on the adiabatic constant v and ¢ in (3.2.5) is related to the growth
of the perturbation ¢ when ¢ — oo. The weak-strong uniqueness result (Theorem
3.3.4) remains valid as soon as

q'(0) = o for o — oo, Wherea+1§%,7>1.
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The weak- strong uniqueness results are available for different systems of fluid
dynamics by Berthelin and Vasseur [13|, Mellet and Vasseur [101], or Saint-Raymond
[109] to name a few examples. In the context of hyperbolic conservation law, there is
a generalized weak-strong uniqueness result by Brenier, De Lellis and Székelyhidi [18§]

For a monotone pressure law and a bounded domain §2, the weak-strong uniqueness
property for the compressible Navier—Stokes system with inflow-outflow boundary
condition is proved by Kwon, Novotny and Satko [93]. We expect a similar result for
a non-monotone pressure law.

For Navier—Stokes-Fourier system weak strong uniqueness result was proved by
Feireisl and Novotny [73] and later extended by Jesslé, Jin and Novotny [87].

We have introduced a dissipative solution of the Navier—Stokes system for a
monotone pressure law. We can observe a similar generalized weak—strong uniqueness
for this class of solutions. It is fairly straightforward, but outside our scope in this
thesis.

In the context of weak-strong uniqueness for the isentropic Euler system with
a non-monotone pressure law, a limitation arises in the adaptation of the similar
argument, since the viscous term plays a central role.

For a hard-sphere type pressure law, the proof of the weak-strong uniqueness
property for a bounded domain without slip boundary condition is still open. We use
VA7 (b(0) — (b(0))) as a test function in the momentum equation and adjoint of
operator VA, ! plays a crucial role later. If we consider some different boundary
condition like no slip, we have to replace V,A_ ! operator by Bogovskii operator B,
see Galdi [84, Chapter III|. In that case adjoint of B is quite different from adjoint of
VAL



Chapter 4

Singular limit and multiple scale
analysis for a perfect fluid

4.1 Introduction

In this chapter we are interested in singular limit problems. We consider a system
with characteristic numbers. As mentioned earlier, this system is called the primitive
system. Then we will identify the target system when the characteristic numbers are
small or large. The classical approach is to consider classical (strong) solutions of the
primitive system and expect them to converge to the classical solutions of the target
system. We have already pointed out in the introduction that the main limitation of
this approach is that in most cases there is no global existence of a strong solution
of the primitive system. The second approach is based on the theory of generalized
solution. As mentioned earlier, the Navier—Stokes and the Euler system admit a
global in time generalized solution. Two methods may be adopted here to solve the
problem:

I. The first method is to consider generalized solutions of the primitive system and
expect them to converge to a generalized solution of the target system. Then the
generalized weak-strong uniqueness of the target system provides convergence in
the life span of the strong solution of the target system.

II. Another method is based on the use of the relative energy. We consider the
generalized solution of the primitive system. Assuming that the existence of a
strong solution of the target system is known a priori, we use it as a test function
in the relative energy and obtain convergence.

We have the following advantages:

e Generalized solutions of the primitive system exist globally in time. Therefore, the
result depends only on the life span of the target problem, which may be finite.

e Convergence holds for a large class of generalized solutions, indicating some stability
of the limit solution of the target system.

111



112 Chapter 4. Singular limit and multi-scale analysis

Here we describe the two problems we are interested in

e In the first problem, we consider the compressible Euler system with low Mach
number limit. We assume that the spatial domain is R?. Here we consider a
dissipative solution of the compressible Euler system and find that it converges to a
dissipative solution of the incompressible Euler system. In R?, the incompressible
Euler system has a global in time strong solution, so we obtain the desired result
using weak-strong uniqueness for suitable initial data. On the other hand, in R3,
we have only local existence of strong solution for the incompressible Euler system,
so we can prove convergence only locally in time.

e In the second case, we consider a rotating compressible Euler system in R? x (0, 1).
We study the effect of the low Mach number limit (also called incompressible limit),
low Rossby number limit and low Froude number limit acting simultaneously on the
system and with different scale interactions. Since a low Rossby number indicates
fast rotation, the resulting flow is expected to be planar. Depending on the multiple
scaling, we obtain different target systems, although all describe incompressible
fluids.

There are a number of articles dealing with the low Mach number limit in the context
of measure-valued solutions. In Feireisl, Klingenberg and Markfelder [62], Bruell
and Feireisl [23], Bfezina and Macha [25], it is shown that measure—valued solution
of primitive system, describing a compressible inviscid fluid, converges to a strong
solution of the incompressible target system given suitable initial data. The ‘single—
scale’ limit of the rotating Euler system was studied by Necasova and Tong in [103]
using the measure—valued solution.

4.2 Low Mach number limit for the Compressible Euler
system

We consider T > 0 and Q = R? with d = 2,3. We quickly revisit the scaled
compressible Euler system in the time-space cylinder Qr = (0,T) x R? which
describes the time evolution of the mass density o = o(t,z) and the momentum field
m = m(t, z) of the fluid :

Sr 0z0 + div,m = 0,

m ® m 1 (4.2.1)
Sr o div, Ve =0.
roym + div. ( 0 > + NMaZ p(0)

e Pressure Law: In an isentropic setting, the pressure p and the density o of the
fluid are interrelated by

p(o) =ag”, a>0, y> 1. (4.2.2)

e Scaling: The scaled system contains these characteristic numbers:
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Sr— Strouhal number,

Ma— Mach number.
Here we consider,

Sr ~ 1 and Ma =~ € for € > 0. (4.2.3)
For each € > 0, we denote (g, m.) the solution of the system. We provide a suitable
initial data condition and a far field condition as follows:

e Far field condition: Let (g,0) be a static solution of the above system with
o > 0. We assume

0c — 0, m — 0 as |z| — oc. (4.2.4)

e Initial data: We supplement the initial data as
QE(Oa ) = QE,O? mE(O) ) = me,[)' (425)

The main goal is to study the low Mach number limit of the system, i.e., as € — 0,
(0e, m.) converges to certain functions satisfying a system of equations. We are
interested in the dissipative solution of the primitive system.

Remark 4.2.1. Here we consider a dissipative solution of the system following the
Definition 2.6.6. Although the definition is given for € = 1. We can modify it for
scaling (4.2.3). The term fOT Jga P(0)divye dz dt in the equation (2.6.17) is replaced

by 6% fOT Jga P(0e)divae da dt and the energy inequality is given by

ol

[ (B 2o - - 0P@ - P@) ) ar+ [ ae(n
< [ (Bl et - o0 - 970 - P@) an

Here we fix some notation and recall important results for this chapter:

e We denote
m* 1 N\ pl(= —
E(r) = + 5 (P(ec) = (¢c —2)P'(2) = P(o) ) (7)) du.
R4 Q¢ €
e Here we consider P(p) = ~%5 07 for the pressure law (4.2.2).

e Let 7 be a positive real valued function and let its range lie in a compact subset of
(0,00). Then for any ¢ > 0, there exists r1,79 > 0, that depends on r such that

(g—r)2 forr <p<ry

P(o) — (o —1)P'(r) — P(r) > ¢(r) { , (4.2.6)

1+ o7, otherwise

where ¢(r) is a constant dependent on r. We note that if v > 2, one can consider
1 + ¢? instead of 1 + o7 in (4.2.6). Taking the last observation into account, we
can replace v by v/ = min{2,~} in (4.2.6).
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e Essential and residual part of a function: We introduce a function x = x(o)
such that

X(-) € C(0,00), 0< x <1, x(0) = 1if o1 < 0 < 09,
where 01, 02 > 0. For a function, H = H(p,u) we set

[H]ess = X(Q)H(Qa u)v [H]res = (1 - X(Q))H(Qa u)' (4'2'7)

4.2.1 Derivation of the target system

Here is an informal justification of how to obtain the target system. First, we note
that (p,0) is a static solution of the scaled Euler system (4.2.1)-(4.2.3) with far field
condition (4.2.4). Consider

oc=0+eo) + 0P 4
m, = ov + emgl) + 62m£2) + -

As a consequence of the above we obtain

plo) = (@) + ' @6l + W @0 + 2 @) + o).

From the continuity equation and the momentum equation we get
odiv,v + (90 + div,m{M) + o(?) = 0

and

GO + (v Vov) + Va0 (@) + - ;'@ )(0M)?)

L@@ Va0") 4 0(e) = 0.

Qe ) — q and m, — pv in a strong sense. This implies

Further, we assume (
div,v = 0.

Let H be the Helmholtz projection. Now div,v = 0 implies H[v] = v. Let ¢ : R? — R
be a smooth scalar field. Then we have H(V,¢) = 0. It yields

div,v = 0,
(4.2.8)
H([0yv + (v - V)v] = 0.
In other words, the system (4.2.8) is also described as
divyv =0,
e (4.2.9)

8tV + (V . VI)V + VxH = 0,

where II is the pressure, which is unknown.
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Dissipative solution of target system

For the incompressible Navier—Stokes the idea of dissipative solutions was in-
troduced by Abbatiello and Feireisl 1], which can be extended analogously for the
incompressible Euler system in R%. First, we prescribe an initial data for the system
(4.2.9)as

v(0,-) = vy with vo € L2(R%RY). (4.2.10)
The definition is as follows:

Definition 4.2.2. We say that v € Cyear ([0, T]; L2(R% R%)) is a dissipative solution
of the problem (4.2.9) with initial data (4.2.10) if there exist turbulent defect measures
(€, €) with

Cm € Lywar(9(0, T3 MT(RERE), €0 € Ly (0, T; MF(R)),

such that the following holds:

e Compatibility of turbulent defect measures: There exists A1, Ao > 0 such
that

A Tr(€,) < € < AyTr(€,y). (4.2.11)

e Incompressiblity: For any 7 € (0,7) and any ¢ € C1([0,7) x R?) it holds

/ / v-Vypdrdt =0. (4.2.12)
Rd

e Momentum equation: For any 7 € (0,7) and any ¢ € C}([0,T) x R% RY) with
divye = 0, it holds

t=T1
[ v et
RE t=0 T (4.2.13)
:/ /[v-8t<p+v®vzvxcp]dxdt+/ Vap 1 d&, dt.
0 JRd 0 JRd

e Energy inequality: For a.e. 7 € [0,T), we have

1
/ —|v(r,)|? dx—i—/ d &.(r, -)g/ ~|vo|* dz. (4.2.14)
]Rd 2 Rd ]Rd 2
4.2.2 Main Result

We say that the set of initial data {(go., mo 6)}6>0 is well-prepared if

0 < 0o € L2 N L®(RY) and 22€ ¢ L2(RY;RY),
00,¢

for each € > 0, and they have the following property
00.c = 0+ €.V with gV — 0 in L2(RY),

£ 5 vp in L2(R%GR3) with div,ve = 0.
00,¢

(4.2.15)

Uo.e =
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Theorem 4.2.3. Let pressure p follows (4.2.2). Let {(00,e, Mo ) }es0 be a family of
well prepared initial data, i.e., it satisfies (4.2.15). For each € > 0, (¢, me, Rin,, Re, )
is a dissipative solution of the compressible Euler system for the initial data (0o,c, mo.c).
As € — 0, (0, me, R, Re.) converges to a dissipative solution (v, &, €.) of the
incompressible Fuler system with initial data vq.

Moreover, an additional assumption

vo € WEEHRY) with divyvy =0, for k> d+1 (4.2.16)

ensures a local in time strong solution 'V of the incompressible Fuler system, i.e., there
exists Tmae > 0 such that V. € CY([0, Tinaz); WH2(RERY)) and it solves (4.2.9) in
point wise sense. The condition (4.2.16) implies v ="V in C([0, Timaz); CT(R% R?)),
¢, € =0 and

e v in L2 ((0, Tas) x R RY).

Q¢

Remark 4.2.4. If d = 2 and v satisfies (4.2.16), the incompressible Euler system
has global in time strong solution, see [89]. In this case Theorem 4.2.3 remains true
for any 7' > 0.

Here we provide the proof of the theorem4.2.3. For the sake of simplicity, we
assume g = 1.
Uniform bounds and convergence

First, we want to obtain certain uniform bounds on the variables (g, m¢). We

assume that (0., m.) is a dissipative solution. We recall the energy inequality

)

EE(T) =+ / d meé (7-7 ) < Fope (4217)

for a.e. 7 > 0, with

E _ 1 |m5’2 /
(1) = . s—— + Poe) — P(1) — P'(1)(ee — 1)) | dz.
R
The choice of well-prepared initial data (4.2.15) gives an uniform estimate for the
initial energy, i.e.,
EO,E < Cu

where C' independent of e. This along with (4.2.6) gives the following uniform
estimates:

me
ess sup <,
te(0,7) I V Qe || 12 (R4;R3)
-1
ess sup [96 ] <C,
t€(0,T) € ess || L2(R%)

ess sup ”[Qe]restW(Rd)—FeSS sup ||[1]res\|zw(Rd) < &C.
te(0,T) te(0,T)
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In the last expression, the essential part | - |ess and the residual part [ - ]yes is
considered in the similar line of (4.2.7), particularly choosing g1 = % and g2 = 2.
Hence we have

2
ess sup ||[oc — @]r65||L"f(Rd) <e
te(0,T)

From the last equation we get

(=)

First we observe that for 1 <~ < 2,

(=)

with C' is independent of e.
For v > 2 is a bit simpler. From the Remark 4.2.1 we note that

(=)

where C' is independent of €. In other words, we infer that

Qe — 1
€
with 4/ = min{~, 2}.

Thus, we have the following convergence:

<(1+e Yo
L>°(0,T;L24 L7 (R%))

<,

L2°(0,T;L2 4L (R4))

<C,

Lo°(0,T;L2(RY)

<C,
L= (0,T;L2+ L7 (R))

1%

(1) — (Qe - 1) N Q(l) { Weak—(*)ly in LOO(()’T, L2 + L'Y(Rd))’ for1 < v < 27
¢ €

B weak-(*)ly in L0, T; L?(R9)) for v > 2,

m, . 2 md. md
— v weak-(*)ly in L*°(0,T; L*(R% R%)),
N (*) ( ( )

(4.2.18)
at least for a suitable subsequence. For 1 < v < 2, we obtain
0c — 1in L>(0,T; L? + L7 (R%)).

and
||m6||L°°(O,T;L2+L2'Y/W + 1(Rd;Rd)) S C.

Thus passing to a suitable subsequence, we have
m, — m weak-(¥)ly in L>(0,T; L? + L/ *1(R%; RY)).

The strong convergence of g, together with (4.2.18) implies m = v, in the sense of
distribution.
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Arguing similarly for v > 2, it holds
0c — 1 in L=(0, T; L*(R%))
and
M| oo 0,702+ L2/3 (RERAY) < C.
Therefore, we again deduce that
m, — m weak-(¥)ly in L®(0,T; L? + L'*(R% R%)),

for a suitable subsequence as the case may be. Furthermore, we have m = v, in the
sense of distribution. Thus we have,

m
€ v weak-(¥)ly in L%°(0, T'; L?>(R%; RY)).
N (*) ( ( )

Defect measure and limit passage

Letting € — 0 in the continuity equation we have,

/ / v-Vzp dr dt =0,
0 JRd

for any 7 € (0,T) and any ¢ € C.([0,T) x R?). We observe the following uniform
estimate

<C

Lo (0,T; L1 (R4;RAx )

Qe

Also energy equation gives us uniform bound for the convective term
L>=(0,T; L' (R4 R%)) norm. Hence we obtain
m€ ® mE
Qe

me®me ln
Qe

— Cl Weak—(*)ly in Li,%ak_(*) (07 T; M(Rd§ Rg;rrcll))

Analogously for the kinetic energy we observe

1|m,

5 — Cy weak-(*)ly in L;’;ak_(*)(O,T;M(Rd)).
Oc

Furthermore, we already have

m
W = —= — v weak-(¥)ly in L% (0,T; L*(R%GRY)),
N (*) () ( ( )

Consider b(A) = 3|A|? for A € R% It is a convex function. We note that Co = b(w),
where b(w) is the weak-(*) limit of b(w,) in L;"f;ak_(*)(O, TM(R?)). Proposition 1.3.17

implies that

2
v
Q:z = CQ - |2 S LSVoeak—(*) (O,TM+(Rd))
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Next consider
2 =C-vav.
It is easy to verify that for any &€ € R and V € R%*¢,
VaV:iéaé=|V- ¢~
and the mapping V + |V - £]? is a convex function for any ¢ € R?. Tt yields

€, =C1—v®V E LY (0, T; MT(REREE).

Sym
Since

/ AR, (r,-) < C,
]Rd

we have the uniform estimate for energy defect measure for a.e. 7 € (0,7) The
compatibility of defect measures R, and R._ implies

mme - Q:}n WG&k—(*)ly in Lx?voeak—(*) (07 T7 M(Rd7 Rg;(rrcll))v

Re, = € weak-(*)ly in Lygy (0, T; M(RY)).

We define the total turbulent defect measure as

Cp=Ch +¢2 and ¢, =€} + 2

Tr(m€ ® mg) _ lm,|?
Qe Qe

and the relation between pressure and pressure potential we infer the compatibility
of the defect measure €, and €, as in (4.2.11).

We notice that the class of test function for incompressible Euler system is
@ € CH[0,T) x R%RY) such that divye = 0. For such ¢ in the scaled momentum
equation we have,

Using the fact

[ )t s -

R< t=0
:/ / [me-8t<p+ (W> :ngo] dz dt +/ Vo : ARy, di .
0 R4 Oc 0 Rd

(4.2.19)

Therefore, using the convergence of state variables and the characterization of nonlin-
ear term by a defect measure, we conclude

Lrorwors]

:/ / [V-0wp+vRVv: Vel dr dt +/ Vap 1 de, dt.
0 JRd 0 JRd
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From the lower semicontinuity of the norm, we obtain the following form of energy

1 1
/ v )P da+ / de(r ) < / Lvol? de.
RdQ Rd ]Rd2

We conclude (v, €,,, €, ) is a dissipative solution for incompressible Euler equation.

inequality:

Weak(dissipative)—strong uniqueness for incompressible Euler system

In the review article Wiedemann [121, Theorem 3.4] proves generalized weak—
strong uniqueness for the incompressible Euler system. Drawing inspiration from
that, we consider the relative energy as

e(v|V)(r) = /R v — VI2(r) da, (4.2.20)

for 7 € (0, Timax), Vv is an dissipative solution and V is the strong solution. It is easy
to verify that

e(v|V)(r) +/ d C(r,-)
R4
< e(vo, V(0)) + C </ e(v | V)(t) dt +/ / Tr (A€ (-)) dt),
0 0 JRrd
for a.e. 7 € (0, Tinax). Furthermore, the choice of initial data vo in (4.2.16) and the

assumption vo = V(0, -) imply the desired weak-strong uniqueness in (0, Tax) X R%.
This infer that the defect measures vanish, i.e.,

¢, =0and € =0. (4.2.21)

Local strong convergence

The equation (4.2.21) shows that
— 1
b(w) = - |v|>.
W) = 5V

Let B be a bounded subset of R% and T' < Tipax. We notice that b and w, satisfy the
hypothesis of the Lemma 1.3.26, and as an immediate consequence, we have

1
b(w,) — §|V|2 weakly in L'((0,T) x B).

T T
/ /b(wé) dz dt %/ / Iv|? dz dt ,
0 B 0 B

the L?-norm convergence of w..

It implies
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Moreover, we have
w. — v weakly in L*((0,T) x B).
Weak convergence together with norm convergence in (0,7') x B asserts that
we — v in L*((0,T) x B).

This ends the proof of the Theorem 4.2.3.

4.3 Multi-scale analysis of a compressible rotating invis-
cid fluid

In this section we are interested in studying the singular limit problems of a
rotating compressible inviscid fluid. We consider the model of a rotating fluid as
described in Chemin et al. [32]. Let T > 0 and Q(C R?) = R? x (0,1) be an infinite
slab. The rotating Euler system is the barotropic Euler system (2.3.1)-(2.3.2) with
forcing term

of = =b xm+ oV,G. (4.3.1)

The term b x m represents the effect of rotation (Coriolis force) with the axis of
rotation b and the effect of gravitational force is given by V,G. We have neglected
the effect of the centrifugal force.

We consider the scaled compressible Euler equation in the time-space cylinder
Qr = (0,T) x Q which describes the time evolution of the mass density o = o(t, z)
and the momentum field m = m(t, z) of a rotating inviscid fluid with axis of rotation

b =(0,0,1):
e Conservation of mass:

Sr &0 + div,m = 0. (4.3.2)

e Conservation of momentum:

. m ® m 1 1 1
Sr 9ym + div, < . ) + a2 Vap(o) + %b X m = ﬁgva. (4.3.3)

e Multiple scaling: The scaled system contains characteristic numbers:
Strouhal number(Sr), Mach number(Ma), Rossby number(Ro) and Froude num-
ber(Fr).
Here we consider a multiple scaling as

Sr =~ 1, Ma~ €™, Ro~e¢, Frae” fore >0, m,n > 0. (4.3.4)
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e Pressure law: The pressure p and the density o of the fluid are interrelated by
the standard isentropic law

p(o) =ag’, a>0,v>1. (4.3.5)

Thus for each € > 0, a solution of the system is denoted by (g¢, m¢), just to indicate
the dependence of solutions on scaling parameter. Now to complete the formulation
we introduce the initial, boundary, far field and other important conditions.

e Boundary condition: Here we consider impermeability or slip condition on the
horizontal boundary, i.e.

m,-n =0 on 022, where n=(0,0,+£1). (4.3.6)

e Far field condition: Let us introduce the notation x = (x5, x3) € Q and the
projection of x in R? as Py(x) = xp.

For each € > 0, we identify a static solution (p.,0) that satisfies (4.3.2)-(4.3.3)
with (4.3.4). More specifically, a static solutions is a pair (9., 0), where the density
profile p, satisfies

Vap(2e) = €5, V.G (4.3.7)
We assume the far field condition as,

loc — 0] — 0, m — 0 as |z, — oco. (4.3.8)

e Initial data: For each ¢ > 0, we supplement the initial data as
96(07 ) = 0¢,0, me(07 ) = M¢ Q- (439)

e Choice of GG: We consider
G(z) = —Azs in Q, with A =0 or 1. (4.3.10)

In certain cases we can ignore the gravitational effect by considering A = 0.
For A =1, G corresponds to the gravitational force acting in the vertical direction.

Remark 4.3.1. As a matter of fact, the driving potential G can be seen as a sum
of the centrifugal force proportional to the norm of the horizontal component of the
spatial variable i.e. (z3+42) and the gravitational force acting in the vertical direction
x3. We omit the effect of the centrifugal force in the present section motivated by
certain meteorological models.

Remark 4.3.2. We are interested in multiple scaling of (4.3.4), i.e., we choose
different m,n € N.
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Dissipative solution for a rotating Euler system

We are interested in the dissipative solutions of the primitive system (4.3.2)-
(4.3.3). For the domain = R? x (0, 1), we introduced the definition of a dissipative
solution for the Euler system in Chapter 2, see Definition 2.6.12. For the definition
of a dissipative solution for a rotating fluid, we now substitute f following (4.3.1) in
Definition 2.6.12. However, we note again that the definition is given for ¢ = 1. For
any € > 0, we can modify it by observing the Remark 4.2.1 from the last section.

Thus, for € > 0, we denote (9., m,) as a dissipative solution with turbulent defect
measures (R, ,Re.) of the system (4.3.2)-(4.3.3) with constraints (4.3.4)-(4.3.10)
following the Definition 2.6.12.

Remark 4.3.3. It is worth to noting that the term (—b x m) does not contribute
in the energy, since the following identity is true for any vector v € R3:

bxv-v=0, forb=(0,0,1).

4.3.1 Relative energy inequality

In our approach, relative energy functional plays an important role. We consider
a scaled version of relative energy as

Ec(t) = E(0c, mc|p, ) (t)

where 9, t satisfies

0<0€C>®(0,T]) x Q) with p — p, having compact support in [0, 7] x Q,
a e C([0,T] x O RY) with @-n = 0 on 99,
(4.3.12)

and, (0., m.) is a dissipative solution of the system.

Remark 4.3.4. Let p, u satisfies (4.3.12) and 0 < g1 < 02. We consider a function
X = x(0) such that

X(-) € C(0,00), 0< x <1, x(0) =11if o1 < 0 < 09,
For a function, H = H(p,u) we set

[Hless = x(0)H (0, m), [Hlres = (1 — x(0))H (0, m). (4.3.13)
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The relative energy is a coercive functional (see. Bruell and Feireisl [23, Section 2|),
that satisfies the following estimate:
Qe

2 lm,|?
} dz + / {] dx
| ess Q Qe res (4314)

1
~\2
=+ egim Q[(Qe - Q) ]ess dx + 627771 /Q[l]res + [QZ]res dz,

me

£ (0c, ucl, 1)(t) Z/ﬂ [ me

for t € (0,7).

In Section 3.2, we derive a relative energy inequality for viscous fluids. In this
case, a similar scaled version of the relative energy inequality is possible and given in
the next lemma.

Lemma 4.3.5. Let (0,0) be a static solution and (e, m¢) be a dissipative solution
of system (4.3.2)-(4.3.10) with defect measure (Re,, Ry, ) for finite enrgy initial data
(00,e, M) that follows the Definition (2.6.12). Suppose (0, 0) satisfies (4.3.12). Then
we have the following inequality

E(r) + /dm )

< Epe — // . — o) 8tudxdt—//< —oq ®m€>:vmﬁdxdt
// p(0¢) ))divya dx dt +// 0¢)0: P (p) dx dt
//bxme-ﬁdxdt

T / / ot —m,) - (V,P'(2) - V. P'(0.)) do dt

62"// —gVGudxdt—//V t,-) dt .

where &y is the following expression

/ 1
5 00,
al27"

Remark 4.3.6. The proof of this lemma is similar to the one we performed in the
last chapter (see, Section 3.2). We only need to deal with the scaled system by
considering the Remark 4.2.1.

(4.3.15)

2

o + o (Ploo) = P(2(0,) = P'(2(0, ) 00, ~ 2(0, ) | d-

- = ﬁ(ov )

00,¢

Remark 4.3.7. Instead of considering (p, 1) as a smooth function, we can extend
this to a suitable class of Sobolev functions as we have described in Proposition 3.2.8.
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4.3.2 Derivation of target systems: Multiple scales

Here is an informal justification of how we obtain the limiting system, which we
call the target system. First, we note that (g.,0) is a static solution of (4.3.2)-(4.3.3)
satisfying

V.p(2,) = A2 5 V,G. (4.3.16)

Let us consider an asymptotic expansion around the (., V) as

0e =0+ Mo+ o,
u =v+evi) 4 2my@

Using the fact m, = gcue, we have

where mgl) = gevgl) + ggl)v. As a consequence of the above, we obtain

D 2 (300 + "2 (6D)2) + o).

p(oe) = p(2.) + ¢"p'(2c) oc 5

Substituting this into the continuity and momentum equation, we get
dive(2,v) 4 €001 + div, (v 4+ volV) + o(e?™) = 0 (4.3.17)

and

h(2ev) + (2 Va)V + Vo (p'(zw@é” + ;p”(z)exgé”)?)
FE b xm o Vap(d) + Ve @)Y+ @b xv)  (4318)
— AE%@EVIG +o(e™ ™) = 0.
In order to take into account ‘multiple scaling’, we consider three different cases as
e (Case I:) the gravitational force is absent, i.e., A =0, m =1,

e (Case II: ) the gravitational force is present and Mach and Froude number has
same scaling, i.e, A=1 m=n=1,

e (Case III:) the gravitational force is present and the effect of Mach number is
dominant, i.e., A =1, § >n > 1.
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Case I: A =0, m = 1; Target System: Geophysical Flow

First, from (4.3.7) we observe p, = p, a constant. Without loss of generality, we
assume p > 0. Therefore, we rewrite (4.3.17) and (4.3.18) as

odiv,v + €(30Y + div, (v + vol)) + o(e?) = 0,

and
0 + (v V) + V. (§(@d + 3 0l
+bxm) + %(p’(@)vxgé” +0b x v) +o(e) =0,
respectively, where mgl) = vgl)@ + Vggl).

Furthermore, we assume (%) — g and u, — v in some strong sense. Then, as
a consequence, we have

P (0)Veq+ob x v =0,

div,v = 0,

0(0v+ (v-V)v)+ V.11 + b x my =0,
Oiq + divymy = 0.

From the above equations, it yields

_ _ L, 0 _
Qs = Oa Q(x) - Q(mh)7vath — p,(@) Vh, Vi = (UlaUQ)a

o 0
divy, vy = O,U313 =0, where Vih = <_67:1:2’ 8$1> )

If we additionally assume smoothness of the variables, we derive
v, =0, vg,, =0.
We conclude that the quantity v depends only on =, = (z1,x2), i.e.,
v(z) =v(zp).
Moreover, the slip boundary condition (4.3.6) gives
v3(zp,x3) = 0.
Thus, we infer v = (v (zp),0) and

p’gg)

Vth + b XV = 0,
(4.3.19)

1 1
o Appqg— ——=q ) +Vrq-V, <Ax - ):o
‘ < n p’(@)q> wd Ve T )

In (4.3.19), g can be regarded as a kind of stream function and the relation between
g and u gives the incompressibility condition, i.e., div,, v = 0.
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Case II: A =1, m = n = 1; Target System: Stratified fluid, Geophysical
flow

In this case, a static solution p, satisfying
Vp(0.) = 0.V.G. (4.3.20)

is independent of e. We denote it by 9. From our choice of G(z) = —x3, we have
o(z) = p(x3). Furthermore, we can choose 0 < p € C*°([0, 1)).
We rewrite (4.3.17) and (4.3.18) as

divy(ov) + €@t + div, (v o + voD) + o(?) = 0

and

1
uev) + diva(ov ) + V. (F (0 + 30 @)

1 1
+bxml + Z(V,(p'(@)e!") + b x ov) = ~oMV.C + o(0),

respectively, where mgl) = VEI)@ + VQ£1)~

We assume (QET_@) — g and u. — v in some strong sense. Consequently, we get

Va(p'(2)g) +b x ov = qV.G,
div,(pv) =0,
O(ov) + divy(ov @ v) + VI + b x m; =0,
8756] + divxml =0.

From the above equations, we deduce that

Va(P'(2)q) + b x ov = 0.
The choice of b implies
(P”(@)Q)xp, = 0.
Further, an additional smoothness assumption gives
(P"(0)a)(zn, x3) = (P"(2)q)(wn,0) for z3 € (0,1).

Also using the boundary condition, we obtain v(xp, z3) = (vi(xp),0).
From our choice of G, we consider C' = P"(p(0)) > 0 and P”(p(x3)) # 0 for 23 € [0, 1].
Thus, we have a definite structure of g and it is given by

q(zp,0)
P"(p(x3))

Finally, we deduce that for each z3 € (0,1), (¢q,v) satisfies
V(P"(0)q) +bx v =0,
0D, (1 (2)9) = @) + Vi, (0'(2)0) - Vi (A, (P"(2)9)) = 0,

and v(zp, x3) = (vr(zn),0).

q(xhv ZL‘3) =C

(4.3.21)
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Remark 4.3.8. The system (4.3.21) has similarity with (4.3.19). Unfortunately, ¢
in (4.3.21) is dependent on x3, contrary to (4.3.19). The system (4.3.21) is a damped
variant of the incompressible Euler system, see Zeitlin [124].
Case III: A =1, & >n > 1; Target System: 2D Euler Fluid

We observe that a static solution (9., 0) satisfying

V(o) = M5, V,G,

has the following property:
lim V. P'(9.) =0,
e—0

as soon as G(z) = —z3 in  and 5 > n. Without loss of generality we assume

2(m—n) ]

0.~ o+e
From (4.3.17) and (4.3.18), we obtain
odiv,v 4 (9,0 + div, (v 4+ volV) + o(e2™) = 0

and

o+ (v Vo) + V. (H(@? + ; V@)
(4.3.22)
L

1 1
+ ™ b x mgl) + e—mp'(@)vggg6 ob X v) — 62—”@VzG +o(e™) =0,

respectively, where m( ) = vg )g + vgg ) In addition, we assume that g.u. — pv and

u, — Vv in some strong sense.
Let H be the Helmholtz projection, then we have

1 1
H <8t(g€u€) + divz(geue ®@ ue) + Eb X g5u6> = H(ediv,S(Vue) + eTnQEVC’?G'

Multiplying the above equation by €, we get
H[b x pv] = 0.

This implies that there exists a scalar field ¢ such that
b x pv = V1.

Now using the slip boundary(4.3.6) as in ‘Case I’, we have v(z) = (vi(xp),0). The
limit system is identified as incompressible Euler system in R?, i.e.,

divy, vy, =0,

4.3.23
Ovh + (Vi - Vi )V + Vi, TL= 0. (4.3.23)

Here we summarize the above discussion.
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Multiple Scales
Case | Relation between m, n and A Target System
I A=0,m=1 Quasi-geophysical flow, see (4.3.19).
II A=1,m=1n=1 Stratified quasi-geophysical flow, see
(4.3.21).
I |A=1,3F>n>1 2D Euler Equation, see, (4.3.23)

4.3.3 Case I: Low mach and Rossby number limit in the absence of
gravitational potential

First, we recall the consideration of Case I, i.e., G = 0, m = 1. The choice of
initial data plays an important role in our analysis. Hence, we give an appropriate
notion of well-prepared data for this case.

Definition 4.3.9. We say that the set of initial data {(0o., mo.)}{es0y is well-
prepared if,

00 =0+ 6@8}2, {00,¢} {e>0y is bounded in L* N L>™(Q), g&) — qo in L*(Q),

Moe v = (v((]l), V(()Q), 0) in L*(Q; ]R3) with the following relation
00,¢

— Az, qo = 0Curly, Ppy(vo).
(4.3.24)
Existence result for target system

In the last section we informally identify the limit system (4.3.19) and it has a
similar structure to the 2D Euler equations. We expect the existence of a global in
time strong solution for regular initial data. In particular, we may use the abstract
theory of Oliver [106, Theorem 3|, to obtain the result:

Proposition 4.3.10. Suppose that
qo € W™%(R?) for m > 4.
Then, the problem (4.3.19) admits a solution q, unique in the class

q € C([0,T); W™2(®R?)) n C'([0,T]; W™ 12(R?)).

Main Theorem

Here we state the main theorem that we want to prove.

Theorem 4.3.11. Let (9., m.) be a dissipative solution of the system (4.3.2)-(4.3.10)
with A =0 and m = 1. Moreover, we assume that the initial data is well-prepared, i.e.
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it satisfies (4.3.24) and qo € W52 with k > 4. Let (q,v) solves (4.3.19) for initial
data qo. Then after taking a subsequence, the following holds,

o) = g2, q weak-(*)ly in L>®(0,T; L? + L7 (),
; (4.3.25)

2
m, — pv weak-(*)ly in L°(0,T; L* + LWYl(Q)),

where v/ = min{2,v}. Furthermore, we have

m
€ — v strongly in L},.((0,T) x Q;R?).
N 1c((0,T) )

To prove the theorem, we will first try to obtain some bounds on the state
variables.

Uniform bounds and weak convergence of variables

We consider (1 =0, p = p) as a test function in (4.3.15). Obviously, it belongs
to the test function class (4.3.12). For this test function the relative energy inequality
reduces to the energy inequality. From the consideration of the well-prepared data,
we obtain

m 2
/;2 <‘0’6‘ + G%P(QO,E) - (QO,E - @)Pl(@) - P<@)> dz < E,

where E is independent of e. Using (4.3.14), we have the following uniform bounds

me
ess sup < C,
te(0,7) Il V Qe ll L2(q;Rr3)
ess sup [QE — Q} <C,
te(0,T) € lessllz2(@)

€ss sup ||[Q€]FGSH’[Y/7(Q)+6SS sup ||[1]reSsz(Q) <,
t€(0,T) te(0,T)

where [ - Jess and [ - Jres are following (4.3.13) with ¢; = % and g9 = 2.
Passing to a subsequence(not relabeled), we obtain

€ €

oM = <H) — oM weak-(*)ly in L*°(0,T; L2 + L7 (),

me

\/0e

where 7/ = min{2,v}. We define u = %. Furthermore, we deduce that

— m weak-(*)ly in L*(0,T; L?(Q; R?))

0c — 0in L™(0,T; L* + L7(Q)).
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From the observation m, = ‘/Qe%, it yields

el o 0,7;024 13 (23)) < C,

where ¥ = min {%, %} Again, passing to a subsequence(not relabeled), we get

m, — m weak-(¥)ly in L°(0, T; L* + L/ +1(Q; R%)).
From, the strong convergence of g, we infer that
m = pu

in the sense of distribution. Now, letting ¢ — 0 in the continuity equation, we have

@/ /u-Vmgod:Udt = 0.
0 Ja

This is the weak form of the incompressibility condition. Furthermore multiplying
momentum equation by € and letting ¢ — 0 we get the diagnostic equation,

‘=
b xu+ pég)vxg(l) =0,

in the sense of distribution.
Clearly, from last relation we have o(!) is independent of x5, i.e. o(!) = Q(l)(mh).

Relative energy and convergence to the target system

We recall here the target system:

P'(o)

Veq+bxv=0,

1 1
O | Apyq— ——q ) + Ve q-Vs (Am —)—o
t < nd p,(g)q> hq h nd p,(g)q

Let qo € W"2(R?) with k > 4 and (qo, vo) satisfies (4.3.24). Further we assume that
(q,v) is the strong solution of the target system (4.3.19) with initial data (g, vo).

Our goal is to show that (9(1), u) = (q,v). Here we choose proper test functions
and will show that the relative energy goes to zero as € — 0, i.e., 21_1}(1] E(t)=0.

We consider

u=v, 0=p+ €.
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The remark (4.3.7) helps us to consider such test functions. We rewrite the relative
energy inequality as

E(r)+ /Q AR, (7,")

< &(0) — (me — ev) - (Opv + (V- Vg, )v) do dt

S

< Me — 9€V)> Vv dz dt
Q¢
/(p(ee) — p(8))divev de df + 1/ / bxm, v dedt
Q € 0 Q
/ (0+€q—0)P"(2) (o +eq) dz dt

+ 62/ /((9 + eq)v —m )V P"(9)Va(0 + eq) dz dt
0 Q
—/ /Vxﬁ:di)%me(t,-) dt .
0 Q

Using the fact div,, v = 0, we obtain
Ec(T)+ /diﬁee(r, )
/ / (O + (v Vi, )v) da dt

_/ /( € T QeV — > Vv dz dt
//P" - Vg,q dz dt +// — 0N P" (04 €q) Oyq dz dt
—/ /mE P"(0 + €q) zqudt—/ /Vu AR, (t,-) dt

=% L

Consideration of well prepared data yields

m
Ee(00,e; Mo | 0+ €qo, Vo) < H v + HQ((]le) - CIO”LQ(Q).
0,e L2(Q)
From this we conclude
|L1] < c(e). (4.3.26)

From now on we use c(€) as a generic function such that c(e) — 0 as € — 0.
We have the following observation

m, — 9.V = (m — pu) + ((2 — e)u) + (0c(u —v))
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and
P//(@+ Gq) — P//(@—i- Gq) _ P”(@) + P//(@)

This together with the weak convergence of state variables implies
Lo+ Ls| <cle) +/ / o(v =) - (Ov + (v - Vi, )v) da dt
0 JQ
+/ /(q —o")P"(0) g dz dt .
0 Q
The fact (g, v) is a strong solution of (4.3.19) implies
[ o=@ (v Vv dede + [ [ - d0)P"(0) dg da e
Q 0 Q
P'(2)? d / 2 L o —/ 2
= — dx — . dz.
ot J, (Ved™+ lal) de—p | Vo vl do

Eventually, using properties of ¢,u and v we obtain

/OT </Q(@(v W) (O + (v Vi, V) dz dt + (g — 0)3gP"(3)) da > dt 0.
Thus we have
|L2+ Ls| < c(e). (4.3.27)
From the definition of relative energy, we deduce
1Ls] < /0 £.(1) dt (4.3.28)
It is easy to verify that
%(P”(@ 4 cq)— P"(8)) — P"(2)q in L¥(0,T; L N L*(Q), as ¢ — 0.

The above statement helps us to get

L4+ Ls— / / oP"(0)qv - (V4,q,0) dz dt = 0.
0 Q
Therefore, we obtain
|La+ Le| < c(e). (4.3.29)

Using compatibility of defect measures, we have the following estimate:

24| < / / AR, (t,) dt . (4.3.30)
0 Q
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Combining (4.3.26)-(4.3.30), we infer that

5E(T)+/Qdm66(f,-) Sc(e)—k/OTEe(t) dt +C/OT/QdSRe5(t,-) dt,

for a.e. 7€ (0,7).
Finally, using Gronwall’s lemma 1.1.7, we have

E.(r) + /Q AR, (7,7) < () C(T),

where ¢(e) — 0 as € — 0. Hence, we obtain our deired result

lim & (7) = 0. (4.3.31)

e—0

Now we use the coerceivity of relative energy functional(4.3.14) and conclude

e "0, q strongly in Li..((0,T) x Q),

m€
Ve

It ends the proof of the Theorem 4.3.11.

— VoV strongly in L _((0,T) x Q;R3).

4.3.4 Case II: Low Mach and Rossby number limit in the presence
of strong stratification

In this case A =1 and m = n =1 implies that a static solution p, is independent
of e. We denote it by p and it satisfies

Eventually, we also have
P'(e) =G +C,

where C is a constant and as G(z) = —z3 in Q we also have o(zp, 3) = 0(z3) in .
In particular, we choose a particular static solution (9 = p(x3)) such that

0<peC3)NWHe(Q).

First we recall the target system. It states that for eachxs € [0,1],
(q(zp,x3), v(xh, x3) = (Vh(z4h),0)) solves

Vi (P"(0(23))q) +b x v =0, (4.3.32)
(A, (0 (2(23))a) — @) + Vi, (0'(2(23))0) - Viay, (A, (P"(2(3))q)) = 0, (4.3.33)

supplemented with initial data ¢(0,-) = go in . From the first equation we have

(P"(2)q),, = 0.
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This leads to consider q(zp,z3) = f(o(x3))q(zy), for some smooth function f :
(0,00) — (0, 00), such that
C
f 0) = 5
@ P'(0)
with C' > 0. The above system is well defined in R? x (0, 1), for each z3 € (0,1), it
satisfies an equation similar to (4.3.19).

If assume g9 € WH*2(R%) with k > 4. For each z3 € [0, 1], the equation (4.3.33)
admits strong solution. Furthermore, following Oliver [106, Theorem 3|, we have for
each z3 € [0, 1], q(-,3) € C([0, T]; W*2(R?)) N C1([0, T); Wr—12(R?)).

Finally from the above discussion we state the regularity of the target system as

Proposition 4.3.12. Suppose that
q € WEEHR?) for k > 4.
Then, the problem (4.3.21) admits a solution q, unique in the class
g € O([0, T); WH(R?) x C*([0,1]) N CH([0, T); W H2(R?) x C*([0, 1])).
We define the well prepared data as

Definition 4.3.13. We say that the set of initial data {(0o,, moe)}{e>0y is well-
prepared if,

00, =0+ 6982, {00,¢} {e>0y is bounded in L* N L>(Q), g&) — qo in L*(Q),

Moe v = (v((]l), V(()Q), 0) in L*(Q; ]R3) with the relation
00,¢

— A4, qo = 0Curly, Py(vo), and qo € L*(R?).

(4.3.34)

Theorem 4.3.14. Let (9., m.) be a dissipative solution of the system (4.3.2)-(4.3.10)
with A =1 and m = n = 1. Moreover, we assume that the initial data is well-prepared,
i.e., it satisfies (4.3.34) and qo € W2 with k > 4. Let (q,v) solves (4.3.21) for
initial data qo. Then after taking a subsequence, the following holds,

o) = g0, q weak-(*)ly in L>(0,T; L? + L7 (),
€

m, — ov weak-(*)ly in L™(0,T; L% + L7711 (Q)),
where v/ = min{2,~v}. Furthermore, we have

m.

— v strongly in L},.((0,T) x Q;R3).
N gly in Lio((0,T) )
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Before heading towards the proof, we recall the relative energy inequality for this
case,

E(r) + / AR, (r,")

// . — 0ci1) 8tudxdt—//< <~ o ®m€):vxﬁdxdt
// p(0e) — p(0))divea dz dt + = //(g 0¢)0,P'(9) dx dt
0
+//b><m€~f1dxdt
€Jo JO

1 T ~~ /[~ /[ ~
ta /0 /Q (81— m,) - (V.P'(8) — V. P(6) de dt

—12/ /(ge—@)vawldxdt—//Vzﬁ:d%me(t,-)dt,
e Jo Ja 0 Ja

with (p, t1) satisfies (4.3.12) with g, = .

Uniform bounds and weak convergence

To obtain a uniform bound, we proceed similarly to Section 4.2.3. First, using

u =0, p = p as test functions and well-prepared data(4.3.34), we obtain the following
uniform bounds:

m,

ess sup < C,
te(0,7) I vV Qe llL2(q;R3)

ess sup [QE — Q} <C,
te(0,T) € essllL2(Q)

€ss sup ||[Qe]reSHLv Q)"‘e65 sup |[|[1 ]reSHLv )S eC.
te(0,T) te(0,T)

This implies that

o) = <QE - Q) — oM weak-(*)ly in L*(0,T; L2 + L7 (),

€

© — 1 weak-(®)ly in L™ (0, T; L*(; R?)),
N (M)ly ( ( )

passing to a suitable subsequence as the case may be, here v/ = min{2,~}.
We also deduce that

0c — 0 in L®(0,T; L + LV (Q)).
Furthermore, we have

||me|’L°°(0,T;L2+L;V(Q§R3)) <G,
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4 2y

35 m} Eventually, for a suitable subsequence, we get

where ¥ = {
m, — m weak-(*)ly in L°(0,T; L? + L7(Q; R?)).

Letting € — 0 in the continuity equation, we infer the incompressibility condition

in the weak sense, i.e.,
-
/ /m-Vzgodx dt =0.
0 JQ

Define u = %. Multiplying momentum equation by e and letting ¢ — 0, we obtain

the diagnostic equation
b xu+ V, (P”(@)QU)) —0, (4.3.35)
in the the sense of distributions.

Strong convergence using relative energy inequality

Let (gq,v) be a strong solution of the above system with initial data (qo,vo)
satisfying (4.3.34) with k& > 4. Our goal is to show that (o), u) = (¢,v). Here we
choose appropriate test functions and will show that lin% E(t)=0.

€E—

We consider the test functions for the relative energy inequality (4.3.15) as
u=v=(vp0), 0=20+c¢q.
Thus, we rewrite the relative energy inequality in the following form:

E(T)+ / dR, (1)

£.(0) — /O/Q (O + (V- Va)v) da dt
/O/Q <OV ®( _Q€v)> Vv dx di
/T

1
- = / ())dlvxvdmdt—//bxv ¢ —ov) da dt
0 JQ

M

1
+ 62/ / (0+€q — 0c)P" (0 + €q) 9:(0 + eq) dx dt
0 Q
1
+// 0+ eq)v—me) - Va(P/(2+cq) = P'(2)) du df
0 Q

o\

/ Vv i dRo, (t,-) dt .
Q
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Using the fact div,, v =0 and (4.3.32), we obtain

E(T)+ / AR, (1)

A
o
§

\

/ V) (O + (v Va)v) dz dt

0

_|_

|
| = mm‘,_.o\ | =
:>\
A

(0+eq — 0)P"(0+ €q) Dpq dz dt

g\

(m¢ — 0v) ® (m
0c

/T / (ov —m.) - Va(P'(2 + eq) — P'(2) — eP"(2)q) da dt
0 JQ

M~ Qev)) . V,v dz dt

+

T/qV-V (P'(5+ eq) — P'(p)) da dt

//vv ARy, (t,-) dt =X, L;.

Now we want to estimate each term L; for ¢ = 1,--. 7. First we notice that,
consideration of the well prepared data(4.3.34) yields

_ mo (1) 2
E ,m + €qp, vo) < — + H - ‘ .
e(00,c, Mo | 0+ €qo, Vo) H o0 . %0, = D] 1o
This implies
|L1] < c(e). (4.3.36)
Here c(e) is a generic function such that c¢(e) — 0 as € — 0.
First, we rewrite two terms of Lo and L3 as
m. — ov = (me — pu) + ((2 — ¢)u) + (oc(u—v))
and
P"(2+€q) = P"(2+¢q) — P"(2) + P"(2)-
Using the weak convergence of the variables, we obtain
|La + L3] <c(e) / /gv— (Opv+ (V- Vy)v) do dt

+/ /(q—g< )) 8:(P"(2)q) da dt .
0 Q
We claim that

/ / ov—m)- (Ov+ (v-Vy)v) de dt + /OT/Q(q — oW 8,(P"(0)q) dx dt = 0.
(4.3.37)
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To prove the above claim, first we observe that
. . L, /. .
v u(2v) + g0 (P'(2)a) = 50 (elvI* + P'(2)a%) -
Since, (g,Vv) solves (4.3.21), multiplying (4.3.33) by ¢ we get
T
/ / v - 9(ov) + q0(P'(0)q) dz dt = 0.
0 JQ

Now we use (4.3.35) and (4.3.32) to deduce

/ /<m-atv+g<1>at (P”(@)q)) dz dt :/ /bxm- (P"(p)v) da dt
0 Q 0 Q
and

/OT/bem.(P”(@)v) dz dt +/07/9m.(v,vw)vdxdt

T 1
:/ m-V,, <]V]2> dz dt =0.
0 2

Hence we achieve (4.3.37) and it implies
|Lo + L3| < c(e). (4.3.38)

From the definition of relative energy, we obtain
1L4] < /0 ") dt . (4.3.39)
Since 0 < p € C3(]0,1]), we verify that
%vx (P'(6+€q) — P'(2)) — Va (P"(0)g) in L>(0,T; L™ N L*(Q))

and

1

SVa(P' (04 €q) — P'(2) — eP"(2)a) = V. <;P”’(@)> in L°(0,T; L N L2(92)).

The above relation implies

lim L5 =/ /(@v —m)- -V, (;P’”(@)> dz dt =0 (4.3.40)
0 Q

e—0

and

lim Lg :/ /qv—)Vz (P"(0)q) dzdt =0 (4.3.41)
0 Q

e—0
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We obtain
Le| < o/ /]I:defm(t, ) dt. (4.3.42)
0 JO

Combining (4.3.36)-(4.3.42), we have that

£.(r)+ /Q de., < c() + /0 "sydt +C /0 ' /Q dTe(Cn ) dt,  (4343)

for a.e. 7 € (0,7). Finally, using the compatibility of turbulent defect measures and
Gronwall’s lemma (1.1.7), we infer

£.(r)+ /Q de,, < e(e) < o(e)C(T), (4.3.44)

where ¢(e) — 0 as € — 0. Therefore, we obtain our desired result,

lim & (1) = 0. (4.3.45)

e—0

Now using coerceivity of the relative energy functional (4.3.14), we say
g(l) =qgand v=nu.
Moreover, we use coercievity together with (4.3.45) to conclude

Qs_@

— q strongly in L ((0,T) x ),
me

Ve

This completes the proof of the Theorem 4.3.14.

— oV strongly in L _((0,T) x Q;R3).

4.3.5 Case III: Low Mach and Rossby number limit in the presence
of low stratification

In this case we consider A =1, >n > 1.

Properties of a static solution

First, we notice that a static solution (g, 0) satisfies
Vap(2d) = € VLG
In terms of the pressure potential, we rewrite the above equation as
VP (3,) = M V,G.
So, we obtain

P'(p,) = —Xm s 4 C,
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where C'is a constant. As a consequence of G = (0,0, —z3), we have p (x) = o.(x3).
Without loss of generality, we consider C' = 1. We know that P’(s) ~ s7~! for s > 0.
To reduce complication, here we assume P’(s) = s7~!, for s > 0. We also have

P”(@e)vzée = EQ(m—n)‘
For 0 < e < %, we observe that a static solution g, satisfies the following property:

0 < g € C*([0,1]),

2(m—n)
sup [o.(x3) — 1] <e 1, sup |Vaup (23)] < (2(m=n) (4.3.46)

z3€[0,1] z3€[0,1]

Remark 4.3.15. Since, we are interested for the case e — 0, thus consideration of
O<e< % is justified. Furthermore, if v > 2 and € < 1 we have

m—n)

sup |ge(ws) — 1] < €
z3€[0,1]

As m > n, asymptotically, the static solution approaches the constant state p =1 as
e — 0.

Existence results for the target system

We recall the expected target system, the 2D Euler equation, i.e.

. . 2
divg, vy =0, in R,

4.3.47
v+ (Vi - Va, )V 4 Vg, IT =0, in R%, ( )

The result stated below by Kato and Lai [89] ensures the existence and uniqueness
for the incompressible Euler system in R? for sufficiently smooth initial data.
Proposition 4.3.16. Let

vo € WEEHR?R?), k > 3, divg, vo =0

be given. Then the system (4.3.47) supplemented with initial data vj,(0) = vo admits
regular solution (vp,II), unique in the class

vy, € C([0,T]; WF2(R2%,R?)), 9,vy, € C([0, T); WE12(R%; R?)), (43.48)
I e C([0, T]; Wh*(R?)), a
with divg, vi, = 0.

Alternatively, we write the system (4.3.47) as

O Curly, vi, + vy, - Vg, Curl, vy, =0, in R2.
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Well-prepared data

We say that the set of initial data {(00., mo.e)}{e>0) i3 well-prepared if

0:(0,+) = 00 = Gc + emg&) with {982}6>0 is bounded in L? N L>°(£)
and Q&e) — 01in L*(Q), (4.3.49)
Mg

up,e =
00,¢

= vo = (v, vi?,0) in L2(Q: R®) with div, vo = 0.

)

Main Theorem
We provide the main result for this case.

Theorem 4.3.17. Let (9., m.) be a dissipative solution of the system (4.3.2)-(4.3.10)
with A =1 and 3 > n > 1. Moreover, we assume that the initial data is well-prepared,
i.e. it satisfies (4.3.34) and vo € W*2(R2) with k > 3. Then,

ess sup ||oe — 0cll o1~ < e
ooy 10~ Celluz @)

ﬁ strongly in L}, ((0,T) x Q;R3),

loc
where v/ = min{2,v} and v = (vp,0) is the unique solution of the incompressible
Euler system with initial data vo in R2.

k-(*)ly inL>(0, T; L*(; R3
meﬁv{wea (9ly inL>(0,T; LA RY)),

In the remaining subsection, we give the proof.

Uniform bound and weak convergence

First, we note that @ = 0 and p = p, satisfy (4.3.12). Hence, we use them as test
functions in the relative energy inequality(4.3.15). One the other hand, the choice of
(4.3.49) ensures that the initial energy Ey . is uniformly bounded. Thus we have the
following bounds

mE
ess sup <C,
te(0,T) || v/ Qe L2(:R3)
ess sup [QE ; Q} <C, (4.3.50)
te(0,T) € essll L2(Q)

€ss sup H[Qe]res,‘zw(g)"‘ess sup ||[1]resuzv(g) SGQmC’
te(0,T) te(0,T)

where C' is independent of e. We consider 4/ = min{2,v}. The estimate (4.3.50) and
the fact 7/ < 2 imply

2m
ess sup |loc — @eH(L2+L7/)(Q) <(M+e)C < emC. (4.3.51)
te(0,T)
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The equation (4.3.51), together with (4.3.46) yield

0 — 1in L(0,T; LL (Q)) for any 1 < g < /. (4.3.52)

loc

Also, from the uniform bound (4.3.50) and (4.3.52) imply

m
€ 5 u weak-(¥ly in L>=(0, T; L*(2; R?)),
NG (M)ly ( ( )

and
m, — m weak-(*)ly in L>(0,T; L? + L7(Q;R?)),

passing to suitable subsequence, where v = min{%, %} The strong convergence of

the density (4.3.52) helps to obtain m = u in the weak sense.
Finally, we may let ¢ — 0 in the continuity equation to deduce that,

/ /u-Vmgod:):dt =0, Yo € C*(Q).
0 JQ

Strong convergence

Here we choose proper test functions and prove that lin% E(t)=0.
€E—r

Taking motivation from (4.3.22), we consider another equation that describes a
non-oscillatory part described by a variable g, that satisfies

0Byt~ ("0 + iy Vg V(B — (") =0, (43.53)
in R? supplemented with initial data q.(0,-) = go . such that
—Az, o, + (62(m_1))QO,e = Em_lCurlPh(vo) (4.3.54)
Let us introduce another variable v, such that ve and ¢, are interrelated by
Vege + €™ b x ve = 0. (4.3.55)
Thus initial data for v, satisfy
Vi, goe =€ 'b X vo .
From the hypothesis on initial data in the Theorem 4.3.17, we have
vo € WFE(RY), with k> 3.

We observe that [|qo.c|lz2r2) < C and [[Veqocll 122y < €7 'C. Therefore, we can
consider {qoc}e>0 such that go — 0 in L?(R?) as € — 0. Furthermore, we also note
that vo e — Pp(vo) as € — 0.
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In order to have a simplified notation, we consider w = ¢™~! and §, = %. We
rewrite (4.3.53) as

O (Aadc — w?a) + Vi, dc - Va, (Dgp G — w?qe) =0, (4.3.56)

We notice that the equation (4.3.56) has a similar structure to (4.3.19). Thus we
apply the Proposition 4.3.10 to ensure the existence and uniqueness of solution g..

In order to obtain a uniform estimate independent of e we multiply the (4.3.56)
by g. and performing integration by parts, we get

L 090+ 0l ) do = [ (i +?lo ) do, (4350)

for a.e. t € (0,7). As the initial data for g, depends only on vg, we deduce that
{—Aq, G +w*q }eso is bounded in ([0, T); WF>2(R?)) N C ([0, T); WH 1*(R?)).
Now, from (4.3.55), we also get
{Ve}eso is bounded in C([0, T]; W*2(R?)) n Ct([0, T]; Wr—12(R?)).
It is easy to verify that 0,q, satisfies the equation
0ge = (Ay, — wg)_l(veCurlwhve)
Consequently, it yields
{044, }e>0 is bounded in C ([0, T]; WF-12(R?)),

and
{01V Yeso is bounded in C([0, T); WF2(R?; R?))

This bounds are independent of e.
Therefore, we obtain the following weak convergence:

ve = v weakly in C([0, T]; W*?(R?)),

and
dyve — Oyv weakly in C([0, T); WF12(R?)).

Since k > 4, applying Sobolev embedding theorem, we obtain

ve = v in L0, T; L (R?)). (4.3.58)
We rewrite (4.3.56) as
0y (Curly, ve) — w28t(je + vV, (Curly, ve) = 0. (4.3.59)

From (4.3.58), we infer that

0(Curly, v) + v - Vy(Curly, v) = 0.
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This is similar to (4.3.47). We also have

IT € C([0,T]); WH?(R?)).
Clearly we have the following estimates

1gell oo 0,7522(0)) < C

o (4.3.60)
10eqell Loo (0,7;09(02)) + IV Gell oo 0,102 0)) < €7 C,
for ¢ > 2. Also v. € C([0, T]; W*=12) with k > 4 implies
1ell oo 0,7y xr2) < C- (4.3.61)

Now, we consider a suitable test function for the relative energy inequality(4.3.15) as
u=V,.=(v.,0), 0=0,+€"q, (4.3.62)

where (g, v3) satisfies (4.3.53) ans (4.3.55) and p, is a static solution satisfies (4.3.46).
We use the relation between ¢. and v, and obtain

E(r) + /dm&( )
// ) (Ve + (Ve - Vo)V da dt

//(m O f)®( e QeVe)):VxVdedt
i |, @ eonr@arar 5 [0 [ me VaaP @) - P dra
€ 0o JQ

+//m“w)w(wmm&

// —QVGdedt—//V t,) dt =%8_ L,

(4.3.63)
Here we compute each term £;, i = 1(1)8 of (4.3.63). For term £; we have
. ou)o, 1 2
Ee(00,¢, (0u)o, + €™ qo,e, vo) < H( Joe + Hgée) = ol , -
00,¢ L2(Q) L2 (Q)

Consideration of well prepared data yields,

|£4] < €&(e). (4.3.64)
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From now on we use this generic function £(-), such that lir% &(e) =
€E—

We rewrite Ly as

// =0V (Ve + (V.- Vo) VL) da dt

_ / / m, - (O V. + (V. - V.)V.) de dt
0 Q

+/ /(ge—l)Ve-GtVedxdt +/ /8tVE-VEd:cdt
0 Q 0 Q

=Lo1+ Lo+ Lo3.
Using (4.3.60) and (4.3.46) we obtain
[L22| < &(e). (4.3.65)
We claim

£2,1—>—//U'thﬂdl‘dt—0,
0 JQ

as € — 0. Let, K be a compact subset of R?. We use (4.3.58) to deduce

/ / M- (VA (VoV )V da dt — / / W (Ot (v-V,)v) dz dt ,
0o JEx(0,1) 0o JEx(071)

where v = (v, 0). Using the fact that IT € C([0, T]; W*2(R?)) with & > 3, we have

[L21| < &(e).

We want to estimate the term L£4. First we rewrite it as,

= / / 0 — 0¢)P"(0)0qe dx dt
/ / (P"(2) — P"(3,)) ( o )8th dx dt
/ / (P"(p.) — P"(1)) (q6 Qee_ ) O1qe dx dt
+/ /qgﬁtq6 dz dt — /T/ Qe ;@eatqg dz dt
0 JQ o Ja ¢

=Ly41+ Ly + L3+ L44.

First we have for each x € ,

(P"(2) = P"(2.)) < Ce™ge()]-
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We observe that

|L41] < €™ sup
te(0,T)

|:Qs - Q:| —q
€
em €ess

|:Qe - @:|
em res

Similarly, using (4.3.46) we have

@) [[Oeqe HLOO([O,T] xRd) llge HLOO(O,T;LQ(Q))

+ €™ sup

qE oo . 1% 6 QE %) dy,
e 0.T) 19ell oo (0,727 ) 1 9ol o= 10,77 x )

L)

1 1
Where 74_77 =1.

2(m—n)

Qc — 0
’£472| Sf v—1 sup |: €m :| — qe HathHLOO(O,T;L2(Q))
tE(O,T) € ess LQ(Q)
2(m—n) 0c — @:|
+€ 1 sup [ 10Gell 7 oo 1 47% comys
te(0,T) € Lresll () ellLeo(0,1;07"" (Q))

for 1 <y <2, and

|L4.2] <e2m=n) sup

10¢qel oo 0,712 (02))
t€(0,T)

L2(Q)

[Qe - @:| —q
€
e ess

+ e2(m—n) Sup |:Qe ; Z):|
€ res

te(0,T)

10| 100 (0. 7.2 ()
gy T (@)

for v > 2.
Analogously, we deduce

QE_@e

em

|L4.4] < ‘

||atq6 ” . %
Lo (0.7 L2+ L7 () Lo(0.TsL2NLY ()

where £ + 7}* = 1. We use estimate (4.3.60) to conclude

|La1

+[Laga| + [Laa] < E(e). (4.3.66)
The equation (4.3.57) implies

Loz + Ly4 = / / (Opve - Ve + qeOige) do dt =0 (4.3.67)
0 JQ

Therefore, combining all estimates we get
|La + L4 < &(e). (4.3.68)

It is easy to verify that

|L3] < IIVthhHLoo(o,T;Loo(Q))/O Ec(t) dt . (4.3.69)
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For the term L5, the first observation is for x € €} we have
P"(o(z)) = P"(1) = (2 — 1)P"(n(2)),
and, n(z) € (min{l, o}, max{1, p}). From the choice of p = g, + €™ gc we have

sup [P"(n(z))| < C,
el

where C' is dependent only on vg.

We rewrite L5 as
/ / 1) P" (n(z))me - Vyqe do dt

i [ [ me Veae~ vP"ofa)) do ae

€
+ / / geme - Vo P (n(2)) da dt
0 Q

By using (4.3.46) we observe,

[L5] < €72 el poo 0,724 25 oy I Vel e 07522020 (23)) (4.3.70)
el oo 0,724 1975 (@890 196V atel L 07 z2name)),

for v > 2, and

2(m—n)
|L5] <€ 71 Hmﬁ“L"O(O,T;LZ—i—LQV/WJr1(Q;R3))HVCUQEHLOO(QT;LQOL(M/W+1)'(Q;R3))

+ ||m. HLOO(O,T;L2+L27/W +1(Q;R3)) ¢V 2 HLoo(o,T;mmL(?v/v + 1) (R3))>

(4.3.71)
for 1 < v <2, where +1 :%
In particular, 5 > n > 1, (4.3.50) and (4.3.60) imply
| L5 <e2m=m=10 for v > 2,
and
(m—2n)+ (m—y+1)
|L5] <€ 71 C, for 1 <y <2,

where C' is a constant depending on vg in both cases. Finally we obtain

Ls < &(€). (4.3.72)

Similarly, we rewrite the term Lg as
Lo = / / me - (2 — 8)P"(C(2))Vai, dz dt
= / / m, - ¢.P"(((2))Vz0, dz dt
€™ Jo Ja
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where for each z, ((z) € (min{g,, 0}, max{g., 0}). Using arguments similar to L5, we
have

—2
Lol < € Ime]l oo 0,722 129 + 1oy el oo (o, p2m L0+ 17 @) (4.3.73)
<&(e).

Now, the choice of G implies
L7 =0. (4.3.74)
The compatibility of the defect measures yield

28] < c/ /dﬂ%ee dt . (4.3.75)
0 Q

Therefore, combining all estimates (4.3.64)-(4.3.75), we get

5€(T)+/d Re (7,°) §§(6)+C/OTS€(t) dt +C/(]T/Qdmeg dt . (4.3.76)

Q

We use Gronwall’s lemma (1.1.7) to infer

E.(r) + /Q AR, (r.-) < E()C(T), (4.3.77)

where £(e) — 0 as € — 0. The coercivity of the relative energy functional helps to
deduce

2
dz < C(T)limsup{(e),

e—0

i / ‘ m,

im sup -V
e—0 K |V 0Qe

where, K C ) is a compact set. Thus, we conclude that u = vj,. Also, we obtain

me

— v strongly in L ((0,T) x Q;R3).
N 1oc((0,T) )

It ends proof of the theorem 4.3.17.

4.4 Concluding remark

In this chapter, we consider only the well-prepared data and expect that the results
are valid for the ill-prepared data as well. Then we can consider the well-prepared
case as a special case of the ill-prepared case. The analysis is a bit difficult, since we
need to consider appropriate Rossby-acoustic wave equations and suitable dispersive
estimates in this context. Identifying the domain R? x (0,1) with R? x T satisfying
(2.6.29) will help us to obtain the estimates.

We also note that in the Section 4.2, we first obtain a dissipative solution of the
target system and then use the properties of the strong solution to get the desired
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result. We expect that the same procedure can work for the problems in the Section
4.3, although it is not yet verified.

It is worth noting that for a rotating fluid we consider the gravitational potential
as (4.3.10), and ignore the effect of the centrifugal force. There is a possibility that
we may get similar results if we consider a more appropriate gravitational potential.
In Subsection 4.3.2 we pointed out the importance of the choice of G to obtain the
target system. Thus, for a different G, we may not obtain the exact system, but some
similar systems.

Here we focus mainly on the inviscid fluid. For its viscous counterpart, there are
some results with additional consideration of the high Reynolds number limit. For
rotating fluids in the domain R? x (0, 1) there are some results, see Feireisl, Gallagher
and Novotny [55], Feireisl et al. [54], Feireisl and Novotny [75, 74|, Feireisl, Lu and
Novotny [77], Li [94], to name a few. These results are based on weak solutions of
the compressible system Navier—Stokes with monotone pressure law. Therefore, there
is some restriction on the adiabatic exponent ~ as v > % We have the definition
dissipative solution for Navier-Stokes in the Definition 2.6.9 for the physically relevant
adiabatic range v > 1. Thus, this limitation can be overcome and most of the above
results can be reproduced.

There are several results on the stratification of rotating fluids for the complete
Euler system by considering measure-valued solutions, see Bfezina and Méacha [25].
Also, a singular limit problem for the complete compressible Euler system in the low
Mach and strong stratification regime is considered by Bruell and Feireisl [23]. For
singular limit problems with the Navier—Stokes—Fourier system, we recommend the
monograph by Feireisl and Novotny [72].



Chapter 5

Convergence of a consistent
approximation to the complete
Euler system

5.1 Introduction

In this chapter our goal is to study the weak convergence of suitable approximation
schemes of the complete Euler system. In the context of weak solutions, we have
already mentioned several ill-posedness results for both barotropic Euler system and
complete Euler system, see Chiodaroli and Kreml [36]. Now it is worthwhile to study
in particular the solutions of the Euler system coming from the vanishing viscosity
limit of the Navier—Stokes system. In [58| Feireisl and Hofmanova established that in
the whole space (R?) the vanishing viscosity limit of the barotropic Navier-Stokes
system either converges strongly or its weak limit is not a weak solution for the
corresponding barotropic Euler system. In this chapter, we will investigate whether
the similar phenomenon holds for the complete Euler system.

There have been many advances in the study of solutions of the barotropic Euler
system coming from the vanishing viscosity limit of the compressible barotropic
Navier—Stokes system. If compressible barotropic Euler system admits a smooth
solution, the unconditional convergence of the vanishing viscosity limit of the Navier-
Stokes system was established by Sueur[114]. Recently, Basari¢ [11] identified the
vanishing viscosity limit of the Navier-Stokes system with a measure valued solution
of the barotropic Euler system on an unbounded domain. However in a bounded
domain, the choice of a boundary condition for the Navier-Stokes system plays a
crucial role in avoiding the boundary layer difficulties. Feireisl in [51] showed that the
vanishing viscosity limit of the Navier—Stokes—Fourier system in the class of general
weak solutions yields the complete Euler system, provided that the latter admits a
smooth solution in the bounded domain. Wang and Zhu [120] establish a similar
result in bounded domain with complete slip boundary condition.

In this chapter we deal not only with the vanishing viscosity approximation
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of the complete Euler system but also with general approximations. Approximate
solutions can be viewed as a kind of numerical approximation to the complete Euler
system. Here we consider a more general class of approximate solutions, namely
consistent approximate solutions, following DiPerna and Majda [44]. In the context
of the complete Euler system in R? the approximate solution arising from the
vanishing viscosity and vanishing heat conduction approximation from the Navier—
Stokes—Fourier system is a good candidate for an approximation scheme. One can
also consider approximate solutions that come from Brenner’s two velocity model.
Both schemes have certain advantages and disadvantages. The existence of a weak
solution for the Navier-Stokes-Fourier system with Boyle-Mariotte pressure law is still
open. Therefore, one has to consider an additional radiation pressure as described in
Feireisl and Novotny|72]. A discussion of these models is presented in Bfezina and
Feireisl [26].

The consistent approximations typically generate the so—called measure—valued
solutions. For the complete Euler system existence of a measure valued solution was
proved by Brezina and Feireis] using Young measures, see|20]|, [26]. Later in [16],
Breit, Feireisl and Hofmanova define dissipative solutions for the same system, by
suitably modifying the measure-valued solutions.

Our main goal is to prove that in RY, if approximate solutions converge weakly to
a weak solution of the complete Euler system, the convergence of the state variables
will be strong, at least pointwise almost everywhere. Approximate solutions from the
Brenner’s model satisfy the minimal principle for entropy i.e., if the initial entropy
5,(0,-) > 59 in R? for a constant sg, then s,(t,z) > so for a.e. (t,z) € (0,T) x R?.
Meanwhile this principle is not available for approximate solutions from the Navier—
Stokes—Fourier system. Here we consider both types of approximate solutions. As
we will see, the absence of the entropy minimum principle will significantly weaken
the available uniform bounds for the approximate sequence. Nevertheless, we are
able to establish strong a.e. convergence. In the context of the approximate solutions
satisfying a suitable minimal principle for entropy a local strong convergence can be
established.

Another important feature of our result is that we only assume that the initial
energy is bounded. In fact, Feireisl and Hofmanova 58| obtained a similar result by
considering a strong convergence of the initial energy.

We recall the complete Euler system in the physical space R? with d = 2,3,
describing the time evolution of the density o = o(t,x), the momentum m = m(t, x)
and the energy e = e(t, x) of a compressible inviscid fluid in the space time cylinder
Qr = (0,T) x R%:

0o + div,m = 0,

oe + div, ((e + p)r;l> =0.
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As we have already mentioned, by considering the entropy s or the total entropy .S,
the energy balance can be replaced by the entropy balance

0¢(0s) + div,(sm) = 0,

or by the total entropy balance
m
0
The other hypotheses are specified in the following way.
e Consitutive relation:The equation of state is given by Boyle-Mariotte law, i.e.,

1
e = ¢,¥, ¢, = ——, where v > 1 is the adiabatic constant, (5.1.1)
v—1

with internal energy pe. The total entropy helps us to rewrite the pressure p and e
in terms of g and S as

S 1
=p(p,5) = p" ex (>, e=-¢e(p,S) = 0" lex <>
p=p(0,9) Ples (0,5) po— p

Cy

e Initial data: The initial state of the fluid is given through the conditions
0(0,-) = g9, m(0,-) = mg, S(0,-) = So. (5.1.2)
e Far field condition: We introduce the far field condition as,
0 — 0o, M — My, S — Sy as |z| = oo, (5.1.3)

with 000 > 0, ms € R? and S € R.

The definition of an admissible weak solution of this system has been presented in
the Section 2.4.

The present setting is more in the spirit of more general measure—valued solutions
introduced in Bfezina and Feireisl [20]. As a matter of fact, considering weaker
concept of generalized solutions makes our results stronger as the standard weak
solutions are covered.

5.2 Approximate solutions of the complete Euler system

As we mentioned at the beginning of the chapter, our main results are related to the
approximate problems of the complete Euler system. We assume that (9o, Moo, Seo) €
R x R? x R such that pss > 0. The relative energy with respect to (000, Moo, Soo) 18
denoted by e(:|0c0, Moo, Soo)- It is defined as

e<Q7 m7 S ’ QOOa m007 SOO)
= e(Q, m, S) - ae(goovmooa SOO) : [(Qv m, S) - (QooamOO7SOO)]
- e(onmmomSoo)y
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where e is the total energy with the following energy extension in R4*2 :

2

% + ¢y 07 exp ((5@), if o >0,

N[ =

(o,m,S) = e(o,m,S) = (5.2.1)

if p=m=0, <0,

0,
oo, otherwise

5.2.1 Definition: Consistent approximation of the complete Euler
system

We assume that for each n € N, oo, mg, and Sp, are measurable function in
R? such that

0< Qo,n and /d e(QD,namO,na SO,n|Qoo,moo,Soo) dx < O, (5.2.2)
R

where C), < 0o is a constant.

We say that {(on, My, Spn = 0nSn) }nen is a family of admissible consistent
approzimate solutions to the complete Euler system in (0,7) x R? with initial data
{(00,ns Mo 1, So.n = 00.nS0,n) tnen satisfying (5.2.2) if the following holds for each
n € N:

e The variables ¢, = o,(t,x), m,, = m,(t,z) and S, = S, (¢,z) are measurable
function in (0,7) x R?, with o, > 0;

e For any ¢ € CL([0,T) x R?), we have

T T
—/Rd 00,26(0, ) d:c=/0 /Rd (000 +my, - V0] da dt +/O €1 (9] c(lt; |
5.2.3

e For any ¢ € C1([0,T) x R4 R?), we have

T m, ® m,
_/ mg ,(0,-) do = / / [mn “Op + 1,50y —— Vap
R4 0 JRrd On

T
+ 140, >01P(0n, Sn) divmgo] dx dt +/ Eanlep] dt ;
0
(5.2.4)

e Forae 0<7<T, wehave

/ e(Qn, m,, S, | Qoo Mo, Soo)(T) dx
Rd (5.2.5)

< /d e(QO,m 1Mo n, SO,n Qoo Meo, Soo) dx + QE37n§
R
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e For any ¢ € C1((0,T) x R?) with ¢ > 0, we have

T
/ / [Sn O + 1{gn>0}&mn . V;ﬂ/}] dx dt
0 JRd On

. (5.2.6)
<= [ musat0.) dot [ €l

e Here, the terms €; ,[4], €2,[p], €3, and €, ,[1)] represent consistency errors, i.e.,
€3, Eanft)] >0
and
Einlo] =0, Epnlp]l =0, €3, — 0and &, — 0 as n — oo, (5.2.7)
for fixed ¢, ¢ and (> 0) in L1(0,7).

Instead of (5.2.6), a renormalized version of the entropy inequality can be considered
for the approximation problem:

T
/ / [gnx<sn> D)+ X(n)m0 - w}] dodt < - / oo (50.,) (0, da,
0 Jre Rd (528

for any v € C1((0,T) x RY) with 1) > 0 and any Y,
X : R — R a non—decreasing concave function, x(s) < y for all s € R.

Remark 5.2.1. Obviously, one can recover the inequality (5.2.6) without error from
the inequality (5.2.8). Moreover, considering the renormalized entropy inequality
(5.2.8) leads to the conclusion that entropy is transported along streamlines, see
Biezina and Feireisl [20, Section 2.1.1]. We reformulate it by saying that minimal
principle for entropy holds, i.e.

for so € R, if 5,(0,-) > so then s,(7,-) > 59 in R? forae. 0 <7 <T.  (5.2.9)

Remark 5.2.2. In [20], it is shown that approximate solutions coming from the
system Navier—Stokes—Fourier may not satisfy the renormalized version of the entropy
balance (5.2.8), but only (5.2.6). Meanwhile, we note that the approximate solutions
from Brenner’s model satisfy (5.2.8), see |26, Section 4.1].

The above remark motivates us to consider two different approximation problems.
From now on, we refer them as follows:

e First approximation problem : Approximate solutions satisfy (5.2.3)-
(5.2.7);

e Second approximation problem : Approximate solutions satisfy (5.2.3)-
(5.2.5), (5.2.7) and (5.2.8);
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Assumption on the initial data

Now we prescribe an additional assumption on initial data. Together with (5.2.2),
we assume that the initial relative energy is uniformly bounded, i.e.,

00,n = 0 and/d e(QO,m mon, SO,n’QOOa My, o) dz < Ej, (5~2~10)
R

where FEy is independent of n. This assumption is shared by both approximate
problems.

5.2.2 Young measure generated by approximate solutions

2
It is easy to prove that (o, m) — %% is a strictly convex for o > 0 and m € R%.

We give the the following lemma from Breit et al. [16, Lemma 3.1] that ensures the
convexity of pressure and eventually the internal energy.

Lemma 5.2.3. The mapping
(0,5) = p(0,5), 0>0,S €R

18 strictly convex.

Subsequently, we obtain (g, S) — e(g,5), 0 > 0,5 € R is also strictly convex.
Thus we conclude that the total energy

(0,m,S) —e(o,m,S), o€ R, meR?and S € R,

which follows the extension (5.2.1), is strictly convex when ¢ > 0, and convex
elsewhere.
Thus using convexity of energy, we have

(0= 000)? + [m — moo* + (S — Suc)?

if €32 < 0 < 2000, M — Moo| < max 17““7“”}
e(o,m, S| 000, Moo, Soo) > and yS—Soo\gmax{l,@},

lo = 0co| + M — moo| + |5 = e,

otherwise.

(5.2.11)

Then (5.2.11) and (5.2.10) provide an uniform bound for the state variables. In
particular we have

||Qn - QOOHL‘X’(O,T;LlJrLQ(Rd)) <0,
| Sn = Socll oo 0,751 + L2 (1)) < C

[y, — moo||L00(07T;L1+L2(Rd;Rd)) <C.
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Following Ball |9, Section 2|, we conclude that the sequence (g,, m,, S,) generates a
Young measure { V4 }ie(o,1)xrd, Passing to a subsequence if necessary. We denote
the barycenter of the Young measure as (o, m, S) i.e.,

(o(t,z), m(t,z), S(t, x))
= ({<t7x) = <Vt,z; @>}7 {(tv x) = <Vt,x§ Ih>}7 {(tax) = <Vt,m§ S>})

From the Proposition 1.3.17, we also observe that

(97 m, S) € LS\?eak—(*) (07 T; Llloc (Rd))'

5.3 The first approximation problem

Hypothesis on the initial data
We recall the basic hypothesis that initial density is non-negative and initial

relative energy is uniformly bounded, i.e.

00,n >0 and/d e(QO,na mon, SO,n|Q007 Meo, Soo) dx < Ey
R

with Ejy is independent of n. From (5.2.11) we deduce

00,n — 0o € L? + Ll(Rd) and 9o, — 00 weak-(*)ly in ./\/lfgC(]Rd) as n — 0o,
(5.3.1)

passing to a subsequence as the case may be. Here we will state the main theorem.

Theorem 5.3.1 (First approximation problem). Let d = 2,3 and v > 1. Let
(0n, My, Sy, = o0nSn) be a sequence of admissible solutions of the consistent approzi-
mation with uniformly bounded initial energy as in (5.4.1) and the initial densities
satisfying (5.3.1). Suppose that the barycenter (o, m,S) of the Young measure gen-
erated by the sequence (0n, My, Sy) is an admissible weak solution of the complete
Euler system satisfying

0(0,2) = go(z), S(t,z) =0 whenever o(t,z) =0 for a.e. (t,z) € (0,T) x R%
(5.3.2)

Then passing to a subsequence as the case may be, we have
on — 0, m, —m and S, — S for a.e. (t,x) € (0,T) x R% (5.3.3)

In the remainder of the section, our goal is to prove the Theorem 5.3.1.
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5.3.1 Defect measures

We recall the relative energy bound

le(on, My, Sp | 0oo, Moo, Soo)”LOO(Q,T;Ll(]Rd)) <, (5.3.4)

and as a consequence we have

HQTZ — QOOHLOO(O,T;Ll-i-L2(Rd)) + Hmn — mOOHLOO(07T§L1+L2(Rd;Rd)) (5 3 5)
+ [1Sn = Sosll oo (0,101 4 L2 (meY) < C-
We also have a Young measure V generated by {(on, My, Sp) }nen and

V € Lyt ((0,T) x REP(R x R? x R)).

Defect measures for state variables o,m and S

We have the following embedding
L(0,T; L + L' (RY)) C L% (0, T; L* + M(RY).
This gives
On — Qoo = 0 — Qoo a8 M —> 00 in Lg 1 (0, T L? + M(R%)).
We introduce the defect measure
C=0—{(tx) = Via;0)}

Using the Remark 1.3.16 of Lemma 1.3.14, we obtain €, € L2 (0, T; M(R?)).

weak-(*)
Similarly, for the sequences {(m,, — my)}nen and {(S, — Sso) }nen we define the
corresponding concentration defect measures as:

Cm =T — {(t,z) = Vyp;m)} and €5 = S — {(t,2) = (Va3 S)}.
From the fact g, > 0 we infer

€y € Log ey (0, T; MT(RY).

Relative energy defect

Let us remind ourselves that L30 (0, T} M(R?)) is the dual of L'(0,T; Co(R%))
and that the relative energy is uniformly bounded (5.2.10). Passing to a suitable

subsequence, we obtain

e(Qna m,, S, | Ocoy Meo, Soo) — e(g, m, S| Ocoy Meo, Soo) in Lss;)aak—

(0, T; M(R?)).

We introduce defect measures:
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e Concentration defect for relative energy:

red — e(o,m, S| 00, Moo, Soc) — (V25 €(0, rh,S’\ Ooos Moo, Soo))s
e Oscillation defect for relative energy:

RO = (V43 (0, M, S | 000, Moo, Soo)) — (0, M, S | 000, Moo, Soo ),
e Total relative energy defect:

R = v+ R4
Remark 5.3.2. As a direct consequence of Lemma 1.3.14 and (5.2.10) we get
€0l oo 0, m(r)) < 1R Loo (0,70 (R4 -

Analogously, we have

€l ll oo (0,701 ®e)) + €]l oo (0,70 (R2Y) < MR 200 (0,701 (RAY) -
Energy defect and its finiteness

First, we rewrite the relative energy as

e(Q”? my, Sn) - e(QOCM Meo, Soo)
= e(Qna m,, S, | Ooo, Mo, Soo)

+ ae(gom Moo, Soo) : (Qn — Oco, My — Mo, Sn - Soo)a
Then the relative energy bound (5.2.10) together with (5.2.11) gives
l[e(on, mp, Sp) — €(0oo, Moo, SOO)||L°°(0,T;L2+L1(R‘1)) <C.

In particular, we conclude that

e(@na my, Sn) - 6(9007 Mgy, Soo) — e(Qa m, S) - e(QOO7 Mmeo, Soo)
weak-(*)ly in L>(0,T; L? + M(R%)).

In a similar way, we consider the energy defect measures:

e Concentration defect for energy:

%Cd = e(cQa m, S) - <Vt,x;e(~7ﬁ17 S)>7

eng —

e Oscillation defect for energy:

%Od = <Vt,$;e(~7ﬁl> S’)> - e(Qa m, S)7

eng ~—
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e Total energy defect:

_ ¢ncd od
meng - 9{eng + 9{eng'

We observe that

e(gnumnSn) _e(Q, m, S)
= e(@m my, Sn ‘ Qoo Meo, Soo) - e(@a m, S ’ Qoo Mo, Soo)
+ ae(@ommom Soo) : (Qn — 0, My — 1IN, Snp — S)

The above equation together with the Remark 5.3.2 gives

Reng € Lare (v (0, T; M(RY)) (5.3.6)

weak-

and

[Rengll oo (0,7 M) < 1R Loo (0,10 (RAY) -
Specifically, we have
R = 9Qeng — ae(@om Meo, Sco) : (tha Cm, Q:S)-

From the observation that (p,m,S) — e(p,m,S) is a non-negative convex l.s.c
function in R%2, we obtain

Reng € Leeare () (0, T MTRY)).

Remark 5.3.3. Suppose that the sequence (g,, my, Sy) has a weak or weak-(*) limit
in the respective space, then the corresponding defect measure (&€,, €y, €g) vanishes.
As a consequence , we observe

R = Reng-

Defect measures of the nonlinear terms in momentum equation

In the approximate momentum equation (5.2.4), we note the presence of two
nonlinear terms

m, @ m
1gn>0u and lgn>0p(Qn>Sn)'
On
Writing
m, ® m,, My ® My
1Qn>0 -

On Oco

m,, m m m
o (3 5) (2 2)
On Oco On Qoo
My & Mg

m, —m ® m my Q (m, —m
_( n oo) > 00 ( n oo) +(Qn_Qoo) - ’
Oco Oco O
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we obtain the following uniform bound

Hence, we have

1 m, @ my, My, & Meg
Qn>0 -
n Oco

<C.

Lo°(0,T;L2+ L1 (RE;RAxd))

m, & m,, My @ Meo m @ m Moo @ Mg
1.Qn>0 - — -
On Qoo 0 Qoo

weak-(*)ly in L\?\i%ak—(*)(o7T; 2 +M(Rd;RdXd)).

Thus, we consider the concentration defect @%F’Cd and the oscillation defect Qﬁrrflg’()d
as

mQ m

eng,cd __
&0 = 0

m® m
- <Vt,z§ 1@>0 ) >

and

m ® m mQm
errlllg@d — <Vt,oc; 1@>07@ > — 1Q>07,
respectively. We notice that, for any & € R?, we get

(tansg e B OB ) () (RO M Ox ) g )

n Qoo Oco
weak-(*)ly in Ly, o+ (0, T; L? + M(R?)).
Next, we note that for any ¢ € R?, the function
|m£-)§|2 if o> 0,
[o,m] — ¢ 0, if p=m =0, (5.3.7)

oo, otherwise
is convex lower semi-continuous. It yields that
it + CRET € L ¢ (0, T3 MT(RERGLD).

To obtain this, we use the following observation:

. m,; ®m mg®m
(Emecd + EEod): (€@€) = lim 1m0 (E@E) ~Lpo——: ()
n—oo n Qn
, m, - & m - ¢
= nh_{go 19n>07;7n - 19>0T in D'((0,T) x B)

for any bounded open set B C R? and eventually

(€t + Emeod): (E®E) € Lge(v(0, T MT(RY).
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Analogously, for the pressure term 1,, ~0p(on, Sn) we define the concentration defect
Qf,%g’Cd and the oscillation defect Cfﬁlf’()d as

eeecd = po, S)I — (V423 1550p(8, S)I)
and
eeeod = (V) 15 1550p(2, S)I) — Lymop(o, S)L.

Noticing that, for any & € R?, (o, S) — p(o, S)I: (£ - ), with an extension

p(o, S)IE* if 0 > 0,
[0,S] =14 0,ifo=0,5<0 (5.3.8)

oo, otherwise
is a convex lower semi-continuous function, we are able to conclude
goneed  gongod ¢ Leak(+) (0, T MT(RERED).
Finally, we consider the total defect as
Ceng = Qf,?f"?d + Qle,,,?lg’Od + @fﬁf’c‘i + Qﬁff;g"’d.
Summerizing the above discussion we infer that
Ceng € LS\iak-(*)(ovT;M+(Rd;Rg;n?))'
Comparison of defect measures Tr(Ceng) and Reng

With the help of the following relation

2
Tr<m®m> = [m| and Tr(g”exp( 5 )]I) —dQ’yeXp< 5 )
0 o Cv0 CvQ

we conclude the existence of A1, Ao > 0 such that

Almeng < Tr(ezeng) < AQmeng- (539)

5.3.2 Limit passage

The main goal here is the limit passage in the continuity equation and the
momentum equation.
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Continuity equation

First, we perform the limit passage in the approximate continuity equation (5.2.3)
and obtain

T
/ / [0 do(t) + V¢ - dm] dt =0,
0 R4

for ¢ € C1((0,T) x R?). In a more suitable notation we write

T T
0, -Veo| do d Orp d€ Vo -dCm| dt =0,
/O/Rd[gtté+m ¢] T t+/0 /Rd[t(b o T 10) ] t

(5.3.10)
for ¢ € C1((0,T) x RY). Further we prove that
0 € Cyeale ([0, T); L? + M(RY).
Using (5.3.1) we conclude
| ot da = [ vacao)) (53.11)

for K ¢ R%, K compact and 9 € C.(K).

Local equi-integrability of {o,},en and {m,, },en

We assume that the triplet (o, m,S) is a weak solution of the complete Euler
system with initial data (g9, mg, Sp), i.e. the continuity equation is

T
/ / [98@ +m- V;cqﬂ de dt = —/ 009(0, ) dz, (5.3.12)
0 Rd R4

for any ¢ € CL([0,T) x R%).
Eventually, o € LL _((0,T) x RY) and m € LL ((0,T) x R R?) yield

/ o0y dz = / 0(0, )y dex, (5.3.13)
K K

for a compact subset K C R? and ¢ € C.(K).
On the other hand, (5.3.12) together with (5.3.10) implies

0i€p + div, €y =0
in the sense of distributions in (0, 7') x R%. Considering the fact €, € L>(0, T; M(R%))
and €, € L>=(0,T; M(R?% R?)), we write the above relation as,

T T
/ oNe de, dt +/ Vep- d€y dt =0, for ¢ € D((0,T) x Rd).
0 JRd 0 JRd
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Let us consider ¢(t, z) = n(t)y(x) with n € D(0,T) and ¥ € D(R?). Then, we rewrite
the above equation in the following form:

/OT (/Rw d¢g>n'(t) dt +/OT( [ V.- d¢m>n(t) &t —o0.

Since the density and the momentum defects are finite, we have

/OT (/Rdw dq,)n’(t) dt +/OT< [ (V- d¢m>,,7(t) dt =0,

for n € D(0,T), ¢ € CY(R?) and V9 € L°(R%RY). We consider 1) = 1 and obtain

/oT ( /Rd d¢e> o(t) dt = 0.

From this we deduce that t — [p, d€,(t) is absolutely continuous in (0,7) and the
distributional derivative is 0. This along with (5.3.11) and (5.3.13) gives €,(0,-) =0
in R?. Finally, we get

/ d€,(t) =0 for t € (0,7),
Rd

and €, =0 for a.e. t € (0,7).
Let B € (0,T) x R? be a bounded Borel set. Since g, > 0 and €, = 0 , we
conclude that {g,}nen is equi-integrable in B. We have

my,
My = +/On—F—,
n n Qn
2
and also™2L is bounded in LY(B). As a consequence, we conclude {m,},cn is

equi—integrz;ble in B.

Momentum equation with defect

Now, if we perform passage of limit in the momentum equation (5.2.4), we get

T m®m .
I/ [m 0+ L) o Vet 1oyl S)divagp | dr di
0 JR e (5.3.14)

T
+ / Ve 1 d€epe = 0,
0 JRrd

for ¢ € C.((0,T) x R% RY).
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Almost everywhere convergence

From our assumption that the barycenter of the Young measure is a weak solution
of the complete Euler system, this implies

Vit : d€epg = 0 for any ¢ € CHRERY) for ae. t € (0,7).
]Rd

Thus, from Proposition 1.3.20, we obtain

Ceng = 0.
Eventually, the comparison of the defect measure (5.3.9) implies

Reng = 0.
As a consequence of the Theorem 1.3.26, we have

e(on, my, Sy) — e(o,m, S) weakly in L'(B). (5.3.15)
From this we deduce that
e(o,m, 8) = (Vizie(2,m, 5)) = e(o,m, S) in B.

Since e is convex and strictly convex in its domain of positivity, we use a sharp form
of the Jensen’s inequality as described in Lemma 1.3.30 to conclude that either

Vie = 0fo(tz),m(t,2),8(t2)}
or
supp[V] € {[o,m, S]|pg =0, m =0, S < 0}.
Here we recall the assumption (5.3.2), i.e.,
S(t, ) = 0 whenever o(t,z) = 0 for a.e. (¢t,z) € (0,T) x R%

It implies
Vi = 0fo(t,2),m(t,2),5(t,2)}-

From Lemma 1.3.25, we conclude that {g,, m,, S,} converges to (o, m, S) in measure.
Passing to a suitable subsequence, we obtain

on — 0, m, - mand S, — S ae. in (0,T) x RY (5.3.16)

This completes the proof of the Theorem 5.3.1
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5.4 The second approximation problem

Hypothesis on the initial data

We recall that the initial density is non-negative and the initial relative energy is
uniformly bounded, i.e.,

00,n >0 and/d e(QO,’mmO,nv SO,n‘Qoo-;momSoo) dr < EO: (541)
R

with Ej is independent of n.
For the second approrimation problem, we need an additional assumption that
the initial entropy is bounded below, i.e., for some sg € R we have

S0, > Sp in R?, for all n € N. (5.4.2)

Main Result

We state the main theorem for this approximation problem.

Theorem 5.4.1 (Second approximation problem). Let d = 2,3 and v > 1 and
(0n, My, Sy, = 0nsy) be a sequence of admissible solutions of the consistent approz-
imation with initial energy satisfying (5.4.1) and and the initial entropy satisfying
(5.4.2). Suppose,

on — 0 i D'((0,T) x RY), m,, = m in D'((0,T) x R% RY),

’ (5.4.3)
S, — S in D/((0,T) x RY),

where (0, m, S) is a weak solution of the complete Euler system.
Then

e(0n, My, Sy, | Ooo, Moo, Soo) — €(0, M, S | Goo, Moo, So) in LI(0,T; L . (RY))
as n — oo for any 1 < q < oo. Moreover,

on = 0 in L0, T; L7 (RY),m, — m — in L0, T; L3%1 (R% RY))

loc

S, — S in LU0, T; L] (R%)),

loc
for any 1 < g < o0.

The remainder of this section is devoted to the proof of the Theorem 5.4.1. First,
we note that the formulation of the second approzimation problem and the hypothesis
about the initial data (5.4.2) yield the minimal principle for the entropy(5.2.9), i.e.,
sp > sg for a.e. (t,x) € (0,T) x R This helps us to obtain a finer estimate for the
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relative energy compared to (5.2.11), which is
r(Q - 900)2 + ’m - Inc>o|2 + (S - 500)2
if 22 < 0 <2050, M — my| < max 1,@}
e(g7m;S|Qooamooasoo) Z and ‘S_Soo‘ Smax{l,@},
(1+0)+2 +(1+57),

otherwise.

(5.4.4)

For a detailed discussion about of the above statement, see Breit et al. [16, Section
3|. Without loss of generality, we assume sy > 0, otherwise we need to rescale by
taking the total entropy Sp,=o0n(sn — s0).

Uniform bounds and weak convergence
Assumption (5.4.1) implies
l[e(on, mn, Sp | oo, Moo, Sec) ”LOO(O,T;Ll(Rd)) <C.

Together with (5.4.4), the above bound gives

llon — QooHLoo(o,T;Ler?(Rd)) <,

Lo (0,T;L7F1 +L2(RY))
Eventually, recalling the total entropy S,, we have
[1Sn = Sooll Lo (0,107 + L2(ReY) < C,s
(5.4.6)

<C.
Lo (0,T5L27 (RY))

Sn
7
The above uniform bounds yield the following convergence:

On — 0oo — 0 — 0so Weak-(¥)ly in L®(0,T; LY + L*(R%)),
m, — My — m — my, weak-(*)ly in L°°(0, T LAFT + LA(RY)),
Sy — Seo — S — Sao wWeak-(¥)ly in L>(0,T; L + L*(RY)),

passing to a suitable subsequence as the case may be. Here also one can consider a
Young measure V generated by (o, m,,S,) such that

V € L3 ((0,T) x R P(RH2)). (5.4.7)
Since, Young measure captures the weak limit, we obtain

(o(t,z), m(t,z), S(t, x))
= ({(t,l‘) = <Vt,x§ @>}7 {(tvl:) = <Vt,a:§ ﬁl>}, {(t,$) = <Vt,x; S>})
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5.4.1 Defect measures

Unlike Section 5.2, here we have the presence of a defect measure only in the
nonlinear terms.
Relative energy defect

We know
L(0,T; L'(RY)) C L%+ (0, T5 M(R?)).

Moreover, L;’Voeak_(*)((), T; M(RY)) is the dual of L'(0,T; Co(R?)). Thus passing to a
suitable subsequence, we obtain

e(@na m,, .S, | Oco, Mo, Soo) — e(@a m, S‘ Qoo Mego, Soo) in L\?Voeak_

(0, T; M(R?)).

In particular, we say

ekin(@na mn|9007 moo) — ekin(Qa m|QOOa moo) in L\?voeak-(*) (07 T; M(Rd))

and

int (0> Sn | @oos Soo) = €int (0,9 | 0oos Soo) I Loy (%) (0, T5 M(R?)).

We consider

%e - e(@a m, S ’ Qoo Meo, SOO) - 1{Q>0}6<Q, m, S ’ Qoo Meo, SOO)
Using convexity and lower semi-continuity of the relative energy, we have

9%6 S Lx?vc;ak—(*) (0,T,M+(Rd)) (548)

Defects from the non linear terms in momentum equation
We consider a map C(, -| 0o, Moo) : R x RY — R a5

c( | =1 (m moo> - <m moo>
y M| 000, Moo ) = e — — = — .
¢.mie 08\ ™ o 0 O

For any & € R? we obtain that the map

(Qa m) = (C(Q, m|9007 moo) : (§ ® 5)
is a convex lower semi-continuous function with a possible extension

%if@>0,

lo,m] = ¢ 0, if po=m =0, (5.4.9)

oo, otherwise .
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We have
m;, ¥ my,
n
with
H(C(Qmmn‘goovuOO)HLOO(O,T;Ll(Rd;RdXd)) <C,

where uy, = %. It implies
oo

Sym

C(0n, My|000s Uoo) — C(0, M|0s0, Uso) weak-(*)ly in L;’V‘éak_(*)(O,T;M(Rd;RdXd)).

We introduce the defect measure as

Ry, = C(Q7 m‘Qom uoo) - 1{Q>0}(C(Q7 m|9c>07 Us) (5-4-10)
Similarly, we define a map P(-, -|0s0, So) : R X R — R¥*? such that
P(o, 5|0, Sec)

— (9l2:) = (0 5) (0~ ) ~ (0 S)(S = S) = pleesS2c) )1

Here, we define the defect measure
Ry = P(0, 5000, Sc) — 1p0P(0, 500, Soc). (5.4.11)
We use (5.4.9) to conclude

R = Riny + Ry € Lo (0, T3 MF(RE RIS (5.4.12)

Sym

Comparison of defect measures

There exists scalars Ay, Ao > 0 such that
Aliﬁe S Tr(f)fim) S Agme. (5413)

Remark 5.4.2. It is clear that, we do not need to define the energy defect separately
here as in Section 5.2. Basically, the weak convergence of the state variables implies
that the energy defect coincides with the relative energy defect.

5.4.2 Limit passage

Now we pass to the limit in the equations of for approximate solutions and obtain
Equation of continuity:
T
/ / (0010 + m - V0] dz dt =0, (5.4.14)
0 JRd

for any ¢ € CL((0,T) x R9),
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Momentum equation with defect:

T m®m .
/0 /Rd {m “Oup + 1ps0 . : Vap + 150y plo, S)divap | dz dt

T (5.4.15)
+/ Ve : dR,, =0,
0o Jrd
for any ¢ € C1((0,T) x R4 R%),
Relative energy:
e(0,m, S| 000, Mo, Soo) = €(0, M, S | P00, Moo, Seo) + Re. (5.4.16)

Disappearance of defect measures

We assume that the triplet (o, m,.S) is an admissible weak solution of the complete
Euler system, i.e., (o, m,.S) follows the Definition 2.4.1. It implies

T
/ Ve : R, =0,
0o Jrd

for any ¢ € CL([0,T] x R4 R%). Thus, by applying Proposition (1.3.20) we conclude
R,, = 0. Finally, using (5.4.13) we obtain R, = 0.
Consequently, we also have

e(Qm my,, S, | Ocoy Mo, Soo) — e(Qa m, S ‘ Qoo Meo, Soo)

5.4.17
weak-(*)ly in Lﬁak_(*)(O,T;M(Rd))- | )

Almost everywhere convergence

Let B C (0,7) x R? be a compact set. Recall the Young measure generated by
{(on, my, Sp) tnen is V. From R, = 0 we infer that

<Vt,w; e(@, m, S | Qoo Meo, Soo)> = e(Qa m, S| Qoo Moo, Soo) for a.e. (07 T) x RY.

We already have weak-(*) convergence of {e(on, my,, Sy | 0cos Moo, Soc) tneN, using
Lemma 1.3.26 we deduce that

e(0n, My, Sy | 0o Moo, Soo) = €(0, M, S | 0o0, Moo, o) weakly in L'(B). (5.4.18)

Now convexity of e(:]| 000, Moo, Soc) and the Theorem 2.11 from Feireis] [50] helps us
to conclude

on — 0,m, - mand S, — S a.e. in B. (5.4.19)
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Local strong convergence

We have {e(gp, my, Sy | 0o0s Moo, Sco) fnen is equi-integrable in B, in particular
{€int(0n, Sn) }nen 1s equi-integrable in B. As a trivial consequence we obtain
{(0n, Sn)}nen is also equi-integrable. Above statement along with almost everywhere
convergence gives

ol — ¢" and S) — SVweakly in L(B).

It implies

/QZ dzx dt —)/ 07 dz dt and / SY dx dt —>/ S7 dx dt . (5.4.20)
B B B B

These concludes the norm convergence i.e.,
lonlLv(B) = |l (B)-
Now weak convergence and norm convergence implies the strong convergence.
on — 0 in L7(B).
Similarly, for the total entropy we also obtain,
Sp — Sin L7(B).

Strong convergence for the momentum follows exact steps as in part 5.4.5. Since
0 € L7(B) we deduce that

m,, — m in L 1 (B;R%).
Relative energy is positive, lower semi-continuous and convex function. It implies
e(Qn, mnv Sn ‘ QOO; mOO7 SOO) — 6(97 m7 S ’ 9007 m007 SOO) in Ll(B)

We invoke the bounds (5.4.5) and (5.4.6) to conclude our desired strong convergences
as stated in Theorem 5.4.1.

5.5 Concluding remark

In both theorems 5.3.1 and 5.4.1 we have the hypothesis that the barycenter
of a Young measure V, (p,m,S) is an admissible weak solution of the complete
Euler system. If we look closely at the proof, it is a matter of a small additional
assumption. It suffices to assume that it solves the momentum equation and the
continuity equation for suitable initial data in a weak sense to obtain the desired
result.

The results in this chapter are based exclusively on the domain R%. The main
stumbling block for bounded domain is the unavailability of the Proposition 1.3.20.
Although there is modified version of the proposition for a bounded domain Q.
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Proposition 5.5.1. Let Q C R? be a bounded domain. Let D € M+(Q;R§lgn‘f
satisfying

/ Ve : dD =0 for any ¢ € CL(Q;RY),
Q

and

1

= d(Tr(D)) — 0 as § — 0.
0 J{zeq)diste,00<5]}
Then D = 0.

This is reflected as an additional hypothesis about energy as

lim sup [e(0e, me, S¢) —e(o,m, S)|(7,-) dz

e—0 /xGQ,dist[x,aﬂ]<6

is of order 0(d) as 6 — 0, for a.e. 7 € (0,7). For a detailed discussion the reader may
consult Feireisl and Hoffmanova [58].
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