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ABSTRACT

With the explosive growth of information on the Internet, recommender systems have
been broadly applied in user engaged systems to efficiently discover items of potential in-
terest. In order to automatically generate such “guess what you like” results and serve
matching recommendations, advanced machine learning and data mining techniques are
applied in recommender systems. However, the model based methods that learn from his-
torical data often result in unavoidable bias in recommendations from different perspec-
tives. The filtering bubble reflected in the biased recommendations leads to the fact that
recommended targets fall into a narrow range.

The existing research towards the bias problem in recommender systems focuses mainly
on the bias adjustment within a specific modeling phase. The comprehensive understanding
and generic bias countering approaches are still missing. In this thesis, we research on
the bias problem in recommender systems from multi-views, including contextual bias,
content-level understanding of bias, and the evaluation bias. These bias phenomena are
observed in specific application scenarios. The modeling, analysis and evaluation of bias
are conducted accordingly.

First, in the recommendation scenario of IPTV systems, recommendations are more
sensitive to the contextual influence due to the video genres and airing schedule. Thus we
conduct the research on modeling and countering contextual bias in this scenario. Sec-
ond, digital news portals form a special recommendation scenario. The user impression
or clicking behavior is heavily affected by the content-level bias understanding. Targeting
on the gap between the article level popularity bias and the content-level understanding
of bias, we research on the topical bias representation for news articles and their poten-
tial predicting power. In addition, in the algorithm recommendation scenario, the single
objective evaluation leads to the overlook on the other measurement targets. Therefore,
multi-objective evaluation and candidate expansion are attempted to deal with such evalu-
ation bias. The proposed modeling approach in algorithm selection has proven to balance
the multi-objective evaluation well.





ZUSAMMENFASSUNG

Mit den explosiven Informationen im Internet wurden Empfehlungssysteme weitge-
hend in benutzerbezogenen Systemen eingesetzt, um potenzielle interessierte Elemente
schnell zu entdecken. Um solche Ergebnisse automatisch zu generieren und entsprechende
Empfehlungen abzugeben, wurden in den Empfehlungssystemen fortgeschrittene Tech-
niken für maschinelles Lernen und Data Mining versucht. Die modellbasierten Methoden,
die aus den historischen Daten lernen, führen jedoch zu unvermeidlichen voreingenomme-
nen Empfehlungen aus verschiedenen Perspektiven. Die Filterblase, die sich in der vorein-
genommenen Empfehlung widerspiegelt, führt dazu, dass empfohlene Ziele in einen engen
Bereich fallen.

Die vorhandenen Untersuchungen zum Bias-Problem im Empfehlungssystem konzen-
trieren sich hauptsächlich auf die Bias-Anpassung innerhalb einer bestimmten Model-
lierungsphase. Das umfassende Verständnis und der generische Bias-Countering-Ansatz
fehlen noch. In dieser Arbeit untersuchen wir das Verzerrungsproblem im Empfehlungssys-
tem aus mehreren Ansichten, einschließlich kontextbezogener Verzerrung, Verständnis der
Verzerrung auf Inhaltsebene und der Bewertungsverzerrung. Diese Verzerrungsphänomene
wurden in bestimmten Anwendungsszenarien erfasst. Die Modellierung, Analyse und Be-
wertung des Bias wurde entsprechend durchgeführt.

Zuerst, das IPTV-System reagiert aufgrund der Videogattungen und des Sendeplans
empfindlicher auf den kontextuellen Einfluss. In diesem Szenario werden daher Unter-
suchungen zur Modellierung und Bekämpfung kontextbezogener Verzerrungen durchge-
führt. Zweite, in digitalen Nachrichtenportalen wird das Eindrucks- oder Klickverhalten
des Benutzers stark vom Verständnis der Verzerrung auf Inhaltsebene beeinflusst. Aus-
richtung auf die Lücke zwischen der Beliebtheit der Artikelebene und dem Verständnis
der Verzerrung auf Inhaltsebene. Die Analyse wurde in Richtung der aktuellen Bias-
Darstellung für Nachrichtenartikel erstellt. Darüber hinaus kann das im Empfehlungssys-
tem verwendete Einzelobjektbewertungsverfahren zu einem voreingenommenen Ziel führen.
Bei der Bewertung mehrerer Ziele und der Erweiterung der Kandidaten wurde versucht, die
Bewertungsverzerrung zu bewältigen. Der vorgeschlagene Modellierungsansatz hat Bew-
ertung mit mehreren Zielen gut ausbalanciert bei der Algorithmusauswahl.
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CHAPTER 1

INTRODUCTION

Recommender System (RS) provides users with quick access to massive information re-
sources according to their personal preference. The applications of RS span across from e-
commerce systems to specific individualized systems (e.g., algorithm selection). However,
recommenders are easily biased towards the skewed items, because of either the training
data or the chosen evaluation metrics. Such bias problems lead to potential degradation in
the quality of an RS. In this thesis, we model and analyze the bias in RS from multi-views.
The contextual bias in IP-based Television (IPTV) systems, the content-level understand-
ing of popularity bias and evaluation bias in the algorithm selection scenarios are studied
separately. In this introduction chapter, Section 1.1 describes the motivation and goals of
the thesis, after which Section 1.2 illustrates the scenarios and scope of the thesis. Sub-
sequently, the challenges of the thesis are introduced in Section 1.3. The contributions
and relevant publications are listed in Section 1.4. Finally, the structure of the thesis is
introduced in Section 1.5.

1.1 Motivations and Goals

Since emerged in the 1990s, RSs have been successfully applied in various online
commercial systems. Suggestions on what to buy, what to watch, even whom to date are
tailored according to users’ individual preference by recommenders [1]. RS thus brings in
a win-win situation for e-commerce, where users acquire what they like more conveniently,
while commercial providers benefit from higher user stickiness. In the year 2006, owing to
the fierce competition on Netflix prize1, RS attracted extensive attention from the research
community and became active in both laboratory environment and real-life applications [1–
3]. Various Data Mining (DM) and Machine Learning (ML) algorithms have been tried in
RS to score and rank items for specific individuals.

1https://www.netflixprize.com/
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An RS problem can be represented as a mapping function f : u, i, c 7→ R [4]. Here, user
factor u represents a recommender’s serving object. Depending on the concrete scenario, u
denotes either plain individual indicator or a profile with plentiful meta-features. The item
factor i stands for the candidate object, it serves either as a standalone indicator or includes
the descriptive features of the candidate items. Context factor c represents the combination
of multiple context information, like time of day, day of week, location, etc. Preference
value R is the accordance for ranking the candidate items for users. It may refer to a rating
scale, a probability value, a frequency prediction, etc. To solve a recommendation problem,
the historical data in a specific scenario is the source for building the learning models, and
the pre-defined evaluation metric is the optimization target.

It has been broadly accepted in the research community that increasing the recommen-
dation accuracy is the main goal of an RS. The algorithms that predict the user ratings
more precisely or attract higher Click Through Rate (CTR) are more favorable in a rec-
ommender. Thus the accuracy or prediction error oriented evaluation becomes the opti-
mization purpose in recommender scenarios. However, historical datasets contain many
bias problems. For instance, if a user has watched several action movies from an online
video platform, RS captures this fact and continuously presents action-like genre movies
to users. It thereby increases the chance that the user chooses an action movie again, and
reduces the likelihood that the user watches other potentially interesting video items from
other genres. To overcome this issue, the trade-off between recommendation accuracy and
de-biasing effect become a hot topic in the research community in recent years. There are
different perspectives to understand the bias phenomenon in an RS [5–9]. We summarize
them as the following:

• Users’ behavioral bias results from the users’ behavioral habits. On one hand, users
have their own habitual selection on the representation form of the chosen items. For
instance, items’ ranking positions, representation layout, triggering button clicking
position, etc. [10, 11]. On the other hand, users’ behavioral bias is also reflected
by users’ individual preferred choices on specific items. To counter such bias from
the implicit feedback, specific weighting schema in the modeling phase needs to be
considered. Understanding users’ preference pattern also helps understanding the
users’ behavioral bias.

• Popularity bias on items heavily influence users’ choices in a recommender system.
The dominant items make the historical data skewed. Influenced by such skewed
data, RS inclines to select the popular items thus creates the filtering bubble. Though
personalization is realized in the usual RS, the popularity embedded in the user in-
teractions still makes the bias unavoidable [7]. The popularity bias is tractable on the
item level in a straightforward view, the literal understanding of it on a fine-grained
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level still represents the research gap.

• Evaluation bias in a recommender is recognized as the limited optimization target
while learning a recommendation model. To evaluate the effectiveness of an RS sys-
tem, prediction error compared with the ground truth ratings and the accuracy of the
TOPK items in the recommendation list are the usual metrics. Intuitively, the better
the recommender predicts the ratings of specific users, the more the user’s individual
preference is presented. However, these metrics do not cover all the perspectives
concerning users’ and systems’ satisfaction. Other metrics like response time, diver-
sity and novelty are all important factors to be considered [12]. The calibration on
the evaluation bias is needed when the recommender is expected to behave well on
other factors as well.

Facing the multi-views of the bias problem in RS, the goal of this thesis is to model and
understand the bias in concrete RS scenarios, find ways to counter or utilize such bias for
constructing better recommenders. To achieve this goal, we conduct the studies within the
following scenarios and scope.

1.2 Scenarios and Scope

Recommendation targets alter when the recommendation scenarios change. Typical rec-
ommendation targets and recommendation scenario combinations include: commodities in
online shopping websites like Amazon2, videos streamed from online video providers, e.g.
Youtube3, articles created by online news portals such as Tagesspiegel4, mate candidates
on dating platform for instance Lovoo5. Aside from these e-commercial scenarios, RSs
are also applicable in other static knowledge relevant domains. In the scenario of Algo-
rithm Selection (AS), algorithm candidates are recommended to solve a specific problem
instance. OpenML 6 is a typical example for the performance collection of algorithm can-
didates on specific problem instances.

The modeling and analysis of the bias in both e-commercial systems and static knowl-
edge systems deserve the attention and study. The recommendation strategy needs to be
designed accordingly for the specific characteristics in a recommendation scenario. For
instance, the literal understanding of the article content is important in digital news por-
tals, whereas the avatars gaining more attraction weigh an item profile higher in an online

2https://www.amazon.com
3https://www.youtube.com
4https://www.tagesspiegel.de/
5https://www.lovoo.com/
6https://www.openml.org
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dating website. Or in non-user-oriented scenarios like algorithm selection, the meta fea-
tures for u are dense rather than sparse (in e-commercial systems the meta features of u
are usually quite sparse), since they are generated by the same standard process. While
designing a recommender and analyzing the bias issues, the scenario characteristics need
to be distinguished and treated differently.

In this dissertation, we mainly focus on the bias problems in three recommendation
scenarios; namely, IPTV program recommendation, digital news article recommendation
and algorithm recommendation. The traits of these scenarios and the research scope in the
thesis are listed in Table 1.1 accordingly.

Table 1.1: Recommendation scenarios covered in the thesis.

Recommendation
Scenarios

Characteristics Research Scope

IPTV Systems • Airing schedule of TV programs
is regular.
• Personal watching habit varies

individually.
• Contextual factors matter for

catching users’ preference pattern.

• The role of contextual fac-
tors(user study);

• modeling of contextual
factors (context-aware Latent
Dirichlet Allocation);
• countering contextual bias

via involving external sources.

Digital News
Portals

• Texts are the main content to be
consumed.
• Hotly discussed breaking events
heavily influence the articles’ pop-
ularity.

• Clicks pattern analysis for
the popular articles;
• content level ranking bias

tracking;
• topic ranking bias tracking

from temporal and behavioral
view.

Algorithm
Selection

• Multi-model or one-hot conver-
sion are needed in conventional ap-
proaches.
• Pure accuracy oriented metrics

could cause evaluation bias.
• TOP1 candidates selection in

evaluation can bias the choices.

• Introducing Bi-linear Learn-
ing to Rank;
• using A3R as multi-objective
evaluation strategy;
• TOPK expansion in the can-
didates set in the evaluation.
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1.3 Challenges

In order to model and analyze the bias problems in recommender systems, there are
several challenges to be dealt with.

• The bias modeling in the recommender increases the parameter space and the com-
plexity of the model, thus is prone to be over-fitting on the skewed dataset. The
reliance on system level internal user data source makes it difficult to escape from
the notorious filter bubble in the recommender. Getting rid of the reliance on the
system-internal data is a challenging task.

• The reasonable explanation of the bias is obscure in most recommenders, especially
on the topic or content level understanding. With the parsed biased topic, how to
measure the bias degree and utilize such bias degree ranking to boost the prediction
power brings in challenges.

• To achieve a balanced evaluation protocol, it is challenging to incorporate multiple
metrics into a single representation. Especially when the metrics are in different
ordering favors, a fair combination is difficult to realize. Meanwhile, a recommender
algorithm which is supposed to properly adapt to the combined metric needs a careful
design.

The research conducted in this thesis focuses on tackling these challenges and designing
relevant solutions to overcome them in specific recommendation scenarios.

1.4 Contributions and Publications

Main contributions of the thesis are summarized in this section, together with a list of
the relevant publications by the author [13–19].

Contextual bias modeling and countering in the IPTV scenario. As discussed in the
above sections, contextual variations are obvious in the IPTV systems, thus the contextual
bias is of research interest. First we study the role of contextual factors in a recommender.
A user study towards the contextual influence was conducted, where the survey feedback
explains the context influence in an IPTV system. Subsequently, with the conclusion of
the user study, a context-aware Latent Dirichlet Allocation (LDA) recommendation algo-
rithm has been proposed, which integrates the contextual influence and users’ inclination
on the recommender path into the model. The newly created context-aware LDA performs
well on both precision and diversity oriented evaluation metrics. In the end, to counter the
contextual bias in the IPTV recommender, the domain relevant topic trend has been cap-
tured from Twitter. It serves well as a supplement recommender especially for the purpose
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of de-biasing users’ contextual skewed choices. The relevant publications concerning this
contribution are as follows.

• Jing Yuan, Fikret Sivrikaya, Stefan Marx, Frank Hopfgartner, “When to Recom-
mend What? A Study on the Role of Contextual Factors in IP-Based TV Services”,
Workshop Mind the Gap, Berlin, Germany, 4th March 2014.

• Jing Yuan, “How Adaptive Aggregate Contextual Recommender Benefits IP-based
TV Services”, Doctoral Consortium in ACM International Conference on TVX,
Newcastle upon Tyne, UK, 26th-27th June 2014.

• Jing Yuan, Fikret Sivrikaya, Frank Hopfgartner, Andreas Lommatzsch and Mu Mu,
“Context-aware LDA: Balancing Relevance and Diversity in TV Content Recom-
menders”, workshop RecSysTV in conjunction with RecSys, Vienna Austria, 16th-
20th September 2015.

• Jing Yuan, Andreas Lommatzsch and Mu Mu, “Applying Topic Model in Context-
Aware TV Programs Recommendation”, track Knowledge Discovery, Data Mining
and Machine Learning in LWDA, Potsdam, 12th-14th September 2016.

• Felix Lorenz, Jing Yuan, Andreas Lommatzsch, Mu Mu, Nicholas Race, Frank
Hopfgartner, Sahin Albayrak, “Countering Contextual Bias in TV Watching Behav-
ior: Introducing Social Trend as External Contextual Factor in TV Recommenders”,
ACM TVX2017, Hilversum, the Netherlands, 14th-16th June, 2017.

Explainable popularity bias from content-level in digital news recommendation sce-
nario. In systems with implicit feedback, bias is reflected by the high click-through rates
of the most popular items. A vast space of the items are ignored and will not be raised
again in the system [6]. Understanding the bias from content level is very important to
track the reason of the popularity bias. In order to understand the popularity bias, the se-
lection frequency on the item level is usually considered as the bias representation. The
weighted item frequency is converted to the topic ranking bias. Such topic ranking bias is
tracked from both the temporal view and between different behaviors. The textual parsing
and the descriptions extractions are developed, which help represent the prediction power
in the news recommender. Below are the relevant publications and technical reports in this
context:

• Jing Yuan, Andreas Lommatzsch, Benjamin Kille, “Clicks Pattern Analysis for On-
line News Recommendation Systems”, NEWSREEL (real-time news recommending
challenge) in CLEF, Portugal, 5th-8th September 2016.
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• Jing Yuan, Andreas Lommatzsch, Fikret Sivrikaya, “Analysis on Users’ Topic Con-
cern Bias in News Stream”, technical report, 2017.

Multi-objective evaluation metric and a novel approach for algorithm recommendation.
When it comes to the algorithm selection scenario, the research goal is to balance the eval-
uation for both prediction and inference time. A new evaluation metric Adjusted Ratio of
Root Ratios (A3R) is proposed to represent such balance. For adapting to the new met-
ric, algorithm Bi-Linear Learning to Rank (BLR) has been proposed. BLR overcomes the
drawbacks in the conventional solutions like multi-model building and one-hot encoding.
It has proven to outperform in the selection effect especially concerning the trade-off eval-
uation for both accuracy and inference time. In addition, we affirm the benefit of expanding
the selection range of candidate approaches from TOP1 to TOPK regarding the cumula-
tive optimal demand of AS evaluation. Such expansion helps the selection effect get rid of
the biased TOP1 selection limitation. The following publications form this contribution.

• Jing Yuan, Andreas Lommatzsch and Sahin Albayrak, “Contextual Factors Involve-
ment for Score Modeling under LambdaRank in Recommender Systems”(long ab-
stract), workshop Women in Machine Learning, co-located with NIPS, Barcelona,
Spain, 4th-5th December 2016.

• Jing Yuan, Christian Geißler, Weijia Shao, Andreas Lommatzsch, Brijnesh Jain,
“When Algorithm Selection Meets Bi-linear Learning to Rank: Accuracy and In-
ference Time Trade Off with Candidates Expansion”, International Journal of Data
Science and Analytics, published on 9th Oct. 2020.

1.5 Structure of the Thesis

This thesis is structured as follows. Chapter 2 introduces the background knowledge
about recommender systems and the bias phenomenon in different RS scenarios. Chapter
3 raises the concept of contextual bias in TV recommender systems, and proposes model-
ing contextual factors under the LDA probablistic framework and involving domain social
trend to tackle the bias issue. Moreover the contextual bias degree and the bias-countering
effect have been measured and analyzed in the way of grid entropy. In Chapter 4, the topic
concern bias in a news recommender system is extracted from content level instead of item
level. The measurements are designed from temporal and behavioral views to quantify the
bias differently. Thereafter, given the scenario of algorithm recommendation, Chapter 5
proposes the Bi-linear Learning to Rank to solve the algorithm ranking and recommenda-
tion problem in the AS domain. The proposed approach performs especially well when
balancing the precision biased evaluation and the inference time with the evaluation met-
ric A3R. The accumulated TOPK evaluation effect is verified as the countering factor of
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the TOP1 selection evaluation bias. Finally, Chapter 6 concludes the thesis and presents
an outlook to the future research directions under the topic bias modeling and analysis in
recommender systems.



CHAPTER 2

BACKGROUND

In this Chapter, we introduce the research background of Recommender System (RS)
and the bias issues in different scenarios. The literature reviews are given from multi-views.
First, Section 2.1 describes the classic abstract level understanding of RS from user, item
and context perspectives. The selection bias and serendipity are summarized accordingly.
Second, focusing on the content level understanding of an RS, the content parsing tech-
niques and the popularity bias analysis are specified in Section 2.2. Subsequently, Section
2.3 concerns the algorithm recommendation scenario and evaluation protocols in the RS.
The literature overview of both algorithm selection and evaluation approaches raise the
thought of evaluation bias in the RS. Finally, Section 2.4 summarizes the chapter with a
short conclusion.

2.1 User, Item, Context: Selection Bias and Serendipity

When interpreting the essence of an RS from an abstracted level, an RS problem can
be represented in a mapping relation f : u, i 7→ R, where u stands for a user, i denotes an
item, and R indicates the preference degree user u has on item i, i.e. User Rating Matrix
(URM). The entries of matrix R can be a rating scale, a probability value scaled in [0, 1], a
frequency value or a launch duration etc. [20–23].

A proper mapping function gives precise prediction on R. If no extra meta information
is provided concerning u and i, the mapping relation is learned solely from R. Once user’s
profile information (like age, interest group, location, gender) or item’s features (like size,
color, brand, single etc.) are also accessible, the recommendation algorithm needs to take
the three aspects information: URM R, user feature matrix U and item feature matrix I into
consideration. For this condition, the input of the mapping function is supposed to be the
vectors ~u and~i, thus the mapping function is represented as f(~u,~i) 7→ R.

Aside from user and item, contextual information (time, location, friends’ company
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etc.) is also influential on users’ choices. In an RS with concern on the preference variance
caused by the contextual factors, the mapping function is represented as f : ~u,~i,~c 7→ R.
The additional variable c indicates the context when the iteration happens between user
u and item i [4]. The incorporation of context dimension makes R in the shape of a
User Rating Tensor (URT). The context indicator c can be the combination of contextual
information like time of day, day of week, location etc. The mapping function makes use of
the user profile information, the item meta features and the concrete context condition as the
input to give a specific users’ preference estimation. Modern RS solutions conduct different
assumptions to produce the specific approach to model f(~u,~i,~c) 7→ R. We introduce the
main modeling ideas in RS in the rest of this section.

2.1.1 Collaborative Filtering

Collaborative Filtering (CF) is the most classic approach in RS. The basic assumption
of CF is that the users sharing the similar choices in the past can mutually play the role as
recommendation reference on the new candidate items. For instance, if A and B bought
some of the same books from an online store, when A buys a new book x from the same
store, B is supposed with higher chance to buy the same book x [1].

Pure CF deals with URM directly and doesn’t need extra information about users or
items. It finds every user u the top K neighbors which behave similarly as u. For an
item i that u hasn’t interacted before, u’s K neighbors’ interactions with i contribute to
the estimated preference of u on i. In this case, the mapping function f : u, i 7→ R is
represented as the aggregated rating on i from these K neighbored users, i.e. f(u, i) =
aggr(uk)∈Uk

ruk,i [24]. However, in a system with the scale of millions of users, the time
complexity can be O(MN) in the worst case. The sparse representation in the user vector
concerning the items makes the similarity calculation less accurate. Thus computational
complexity and the sparsity of the user vector are the main bottleneck of user-based CF.
Therefore, online retail provider like Amazon advocate apply item-to-item CF in the large-
scale system [25]. Item-to-item CF finds the nearest neighbors for items instead of for
users. Once the user interacts with a specific item i, RS returns the neighbored items of
i as the recommendations. This method increases the speed in real time recommendation
and scales independently from the number of users. [21, 26].

However, given the high dimension of users and items, the calculation of the nearest
neighbors based on the whole URM is still computationally expensive even for item-to-item
CF. Dimension reduction techniques like Singular Value Decomposition (SVD) and Matrix
Factorization (MF) are therefore introduced to decompose the URM [27–29]. SVD projects
URM onto the latent features space so that users and items are represented by a same group
of feature vectors. The direct mathematical decomposition (also called pureSVD) was
proposed in recommender systems around the year of 2000 [30]. The direct mathematical
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decomposition approach treats the missing entries in the matrix as zero, though their actual
physical meaning is unknown in URM.

As Koren, whose team won the Netflix prize, said in [27], in order to solve the sparsity
problem and avoid overfitting (caused by matrix completion), the user-item matrix can be
factorized in the shape of an optimization problem. Stochastic gradient descent and alter-
nating least squares are used to resolve this unconstrained nonlinear optimization problem
as Eq. 2.1. Here κ means the set of known useru’s rating about itemi in the URM. The
dot product of user vector and item vector in the latent factor space directly turns out the
final estimation rating (or preference) value. The estimation of useru’s rating on itemi is
represented as r̂ui = qT

i pu, where vector qT
i stands for itemi’s location in the latent fea-

tures’ space, and vector pu denotes the useru’s location in this space. The regularization
term λ(‖qi‖2 + ‖pu‖2) is added to overcome the over fitting. The mapping function in RS
modeling under MF is then represented as f(u, i) = qTi pu.

min
q∗,p∗

∑
(u,i)∈κ

(rui − qTi pu)2 + λ(‖qi‖2 + ‖pu‖2) (2.1)

Many other factors such as average biases of users and items, implicit feedback in-
volvement, and temporal varying are gradually taken into account for this optimization
problem. Extended models like SVD++ [31], timeSVD++ [32] have been proposed. From
the comparison by Koren in [27], there is evident improvement on Root Mean Squared
Error (RMSE) in Netflix dataset by adding such factors in the extended models during the
optimization. However, the optimization target of SVD or MF is to reduce the rating error,
the ranking quality or the list-wise performance can’t be measured. Thus these approaches
don’t solve all the problems well in a RS. Authors in [33] proved that item-based K-Nearest
Neighbors (KNN) performs better than SVD-based model in recall rate in IPTV’s system at
the early stage of cold start. KNN outperformed SVD with concerns of involving diversity
degree [34]. In addition, SVD model is limited in results explanation, due to the obscure
meanings of latent features.

In addition to individual preferences, users are also influenced by contextual factors
(like time, location, social suggestions etc.) when they making decisions on items [4].
When only thinking about URM, Koren et al. proposed separating the data set along
the time elapsed axis into 30 discrete time bins to distinguish item and user’s rating bias
temporally. The incorporation of the discrete bias into model-based MF is proved quite
effective in improving the prediction accuracy on users’ ratings [32]. On top of URM,
context information can be added as extra dimensions to form URT. Taking timing fac-
tor as an instance, continuous time stamp is categorized into discrete formats (e.g. T1 =
{morning, evening} T2 = {workday, weekend}), thus the deterministic number of con-
text cases comprise the corresponding dimension entries’ indices in the URT. Tensor Fac-
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torization (TF) based on URT is a typical way to involve contextual factors in the CF
recommender [26,35,36]. In addition, different designs of probabilistic graphical model is
also considered as choices for involving contextual factors [37].

Besides users’ preferences in the URM, ranking effect is another important prediction
target in RS. Learning to Rank (L2R) has been proposed to learn the recommendation
model from the ranking of the whole consuming list [6, 38, 39]. As summarized in [40],
L2R methods are divided into three groups: point-wise, pair-wise and list-wise. Point-wise
L2R is designed for the labeled ranks, thus multi-classes classification ML models can be
used. Pair-wise L2R works well for the recommendation with large amount of candidate
items. Owing to the pairs sampling from the lengthy candidates list, time cost can be saved
during learning process. List-wise L2R creates the loss function through the cross entropy
between the ground truth list and the predicted list. It’s more preferable for the shorter
candidates list recommendation scenario.

2.1.2 Session-based Approaches

CF based approaches rely URM to produce personalized recommendation results. How-
ever, not every online system is able to maintain robust URM or Item Content Matrix
(ICM). When users are reluctant to log in to the system, the anonymous interactions makes
URM incomplete. Similarly, if less users contribute in generating descriptive content
of items in the user generated content based systems, ICM can be quite sparse. These
cases happen especially for some online news portals (rare user login) and video platforms
(item descriptions missing). For this kind of systems, Session-based Recommender Sys-
tem (SBRS) are an alternative approach to generate recommendations. A thorough survey
on SBRS have been given by Shoujin et al. in [41]. According to their categorization, the
development of SBRS can be separated into two phases. The first one is the model-free
stage from late 1990s to early of 2010s. The second one is the model-based stage, which
started since early 2010s until now.

Association Rule (AR) is a typical model-free solution in SBRS. It was earlier proposed
in RS to provide recommendations in the non-users identified system [42–45]. AR discov-
ers the association rules on commodities based on the historical transactions. AR discovers
rules X ⇒ Y . If X appears, it’s reasonable to deduce the occurrence of Y . X and Y are
both subsets of transactions’ items set T . Items in all the transactions creates the products
set P . The combination of any items in a transaction is denoted as an item set I . I with
appearance frequency above threshold minimum support (as Eq. 2.2) is a frequent item set.
Inside each frequent item set, arbitrary pairs of non-overlapping subsets X and Y com-
pose a basic association rule. Every basic association rule owns its conditional probability
P (Y |X) for the appearance of Y given the known X . The pairs with conditional probabil-
ity above threshold confidence (as shown in Eq. 2.3) are remained as the final strong associ-
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ation rulesX ⇒ Y . For instance, in an online retail shop, if item setX(Nike shoes, bracer)
and item set Y (Spalding basketball) frequently appear together in a same session across
all the user sessions, an association rule (Nikeshoes, bracer) ⇒ (Spaldingbasketball)
could be deduced as a recommendation strategy.

supportI = #I∈transaction
#transactions

(2.2)

confidenceX,Y = supportX∪Y
supportX

(2.3)

Youtube 1, a famous worldwide VoD website, has applied co-occurrence rate (quite
similar with association rules) to generate recommendations for users without identifica-
tions [46]. It treats a specific session as a transaction, the videos inside each session as items
in AR. For a seed video vi, its top N related videos constitute its relevant video set Ri. The
relatedness score of video vj to the base video vi is determined by r(vi, vj) = ci,j

norm(vi,vj) ,
where ci,j means the co-visited count of videoi and videoj in a same session. norm(vi, vj)
is the normalization function for the relatedness. The product of the two videos’ global
popularity ci × cj is the simplest representation of norm(vi, vj). A seed set S represents
a user’s personalized preference, each item i in S has its relevance set Ri. The union of Ri
decides the first layer related videos set C1 (C1(S) =

⋃
vi∈S Ri). When C1 is expanded to

n layers, the related items set is Cn(S) =
⋃
vi∈Cn−1 Ri. The final candidate set Cfinal is

the union of each layers’ candidates sets Cn excluding the original seed set S.

Pt(j, k) = p(ij → ik) = freq(ij → ik)∑
it∈I freq(ij → it)

(2.4)

P (i1 → i2 → i3) = P (i1)P (i2|i1)P (i3|i2) (2.5)

Different from model-free SBRS, which deduces specific rules based on data mining,
model-based SBRS relies on specific machine learning models to extract the items’ tran-
sition relations. Markov Chain (MC) and Neural Network (NN) are frequently researched
model-based approaches in RS in the recent years. MC approach models the transitions
over items pair within session, and predict the probable next item given a sequence of prior
items in a session [47]. The first-order transitional probability from item ij to ik is defined
as Eq. 2.4. Pt is the m×m one-step transition probability matrix between m items. With
P0 (the initial probability of all m states) and the transition probability matrix Pt, we can
generate the probability of different items in the next time phase. Within a specific session,
the chance that user follows a specific interaction path is the joint probability of the first-
order conditional probability as defined in Eq.2.5. Aside from the basic first-order MC,

1http://www.youtube.com

http://www.youtube.com
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some expansion variants have been also proposed. Latent Markov Embedding approach
embed the MC into an Euclidean space and calculate the transition probabilities between
items. The transition probability P (ij−1 → ij) is assumed to be negatively related to the
Euclidean distance between item ij and ij−1. The distance embedding solves the unob-
served items pairs in the transition matrix [48].

MC usually tracks the first-order transition relation for pure item pairs in a session, it
overlooks the longer dependencies and the context information of a session. Therefore,
NN has been proposed to deal with the sequential session-based relations. Shallow NN
and deep NN can be both applied to provide recommendation to predict item appearing
probability based on session information. Shallow NN encodes user and items session
context as input to learn their embeddings on the lower latent feature space with the output
prediction layer targeting the next possible item [49]. With such embedding, the items’
similarities are calculated based on their representation given specific user and session
context. However, shallow NN doesn’t track the sequential modeling inside each session.
To address this issue, deep NN like normal Recurrent Neural Networks (RNN) and Gated
Recurrent Unit (GRU) are applied to learn probability of the appearance of the next-item
from the sequential items within sessions [50]. In conventional RNN, based on the state (or
session) ht−1, the probability distribution on the items in the next state (or session) ht is
represented as the activation layer as defined in Eq. 2.6, where Xt is the input of the state
(or session) t,W are the parameters mapping the input to the activation layer, and U are the
parameters reflecting the relation across the sequential neighbored sessions. GRU is a more
elaborated version of RNN, it deals with vanishing gradient problem in RNN. For some
special items which conduct longer term dependencies session-wise, a forget gate zt can
be learned to decide whether switch to candidate updating ĥt or keep ht unchanged as ht−1.
The update gate is represented as Eq. 2.8 and the calculation for candidate ĥt is defined in
Eq. 2.9. Inside the candidate calculation function, reset gate rt (as Eq. 2.10) also needs to
be learned [51]. Among many applications of GRU in recommenders, (GRU4REC) is the
one gained widespread attention in the industry [52].

ht = g(Wxt + Uht−1) (2.6)

ht = (1− zt)ht−1 + ztĥt (2.7)

zt = σ(Wzxt + Uzht−1) (2.8)

ĥt = tanh(Wxt + U(rt � ht−1)) (2.9)

rt = σ(Wrxt + Urht−1) (2.10)

As people pay more and more attention on privacy preservation in their online activities,
non-identified transactions became the majority in some systems. In such systems, it’s
uneasy to get the long-term user profiles to provide personalized recommendations. In
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order to address the issue of missing URM and ICM, session-based approaches are treated
with importance in these systems [53].

2.1.3 Selection Bias and Serendipity

Though CF and SBRS provide users with the personalized recommendation strategies.
Users’ choices and attitudes towards an item can be biased by their own perceptions [54]
and lead them easily fall into the filter bubble. Filter bubble narrows the users’ sight to
the world they or their similar users could see [55]. Items with higher individual prefer-
ence are always with higher chance to be recommended. The short heads dominate the
recommendation list, while the niche items sleep silently in the long tail. Recommendation
models trained on the historical data only reflect the patterns or statistical regularities of
users’ historical behavior, rather than other potential matching result. Therefore, bring-
ing serendipity into RS to serve users with possibilities on broader choices becomes a hot
research area in RS [56–58].

Analyzing information retrieval and recommender system from the perspective of solv-
ing a ranking problem, users’ biased behavior (like presentation bias, position bias etc.) is
mostly modeled based on Learning to Rank approach [10, 11, 38, 39, 59]. Usually, propen-
sity weight can be either directly calculated on the shuffled ranking dataset [38] or intro-
duced as model parameter directly into the objective function in Learning to Rank algo-
rithms [39]. The process of eliminating the bias influence is also named as Counterfactual
Reasoning by Joachims et. al [11]. Though the elimination of bias makes other learned
model parameters more representative w.r.t. the observed dataset, the learning objective is
still the internal user behavior, thus the lack of fresh event or topic information outside still
suffers from the limitation of knowledge.

Some bias modeling approaches involve users’ propensity on the rating estimations, par-
ticularly in MF and L2R [5,32,60,61]. Inverse Propensity Scoring (IPS) corrects the users’
preferences relevant parameters, thus after correction, the model parameters learned re-
flect users’ preference better. Nevertheless, the IPS based bias modeling approaches serve
for a more accurate prediction, instead of creating broader reasonable options for users.
The causal relationships between novelty, diversity, relevance, timeliness, unexpectedness
and users’ satisfaction have been confirmed in [58]. Unlike diversity and novelty, which
makes recommender compromise to the accuracy metrics, serendipity balances the accu-
racy and broadness of a recommender. In order to break the selection bias and strengthen
the beyond-accuracy factors in the recommendation, approaches like K-Furthest Neighbors
(KFN) [62], probabilistic modeling on users’ curiosity level [63], semantic web relation
between novel and relevant items and user profile [64] have been proposed to counter the
selection bias from users. However, it’s difficult for these approaches to jump out of the
bubble, because they still learn from the internal system recorded data, thus the reason-
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ing clue in the approaches rely on the patterns drawn from the internal systems. Therefore,
more external sources involvement is helpful for countering users’ selection bias and boost-
ing the serendipity of the recommended content.

2.1.4 Discussion

In this section, we introduced the classical algorithms used in RS. CF, SVD and their
variations are applied in recommender systems with user and context distinguishable data.
Some ranking algorithms like L2R also base the ranking on the user-context combinations.
On the other hand, for the RS without enough user and context information, session-based
approaches can model the items sequential appearing probabilities. When analyzing the
bias effect for these approaches, no user or context specific bias can be caught.

As to the first recommendation scenario (IPTV system) studied in this dissertation, users
and context are both clearly traceable, thus user and context-aware recommendation mod-
eling approach is preferred. To resolve users’ selection bias in a recommender, involving
the bias factor directly into the modeling process is typical in RS approaches. Neverthe-
less, these approaches rely on the system internal records, while overlook the serendipity
brought by the external factors. Therefore, incorporating external sources into the IPTV
recommender will be proposed in the following chapters to properly de-bias the recom-
mendations and bring in serendipity.

2.2 Content Understanding and Popularity Bias

In real e-commercial systems, besides URM, user-profile and item-description are both
important descriptive information (in either pure text or categorical meta data form). Content-
based RS makes use of such text information to create literally more explainable recom-
mendations. Similarity score calculating approaches from Information Retrieval (IR) do-
main are also applicable in RS to generate literally closer items [1, 2, 65]. Searching for
similar items given user’s current interacting item or user’s profile in RS is like searching
for relevant documents given a query in IR. Key words or meta data in an active item or in
a user’s profile are converted as a textual query, while other items in the system are treated
as documents. The calculation of the similarity between two items or between an item
and a user in RS is therefore equivalent to the similarity between a query and a specific
document in IR [2, 66].

2.2.1 TF-IDF Similarities

The querying scoring schema involves two important concepts: term frequency and In-
verted Document Frequency (IDF). Term frequency denotes the appearance frequency of
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a specific term in that specific document. If a word’s appearance spans a wide range of
documents, its representativeness in a specific document is weakened by this wide distri-
bution over all documents, and is penalized by IDF. Eq. 2.11 gives the definition of IDF,
where numDocs is the total number of documents in the index, and docFreq(t) stands
for the number of documents, in which term t has appeared. The conceptual similarity
between a query ~q and a document ~d is defined as Eq. 2.12, where ~q and ~d are the term
frequencies representing vectors in the Vector Space Model (VSM). The cosine angle of
these two vectors is noted as the similarity. In practice, search engine like Lucene applies
the TF-IDF similarity 2 more often as the scoring function. As Eq. 2.13 shows, the final
similarity score is the summation of scores from all terms in the query q. For a specific
term t, the product of 1) the square root of this term’s frequency in the document, 2) the
square of the inverted document frequency of the term t, 3) the boosting factor of t and 4)
the normalization of the length of the document and q, serves as the contribution of this
term t to the final similarity score.

IDF (t) = 1 + log( numDocs

docFreq(t) + 1) (2.11)

cosine(~q, ~d) = ~q · ~d
|~q|
∣∣∣~d∣∣∣ (2.12)

score(~q, ~d) =
∑
t∈q

(TF 1/2
t∈d · IDF

2
t ·Boostt · norm(t, d)) (2.13)

2.2.2 Dimension Reduction and Embedding

In the conventional VSM query schema, the key words mapping leads to the missing
of semantic understanding of a query process. Semantic representation methods such as
synonyms expansion, and hyponyms expansion have been tried to fill the semantic gap [67].
Yet these expansion methods over rely on the pre-defined synonyms and glossaries and the
corresponding weighting systems. Latent Semantic Index (LSI) solves the problem by
applying SVD on the large term by document matrix. Terms and documents are projected
onto the same latent topics’ space, where synonyms are located with short distance and
polysemy is projected on a more general position instead of one with high offset [68].

In the pure SVD, an m × n term-document matrix A is decomposed as A = UΣV T ,
where U is an m×m unitary matrix, Σ is an n×m diagonal matrix and V T is an n× n
unitary matrix. Columns in U are the left singular vectors and rows in V T are the right

2http://lucene.apache.org/core/8_0_0/core/org/apache/lucene/

search/similarities/TFIDFSimilarity.html

http://lucene.apache.org/core/8_0_0/core/org/apache/lucene/search/similarities/TFIDFSimilarity.html
http://lucene.apache.org/core/8_0_0/core/org/apache/lucene/search/similarities/TFIDFSimilarity.html


18 Chapter 2. Background

singular vectors. Every diagonal entry in Σi,i is a singular value of matrix A, and is pro-
portional to the importance of the corresponding singular vectors. Usually, only top 10%
or top 1% singular values and their corresponding singular vectors are enough to approx-
imate the original matrix, i.e. Am×n ≈ Um×rΣr×rV

T
r×n. With this dimension reduction

technique, the space complexity of a corpus’ index is reduced from m× n to (m+ n)× r.

On top of SVD, LSI develops in the direction of probabilistic representation on the la-
tent space. Two typical and widely used text topic modeling approaches are Probabilistic
Latent Semantic Index (pLSI) [69] and LDA [70]. In pLSI, there are some basic assump-
tions: 1) all documents share the same number of topics, 2) the topics inside a document
obeys multinomial distribution p(z|d), (z indicates a topic), 3) within each topic, the dis-
tribution over glossaries is also multinomial p(ω|z), (w denotes a term). p(z|d) and p(ω|z)
are the parameters to be estimated in this generative model. Though the whole generation
process is complete, pLSI assumes no prior information, which can result in overfitting
while learning of p(z|d) and p(ω|z) from the corpus. To overcome this problem, LDA
adds Dirichlet prior to p(z|d) and p(ω|z) separately. Since Dirichlet and multinomial dis-
tributions are conjugate, it simplifies the generative process. The probability density for a
multinomial distribution ~θ given the prior knowledge α is represented in Eq. 2.14, where
Γ(n) = (n − 1)!. For document dm, its topics distribution ~θm is generated by the prob-
ability density p(~θm|α). By the same token, based on prior β, words’ distribution ~ϕk on
a topic k is decided by its probability density p(~ϕk|β). With ~θm and ~ϕk, the generation
process goes on the same as in pLSI.

p(~θ|α) = Γ(
∑k
i=1 αi)

Πk
i=1Γ(αi)

θα1−1
1 · · · θαk−1

k (2.14)

The semantic dimension reduction techniques like SVD and topic modeling are both
based on the Bag of Words (BOW) assumption. In BOW, the order of the terms doesn’t
matter, all the terms are drawn independently and identically. With the introduction of
Deep Learning (DL) in the Natural Language Processing (NLP), the embedding and se-
mantic dimension reduction can be realized through the sequential consideration of terms.
Continuous Bag of Words (CBOW) and Skip Gram (SG) were the first proposed Word to
Vector (W2V) technologies which predict the appearance of an item according to its sur-
rounding context environment. Later in recent research, RNN, Long Short Term Memory
(LSTM) and Bidirectional Encoder Representations from Transformers (BERT) have been
gradually applied in large text corpus to realize embedding via either single direction or
double directions [71, 72].
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2.2.3 Popularity Bias and Content Recognition

Aside from individual selection bias which causes the filter bubble, popularity bias is a
more general bias in a recommender. The popularity bias reflects a general trending and
clustering selections on specific items in a short period of time. The usual understanding
of popularity bias is based on the item unit. The frequency or the probability of an item
is the measurement of the relevant bias processing approaches. For instance, opinion-
based CF with weakened weighting functions on popular items has been proposed in [73].
In [74], Abdollahpouri et al. introduced long-tail likelihood added on the probability of
an item which is not in the base recommendation list. With this approach, more chances
for the niche items are brought in when creating recommendations. Abdollahpouri et al.
proved that it’s possible to improve the coverage of long tail items without substantial
sacrifice of ranking performance in L2R framework by involving dissimilarity matrix into
regularization [6]. In addition, fairness inclusive measurements such as disparate impact
has also been proposed to overcome the group-level bias [75].

Though the above mentioned approaches are effective for dealing with popularity bias
in some scenarios, they all attribute the bias in recommendation to the popularity of spe-
cific items. The granularity on the item level are discussed as convention when talking
about bias in the recommenders. Nevertheless, when looking deeply into the causes of the
popularity, it can be hot events, news of an attractive celebrity, specific festivals etc. Thus
content level topics extraction and analyzing are also necessary for the understanding of
the popularity bias.

2.2.4 Discussion

In some scenarios, the meta-information of users and items contribute as rich tex-
tual features for recommender algorithms. Content understanding of these textual meta-
information boosts the accuracy of the recommender algorithm, and enhance the human
understandable explanation of the recommender. The semantic similarity of the textual
items can be generated through either TF-IDF processing or dimension reduction tech-
niques such as embedding. In this section, the semantic approaches for content under-
standing involvement in recommender system are introduced.

More specifically, in recommendation scenario such as digital news portals, the popular-
ity bias presents the temporal pattern since news items are dynamically changing. However,
content understanding purely relying on the semantic similarity doesn’t contribute to the
temporal tracking of the popularity bias. Different from usual semantic similarity repre-
sentation between items, we focus more on topical bias extraction and ranking tracking to
understand the popularity bias in this dissertation.
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2.3 Algorithm Recommendation and Evaluation Bias

Though RS was first created and applied in e-commerce system to serve the users with
commodities [76], its concept is also applicable to other domains like AS [77] and knowl-
edge graph based co-author inference engine [78]. There are special characteristics differ-
ent from usual RS applications. More specifically, in AS scenarios, abundant meta-features
of problem instances, cold-start condition for the new problem instances are all the charac-
teristics to be taken into consideration when applying RS in AS [79–81]. In this section, we
first introduce AS and its application in the recommender system. Thereafter some typical
evaluation approaches are listed. Finally, the evaluation and the biased condition in the AS
are discussed.

2.3.1 Algorithm Selection and Recommender System

The research problem on how to select an effective or good algorithm given a specific
problem instance has been raised since year 1975 by Rice [82]. In this original work,
the abstract models of an AS problem have been formulated. Problem space, algorithm
space, performance measurements comprise the components of an AS scenario. Some
classic solving approach like Single Best (SB), Best Selection for a subclass of problems
etc. have been proposed to solve the AS problems. Therewith, AS problem has been
expanded to the ranges like computational complexity problems or machine learning tasks
[77, 83–85]. With the study and research developed every year, the algorithm space and
problem space are continuously growing. To know the exact performance of an algorithm
on a problem instance, iteratively executing all the algorithms on the problem instances is
usually inevitable. However, such iteration is with very high computational complexity. In
this thesis, we mainly focus on the AS scenarios of computational complexity problems
like Boolean Satisfiability Problem (SAT), Maximum Satisfiability Problem (MAXSAT),
Constraint Satisfaction Problems (CSP), Quantified Boolean Formula (QBF) and Answer
Set Programming (ASP) [86–89].

Classic ML methods like classification, regression have proven to be powerful in AS
tasks in recent years. Jonhson et al. came up with the domain-independent algorithm com-
position and selection approach [83]. Through voting on pair-wise performance predictions
from different random forest classifiers, SATZilla∗ approach has successfully won the
first place many times in algorithm selection competitions [90,91]. Instead of only dealing
with one classification or regression approach towards multiple algorithms, Lindauer et al.
proposed an automatically configured algorithm selector which applies machine learning
technique on the pre-processed meta-features of problem instances to automatically gen-
erate the proper algorithm portfolio [81, 92]. In some ML scenarios, to automatically se-
lect proper algorithms or hyper parameter configuration for algorithm on a specific dataset
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(problem instance), AutoML tools like AutoWeka [93] and Auto Sklearn [94,95] becomes
popular.

When mapping the problem instances and algorithms to users and items in RS, typi-
cal approaches in RS are also applicable in AS scenarios. Since 2010, Stern et al. used
Bayesian Matrix Factorization (BMF) (originally designed for RS) in AS scenarios and
got some good results concerning the algorithm selection effect [96, 97]. Thereafter, many
researchers attempted the approaches from RS to solve AS tasks. Misir and Sebag created
Alors AS system, which utilized random forest to map meta-features of problem instances
onto the latent feature space. Based on these latent features, their CF is designed to make
algorithm recommendation [77, 98]. Yang et al. proposed Principle Component Analy-
sis (PCA) to decompose the performance matrix actively to solve the sparse performance
entries problem for the new problem instances [99].

Since AS still faces the issue of solving the ranking of algorithms, Learning to Rank
(L2R) approaches [6,38,39] are also suitable to be applied in AS scenarios. As summarized
in [40], L2R methods are divided into three groups: point-wise, pair-wise and list-wise.
Compared with point-wise and pair-wise approaches. List-wise L2R is more preferable for
the shorter candidates list, thus is chosen to solve the ranking issues in the AS problems.
The attempt of combining CF and L2R in AS problems was initiated from [77, 97, 100].
Through segmenting the values of entries into L intervals, ordinal regression can be applied
to learn the segmented rank. In [100], under the L2R framework, sigmoid function plays
the role of a pair-wise surrogate which embeds the polynomial scoring model function,
and the model is also proven to increase the algorithm selection quality from algorithms’
pair-wise performance ranking perspective.

2.3.2 Evaluation in Recommender System

There are multiple measurements which evaluates the effectiveness of an RS. These
quantified metrics reflect the Quality of Experience (QoE) from different perspectives. De-
pends on the way to understand users’ preference, we separate these metrics into three
classes: rating and error, ranking and precision and user-centric evaluation [101]. These
evaluation metrics in RS also guide the evaluation metrics in AS.

Rating and Error In RS, error metrics are used to assess the accuracy of rating estima-
tions on the unknown items in the URM. Mean Absolute Error (MAE) and RMSE are the
metrics frequently used in the experimental evaluation phases.

• Mean Absolute Error calculates the mean absolute error between estimated rating
value and real rating value in the test set. As Equation 2.15 shows, in the test set, for
every pair between user u and item i (u, i) ∈ TestSet, the absolute error between
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real rating ru,i and the r̂u,i are summed up and is then averaged by the number of
such pairs in the test set [102].

MAE =
∑

(u,i)∈TestSet |ru,i − r̂u,i|
|TestSet|

(2.15)

• Root Mean Square Error As RMSE is the final evaluation metric in the Netflix
prize in 2009, many researchers are driven to improve algorithms to adapt to this
error metric [27, 32]. As Eq. 2.16 shows, RMSE is defined as the root of mean
square errors of each pair of estimated r̂u,i and real ru,i.

RMSE =

√∑
(u,i)∈TestSet(ru,i − r̂u,i)2

|TestSet|
(2.16)

When applying error metrics in the recommender evaluation, the errors are modeled
as the loss objective in the optimization algorithms. However, precisely predicting users’
rating doesn’t directly reflect the QoE or users’ satisfaction.

Ranking and TopK Shortly after RMSE has been broadly researched in the RS, Cre-
monesi et al. emphasized the importance of measuring the recommender from the perspec-
tive of the top K elements in the recommendation list [103]. Classic evaluation metrics in
IR are also adaptable for clicks of top K elements assessing in recommenders. Precision
rate [104, 105] and recall rate [22, 33] are most prevalent and normal metrics introduced
from IR to RS. Furthermore, Mean Average Precision (MAP) and nomarlized Discounted
Cumulative Gain (nDCG) which take position weights into account are also important eval-
uation metrics [106,107]. In the real system, only top K recommended items are shown to
the user, these ranking based metrics are calculated specifically for these top K positions.

• Precision Rate denotes the hit ratio of relevant items in a recommendation list. Rele-
vant items are the ones which have been clicked or viewed by users. As shown in Eq.
2.17, it’s the Precision Rate (PR) on a single transaction, where {RecommendedItems}
represents the recommended list. The ratio of the intersection of {RelevantItems}
and {RecommendedItems} w.r.t. the recommended items is defined as the preci-
sion. If top K is limited, the number of set {RecommendedItems} is K.

PrecisionRate = |{RecommendedItems} ∩ {RelevantItems}|
|{RecommendedItems}|

(2.17)

• Recall Rate is defined as Eq. 2.18. The intersection between recommended items
set and relevant set denotes the hit items. The set {RelevantItems} contains all
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relevant items a user interacted in test set. Recall Rate (RR) is also useful to judge
the algorithm’s effect on waking up new items in cold start period [22].

RecallRate = |{RecommendedItems} ∩ {RelevantItems}|
|{RelevantItems}|

(2.18)

Precision and recall are the metrics calculated based on set operations. Nevertheless,
the position of the relevant items and in the recommended list also matters to the
users. When the relevant items are with higher rank in the recommended list, it hints
the better recommendation quality than the condition that relevant items are captured
but with tailed rank. To distinguish the ranking quality with positions, MAP and
nDCG have been also applied in the recommender evaluation.

• Mean Average Precision is a ranking version of PR. It’s influenced by the inner
rank of the result list. The calculation of MAP (K) is divided into two steps. The
first step is to acquire Average Precision (AP). As Eq. 2.19 shows, AP (K) is the
average precision value from P@1 to P@K. If the kth item in the recommended
list is not a hit, P@k is excluded by multiplier rel(k), an indicator value for the
hit item. The average precision of all the relevant hit items forms the AP (K).
AP is sensitive to the ranking position of the relevant items. For instance, fac-
ing two 4-items result lists {0, 0, 1, 1} and {1, 1, 0, 0}. The precision rate P@4
of these two list are both 2/4=0.5. Yet when calculating AP, value of AP (4) of
the first list is (0 + 0 + 1/3 + 2/4)/2 = 5/12 while the AP (4) of the second list is
(1/1 + 2/2 + 0 + 0)/2 = 1. Obviously, AP tells the recommendation quality with
the consideration of the ranking positions.

AveP (K) =
∑K
k=1(P (k)× rel(k))

|{Relevant Items in Recommended Set}|
(2.19)

However, AP (K) is calculated for one specific user. For a general performance of
the whole system, the mean value of AP (K) for all users is the final measurement.
As defined in Eq. 2.20, MAP (K) reflects the whole system’s precision rate and
ranking quality.

MAP (K) =
∑U
u=1AvePu(K)
|{U}|

(2.20)

• Normalized Discounted Cumulative Gain The basic idea of nDCG is originated
from Cumulative Gain (CG): CGK =

∑K
i=1 reli, where reli indicates whether

itemi is relevant (1) or not (0). CGK is the total count of relevant items in the
top K recommended set. On top of CGK , DCGk added the penalty factor to the
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lower ranked relevant item and is denoted as DCGk =
∑K
i=1

2reli−1
log2(i+1) . 1

log2(i+1)
is the penalty factor to reduce the influence of lower ranked hit itemi, it makes
DCG more sensitive to the ranking positions of the relevant items. To normalize the
DCGK , ideal DCGK (IDCGK) is proposed. IDCGK supposes the most ideal
condition that every item in the top K recommended list is relevant (i.e. each entry
reli is 1). When the realDCGK is divided by the ideal one IDCGK , the calculation
of nDCG is represented as NDCG = DCGK

IDCGK
.

System Utilities Evaluation Though top K ranking based metrics evaluate the list-wise
recommendation quality, it doesn’t tell directly the benefits created by recommenders for
the whole system. In addition, users’ subjective opinion can’t be reflected from these quan-
tified values. Thus other system-wide benefit evaluation metric has been broadly accepted
in the real commercial RS. Some special user-involved metrics like CTR and browsing time
on the menu could reflect the system-wide cost due to users’ patience.

• Click Through Rate utilizes user’s click behavior to measure how successful the
recommended result is. For a specific item in a system, the fraction of its clicked
times out of its recommended times reflects how users are satisfied with the items
recommendations. In its definition CTR = Clicks

Impressions × 100%, Impressions
stands for the times a specific item shown (recommended) to the users, while Clicks
denotes users’ clicks after seeing the recommendations. Since CTR reflects the sys-
tem wide benefit, it is adopted in many commercial systems as the interest evaluation
metric. Youtube [46], LinkedIn 3 [107] and Plista 4 [108] use CTR as the main eval-
uation approach.

• EPG Browsing Time tracks how long it takes for a user to find his or her pre-
ferred program, particularly in IPTV system. The longer it takes, the lower the
QoE is. In [109], Song et al. conduct experiments on the expected EPG Brows-
ing Time (EBT) and prove that RS contributes to a better QoE in personalized IPTV.
For linear TV broadcasting without recommendations, if there are N channels in
the system, the probability of a user finding his or her preference at first time is
1
N , and the probability of finding it at the second time (after once switching) is
N−1
N × 1

N−1 = 1
N . Every time a user switches a channel in a linear TV, there is

only 1
N chance to meet the preferred one. If the duration of switching a chan-

nel and judging willingness is noted as t′, then the theoretical Electronic Program
Guide (EPG) browsing time after switching i channels is (i− 1)t′. The expected

EBT is Enorm(EBT ) =
N∑
i=1

1
N (i − 1)t′. With the help of RS, the opportunity

3https://www.linkedin.com
4https://www.plista.com/

https://www.linkedin.com
https://www.plista.com/
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that a user meets the preferred program is proportional to precision Pa of the RS
rather than the uniform distribution 1

N . The probability that first i− 1 results are
not relevant but the ith item is a hit is (1− Pa)(i−1)Pa. The total expected EBT

is Erec(EBT ) =
N∑
i=1

(1 − Pa)(i−1)Pa(i − 1)t′. With higher Pa, the expected EBT

Erec(EBT ) is much shorter than the expected EBT under the linear browsing time.
The saved time spent on the menu browsing creates the increased QoE in IPTV
system.

2.3.3 Evaluation Bias in Algorithm Recommendation

In this thesis, we mainly deal with the AS problem in computational complexity scenar-
ios like SAT, MAXSAT, CSP, QBF and ASP [86–89]. In these AS scenarios, run time is
the performance indicator for all candidate algorithms. The prediction error on the perfor-
mance like runtime and solved ratio of the predicted optimal algorithm are the main effect
measurements for AS approaches [80, 110–112]. Therefore, the error metrics, accuracy
metrics, ranking metrics mentioned in the Subsection 2.3.2 are also applicable for the AS
problems.

Though accuracy and error oriented evaluation targets are quite important in AS, other
evaluation factors like inference time also presents its power to tell the quality of an AS
approach. For instance, some benchmark AS approaches create algorithm dependent mod-
els, which leads to much longer inference time than the single model based AS approach.
If only accuracy factors are involved in the evaluation protocol, the recommendation re-
sults will be biased towards the accuracy, yet other metrics are overlooked. Therefore, a
balance between the accuracy relevant metric and other evaluation factors is expected to
counter the evaluation bias. In addition, for conventional AS evaluation protocols, usually
only the TOP1 algorithm in the predicted list is selected and compared with ground truth.
This TOP1 selection of the candidate set causes the evaluation results being biased by a
single selected candidate. Applying the evaluation on the TOPK candidates set is helpful
to overcome the potential noisy and bias on the exact TOP1 protocol.

2.3.4 Discussion

In this section, we focus on the research background of algorithm selection, a recom-
mendation scenario which is not user oriented. Given the similar data input and output, a
typical AS problem can be mapped to the cold-start phase in a RS problem. Thus classic
RS algorithms like CF, MF and L2R can be applied to solve an AS problem. Therefore,
the traditional accuracy-oriented evaluation metrics in RS are also applicable in AS.

However, in AS scenarios, purely relying accuracy-oriented evaluation metrics may
result in the evaluation bias. Aside from accuracy, other factors like reducing the inference
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time also benefits the algorithm selection process. To counter the evaluation bias in AS
problems, we will introduce multi-objective evaluation metrics and TOPK expansion in
the following up chapters in this thesis.

2.4 Conclusion

In this chapter, we introduce the background information and literature review for the
RS. Both state-of-the-art related work and the relevant bias issues have been discussed.
First, we summarize the recent literature overview on the user, item and context concepts
in RS. The selection bias and serendipity recognition have been also discussed. Second, we
explain the ways of content and semantic understanding in the AS, and the correlation of
such understanding with the popularity bias. In the end, we researched the recent work on
solving AS problems under the RS framework. The evaluation bias issues in this domain
has also been listed.

The following chapters are organized in the same order as the structure in this chap-
ter. Solving the contextual selection bias in TV program recommendation is researched
in Chapter 3. Topic level understanding of popularity bias in the news recommendation is
represented in Chapter 4. Finally, Chapter 5 focuses on the algorithm recommendation and
the balancing of evaluation bias.



CHAPTER 3

IPTV SYSTEM:
MODELING AND COUNTERING

CONTEXTUAL BIAS

Recommender System (RS) makes use of information from users, items, and context
to build up a scoring model to help users find what they could like in different occasions.
Contextual influence on the effect of recommender systems has been broadly researched
in recent years [15, 26, 113, 114]. Typically, in an IPTV system, users’ preference on the
video content alters along with the contextual factors (time, location, company by other
people etc.) switching. However, the context-aware recommendation algorithms proposed
by now only assume the contextual influence as a global fixed value in the model, yet users’
individual subjective opinion on different contextual factors and their biased choices based
on the contextual factors are always ignored. In this chapter, we first illustrate the difference
in users’ individual attitudes due to the contextual factors’ influence by conducting a user
study of IPTV users. Based on this proved assumption, we build up our own context-aware
recommender model which can involve users’ personal inclination on contextual factors
into the recommendation model. Though the proposed model performs better to fit the
user behavior data, given specific contextual factors, the strong biased choices observed
in the system makes the model unavoidably falls in the filtering bubble. To counter this
bias which leading the fitted model into unbalanced, we propose introduce the external
media resource like Twitter in the same domain to play the role as another recommendation
source.
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Modeling and Countering Contextual Bias

3.1 Introduction

The increasing availability of broadband Internet and consumer electronics such as
Smart TVs transforms how audio-visual content is consumed. Though User Generated
Content (UGC) attracts more attention nowadays among the younger generations, sched-
uled linear TV is still the main source for online TV content, and maintains a significant
market share [115, 116]. In order to enhance users’ stickiness to the IPTV system, rec-
ommenders are favorable to be embedded in online TV platforms to provide users with
potentially interesting items [117].

According to the survey conducted for TV viewers’ behaviors [118], more than half
of the relevant determinants for program selection depend on the situational context of the
user. Furthermore, 60% of respondents state that the presence of company and the available
time are important contextual factors to select a program. Context-aware Recommender
System (CARS) algorithms, e.g. tensor factorization [26, 113] and Probabilistic Graphi-
cal Model (PGM) [15], incorporate time [36, 37, 114] or location [119, 120] as additional
parameters to encode contextual information. In addition, some advocate to model the lo-
cal social environment [121, 122] and propose strategies to improve recommendations in
households with multiple users sharing a single device [123].

In this chapter, we investigate the contextual influence in the TV recommendation
strategies and the corresponding contextual bias treatment by solving the following Re-
search Problems (RPs).

RP3.1: What is the role of contextual factor in users choices in IPTV services?
Though many modern research directly build up recommendation model with consideration
of contextual information from the historical user interaction data [26, 37], there are rare
study about users’ own opinion on those contextual factors on the recommendation effect.
To make up for this gap, we conduct a user study to understand the role of contextual factors
in users’ eyes, thus find the clue for recommender design. The questionnaire feedback and
focus group discussion result of this user study shed some light on the individual difference
in the inclination on contextual factor. Meanwhile, social influence and breaking events are
also mentioned as important factors.

RP3.2: How do we model different contextual factors in one model while catch-
ing the corresponding users’ inclination on the contextual factors? Though contextual
factors received the much attention and have been involved in many recommendation mod-
els [26, 113, 114], the contextual factor in the model are usually modeled fixed instead of
user specifically [32,34]. In this chapter, we extend the LDA to a context-aware version to
create the recommendation model. With the help of the added probabilistic selection node
in the original probabilistic graph, this extended LDA model can also capture users’ incli-
nation on different contextual factors. Thus the context-awareness is modeled individually
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different. The experimental results proved that this personal inclination involvement can
balance the accuracy and diversity when concerning the recommendation effect.

RP3.3: How to counter the contextual bias in TV recommendation scenario? When
thinking outside recommendation model, users’ biased choices make the machine learning
algorithms prone to recommend the already skewed information to reach higher accuracy,
and causes the filtering bubble issue [124]. In TV domain, due to the programs airing
schedule, such bias is more reflected in the contextual form. Though bias has been taken
into account in both recommendation model and the recommendation user-interfaces de-
sign [5,6,125] recently, the focus on the internal system user data still unavoidable limit the
recommender’s broadness. Therefore, we propose extend the notion of context to domain
relevant trends detected in online social media streams like Twitter, and make use of this
external social influence to broaden the users’ choices. The peak and trend information of
specific program is extracted as the indicator to do the recommendations. The experiment
shows that introducing external social influence can alleviate the contextual bias without
violating users’ behavioral habit.

To sum up, in the process of solving the above mentioned RPs, our contributions in this
chapter include: 1) a user study help uncover the role of contextual factor from user’s sight;
2) an extended probabilistic model which can incorporate users’ inclination on contextual
factors and balance the accuracy and diversity of the recommendation result; 3) introducing
the relevant social media stream as the external contextual factor and making use of it to
counter contextual bias caused in users’ TV watching behavior.

The sections in this chapter are structured as following: a general introduction is given
in Section 3.1, after which we conduct a user survey to confirm the existence of the con-
textual information influence from users’ view in Section 3.2. Following that, Section 3.3
models the context in user watching behavior as a PGM, which extends the LDA. Though
the extended probabilistic model performs well on both accuracy and diversity metrics,
the contextual biased choices still exist in the dataset. Thus approach incorporating pro-
grams related trend from heterogeneous social system is introduced in Section 3.4. Lastly,
conclusion is given in Section 3.5.

3.2 Users’ Understanding Towards Context Influence

In this section, we investigate the role of contextual factors from the individual users
subjective intentions in IPTV systems. The existing user studies on IPTV user behaviors
usually focus on social network involvement, users’ churning behaviors, users’ satisfaction
factors and selection criterias [126–129], yet the influence of contextual factors are sel-
domly discussed in the published user surveys. Therefore, we design our own user study,
an online questionnaire via Google form to gather IPTV users’ feedback towards the con-
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text influence. The questions designed in our survey mainly target the topics: 1) users’
general preferences on TV genres altering on the temporal factors, 2) users’ inclination
on the limited recommendation types (user habitual watching content, breaking events in-
fluence and social influence) change along with context regarding time and location, 3)
the correlation between different contextual factors according to the user’s choice on the
importance. The analysis of the online questionnaire feedback and the following up fo-
cus group discussion confirmed the facts that users’ preference on TV content is biased in
different contextual factors.

Table 3.1: Demographic information of questionnaire respondents.

Question Options N %

Female 15 29.4

Male 35 68.6

N/A 1 2.0

15~20 1 2.0

20~30 38 74.5

30~40 12 23.5

Employee 19 37.3

Freelancer 2 3.9

Teacher 2 3.9

Student 26 51.0

other 2 3.9

Europe 17 33.3

Asia 33 64.7

N/A 1 2.0

Gender

Age

Profession

Place of

Birth

The online questionnaire remained valid throughout the month of August 2013, with
a total of 51 respondents in the end. The demographic information of the questionnaire
respondents is listed in Table 3.1. All respondents are digital natives, i.e. were born after
the start of the digital age (around 1960); so their understanding of legacy TV (terrestrial,
cable, satellite) and IP-based TV services was clear. Most participants are either employees
or students. In terms of the place of birth and residence, Asians and Europeans form
the two largest groups of our respondents. This coincides with the survey result from
Point Topic [130], which shows that Asia and Europe are the two biggest markets for IP-
based TV content with 48.7% and 36.6% market share of the worldwide IPTV subscribers,
respectively.

Table 3.2 represents TV usage habits of the respondents. We observe that a large major-
ity consumes IP-based TV services much more than traditional TV, with more than half of
the participants spending at least five times more time on IP-based TV services than on nor-
mal TV. Moreover, 86.3% (19.6+25.5+41.2) report that they have been using IP-based TV
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services for over two years. These statistics confirm that the respondents to the question-
naire represent experienced IP-based TV service users, possessing the required reference
value for our survey.

Table 3.2: Respondents’ basic usage information.

Question Options N %

5+:1 6 11.8

  4:1 3 5.9

  2:1 1 2.0

  1:1 3 5.9

  1:2 4 7.8

   1:4 8 15.7

     1:5+ 26 51.0

0-1 hours 30 58.8

1-3 hours 17 33.3

3-5 hours 4 7.8

Never 1 2.0

< 6 months 4 7.8

1 year 2 3.9

2-3 years 10 19.6

3-5 years 13 25.5

> 5 years 21 41.2

Set-top box

IPTV 15 29.4

WebTV /

Internet TV 43 84.3

TV Apps or

softwares 16 31.4

Prefered IP-based

TV services

Watching Duration

Proportion (Normal

TV: IP-based TV

service)

How many hours per

day do you use IP-

based TV services?

How long have you

been using IP-based

TV services?

3.2.1 Users’ Selection Bias on Genres Towards Contextual Factors

The first question we designed tries to capture the changes in users’ interests on TV
programs given different temporal contextual factors: “What kind of programs would you
prefer watching a) in the morning, b) during a break at daily work, c) in the evening and d)
on weekends?" As presented in Figure 3.1, twelve basic genres of TV content were listed as
choices specifically for the four categorical time periods. During each timing period, users
may select their preferred categories as many as they want. Thus for every TV category in
each timing period, at most all 51 respondents would vote for it.

In line with the intuitive reasoning, we observe the following trends despite of their
resemblances to most TV providers strategies: i) weather report and daily news seem to
be favorable choices in the morning or during a break at work, when people usually spend
much less time watching TV; ii) similarly, during a break at work, those relatively short TV
content such as daily news, sport, music and entertainment content are often consumed; iii)
users’ preference in the evening and on weekends show very similar pattern: comparatively
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Figure 3.1: Users’ choices on program categories at different time of day.

longer programs such as movies, TV series and documentaries outweigh other content
types.

The next question that we cover is on the user’s direct opinion on a more limited set of
recommendation types given to them in a set of changing contexts combination regarding
time and location: “Consider three types of content recommendation types provided to you
at the same time (habitual content at this time, breaking news or events happening just
now, friends’ instant suggestions). In each of the contexts (at home in the morning; at work
hours during a break; at home in the evening; on weekends), which of those recommended
types are you most likely to choose for watching?" As depicted in Figure 3.2, the users are
much more interested in hearing about breaking news and events during work hours or in
the morning at home. Conversely, the habitual content or friends’ suggestions becomes
much more favorable in the evening or on weekends. In other words, the influence of
contextual factors on users’ choices on recommendation types like breaking news, social
company and users’ habitual content may change with alterations in certain contexts such
as time and location. It illustrates that users’ inclinations on contextual factors presents
individual differences, meanwhile are also dynamically changing.
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Figure 3.2: Contextual factors’ influence on recommendation types.

3.2.2 Importance of Contextual Factors in Users’ Eyes

Targeting on the four proposed contextual factors (“Current Time", “Current Location",
“Social Accompany" and “External Breaking Events"), added with user’s “Daily Viewing
Habit", we provided five factors in the question “How important is each of the following
factors regarding their influence on your own (subjective) choice of TV programs recom-
mended?". The importance for each of them ranges as “1-Not Important, 2-Somewhat
Important, 3-Can’t decide it yet, 4-Important, 5-Very important". In Figure 3.3, the distri-
bution of respondents’ ratings on the importance of these factors are shown. Interestingly,
different from what we expected, there is no significant centralized trend of users ratings.
For each factor, the number of respondents who rate positively (more than point 3) doesn’t
outweigh the number of respondents who rate negatively (lower than point 3) that much.
And there indeed exists a certain number of respondents who would like to rate as “3-
Can’t decide it yet". The approximately middle (point 3) average score for each factors’
importance (“Daily Viewing Habit": 2.78, “Timing": 2.98, “Location": 3.39, “Social Ac-
company": 3.25 and “External Breaking Event": 3.29) further illustrated that users have no
certain unified alike opinions towards the importance of contextual factors. Where there
are users incline to a factor, there are users reject to that factor. Therefore, contextual fac-
tors’ influences are individually different, there is no specific contextual factor that really
matters to everyone.

More in detail, we calculated Pearson Correlation Coefficient for each pair of factors by
making use of respondents’ rating scores on each factor. Figure 3.4 shows that correlation
between every two factors are all quite weak, even the highest Correlation Coefficient is
only 0.48 (turned out between “Social Accompany" and “External Breaking Events"). This
indicates that for users, these five factors have different meanings thereby they should be
treated separately as independent factors.
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Figure 3.3: Users’ scoring on factors’ importance.
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Figure 3.4: Pearson Correlation Coefficient of different pair of factors importance.
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In short, since all these five factors are influential to users at different degrees, their
effects on recommenders should be considered personalized. At the same time, the weak
correlations between the pair-wise factors indicate that they need to be treated individually.

3.2.3 Users’ Subjective Proposal on Contextual Factors

To compensate the implicit options in the questionnaire, we raised two extra subjective
questions - Q1: “From your point of view, what features should a perfect IP-based TV rec-
ommender offer?", and Q2: “What other contextual factors may influence your decision to
follow a certain program on IP-based TV services?". Contrary to what we expected before
releasing the questionnaire, many respondents took part in these non-mandatory questions.
Summarized in Table 3.3, these subjective feedbacks are not scattered as pieces but are
showing some central tendency. We signed the total number of each question’s responses
as “N", and counted numbers of each main opinion targeting the specific question as “F(N)"
to do the statistics.

Table 3.3: Feedbacks of subjective questions.

Question N Feedback Content F(N)

(1)From your
point of view,
what features
should a perfect
IP-based TV
recommender
offer?

22

Programs on breaking or hot events should
be reminded.

6

Social interaction with friends. 6

Knowing my interests and habits. 5

Other features as program quality and va-
riety, less advertisement, free of charge,
clear and fast interface.

6

(2)What other
contextual
factors may
influence your
decision to follow
a certain
program on
IP-based TV
services?

16

Meta data of a program content (theme,
guests, popularity, preview, entertainment
and so on.)

5

Whether the length of a program is suitable
for my current status.

2

My mood while watching programs. 2

Program content in popped windows or ad-
vertisements happened to be seen.

2

Factors which we already proposed (as
temporal regularity, social opinions, hot
news influences).

6

From feedbacks of Q1, we see that our proposed contextual factor of “External breaking
events" and “Social interaction" coincidentally match users’ subjective requirements for a
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perfect IP-based TV recommender well. In addition, program’s variety, less advertisement,
free of charge, clear and fast interface are also respondents’ subjective suggestions on the
important contextual factors.

Responses of Q2 present a better understanding of proposed influential contextual fac-
tors. Interestingly, many respondents wrote about the quality of TV programs. As one
respondent replied, “From my point of view, players, guests, theme and recreational are
features which can determine my choices". Another respondent also commented, “I care
most about the nutrition of the TV content and don’t want to be bothered by some content
with low quality but high popularity". Though these are attributes of TV contents but not
contextual factors, it illustrates that users have begun to evaluate programs from a semantic
or meta information perspective, which is highly advanced and quite selective. Interest-
ingly, two respondents mentioned that factor of “busy or not" decides their preferred length
of TV programs. One of them wrote, “Busy or not is an important factor, when I’m free, I
would like to watch long programs. On the contrary, short program segment will be pre-
ferred if I’m busy". It is quite inspiring to know the possible relationship between “busy
status" and “program’s length". Moreover, mood is another innovative opinion suggested
by respondents, “My mood will influence my choices, e.g. when I just broke up with my
boyfriend, only sorrow music could bring me consolation". As an invisible factor, mood
is not so easily to be caught, but if any clues can reflect users’ mood status, that will be
valuable as a reference for recommendation. Besides, suitable UI as popping-window or
advertisement frame is also elements that can arouse users’ attractions.

3.2.4 Focus Group Discussion

Questionnaire statistic demonstrates a general condition of users’ inclination, while if
we would like to know how they think on earth, sitting together and face to face discussion
is the most effective approach. The reason for users’ high/low rating on specific factor,
their supplement to our missing points or other potential contextual factors, all these feed-
backs are what we expected from this focus group discussion. Hence we delivered the
invitation to respondents of the questionnaire, and finally 8 of them made it to participate
in this discussion. In the afternoon on 11th October 2013, the focus group discussion was
organized. In this section, we number the 8 participants from 1 to 8 as P1 to P8 to retell
their valuable ideas.

Timing and location determine busy or not - Even though timing and location are
two hot contextual factors which are studied in many works and many respondents signed
them as highly relevant contextual factor which influence their watching behavior, our
participants gave quite innovative opinions on these two factors. Participant 3 (P3) started
by negating the influence of timing factor while being quite supportive to location factor,



3.2. Users’ Understanding Towards Context Influence 37

“If I decide to watch TV content from internet, it means I’m idle and that can only happen
at home. Whenever I’m in the office, I’ll be busy with my work and I’ll not open any
TV related applications. Since my working hour is not that regular, exact timing can not
help tell whether I’m busy, but location perhaps can more or less give some information".
Afterwards, P1 also expressed his view, “From my opinion, whether I’m working or on
vacation will result differently on my willingness to accept recommendations. But for me,
time of the day, day of week can regularly determine my status of busy or not". To this
point, P6 also has his own experience, “Whenever it is, wherever I am, only if I choose to
use IP-based TV services to have recreation, it means I have time and will enjoy the content
I’m interested in". From the statements of these three participants, an interesting common
feature can be extracted from their sayings: busy or not, that is the most concerned issue
when talking about timing and location. In other words, busy or not may be the direct
decisive factor when users watching TV content, while timing and location are factors
which can be measured in real environment to deduce users’ status of busy or not and
thereby give the prediction. This conclusion is quite similar with some users’ subjective
opinions in the questionnaire, which makes it more reference valuable.

Comments on social accompany - When the discussion topic moved on to “social ac-
company", participants provided insightful opinions again. P8 and P2 both showed high
interest in social interactions during IP-based TV services usage, “It will be a great expe-
rience if I could exchange ideas with my friends about our common interested programs,
and I always get proper suggestions from my friends on TV content", said P8. And P2 sup-
plemented, “Yes, especially during soccer games, I enjoy the experience of chatting with
friends and share our opinions". Whereas on the totally opposite side, P3 really can’t find
reasonability of social accompany when watching TV content, “When I watch TV content, I
really hate being bothered by others, I just would like to be immersed in my own interested
content silently", he stated. This saying aroused P8’s complementary to his former state-
ment, “I also would not like to be interrupted when really watching something, but I enjoy
the social interaction only for those interesting content, from which I need fun and laugh".
Then P1 also joined in this talk, “For me, both TV content directly suggested from friends
and their own interested content will be attractive. To know what my friends currently are
watching is also quite interesting in my case". From these sayings, we are reminded that
preference on social accompany is not only individually different, but also will be dynamic
for a specific user (as P8). Therefore, occasions and content categories should be carefully
considered when deciding to provide social-based recommendation.

Users’ sensitivity to content popularity and quality trade-off - Opinions on popularity
and quality of TV content, as appeared in subjective responses of the questionnaire, were
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incidentally proposed again in the focus group. P4 stated, “Popularity is a useful reference
when I choose TV content, while it won’t work sometimes since content’s popularity can’t
directly determine its quality." P2 continued, “I also found that some so-called popular
TV content are pushed in front of us only due to commercial reasons rather than users’
preference." Apparently, users are more sensitive to TV content’s quality now than ever,
and they won’t be satisfied with just the popularity statistics. Thus distinguishing high
quality content would be quite an important aspect for recommenders.

3.2.5 Discussion

In this section, we discover users’ opinions about contextual factors involvement when
recommending TV content through IP-based TV services. To this end, we designed the
questionnaires based on four contextual factors and users’ habitual preference. The result
turns out that users’ attitudes towards contextual factors’ influence are individually differ-
ent and dynamically changing. Referencing these results and the focus group discussion,
we answer the question RP3.1: What is the role of contextual factor in users choices
in IPTV services? as following: 1) users preference on TV content and recommendation
types varies while context changes, specifically varies individually; 2) timing and location
are the important contextual factors; 3) social influence, breaking news and events deserve
our attention while making recommendation strategy. Guided by the insight drawn from
this section, the context-aware model built in the following section should meet the re-
quirement of being capable of capturing the individual difference of the contextual factor
inclination.

3.3 Modeling Contextual Factors in TV Program Recommender

Inspired by the result of the user study in the last section, we know that users’ incli-
nations on contextual factors are individually different and dynamically changing. Thus
we need a context-aware recommendation model which has the capability of capturing
such individually altering inclinations. Therefore, we build a context-aware Probabilis-
tic Graphical Model (PGM) which can integrate all candidate contextual factors into one
model and include users’ individual inclination on specific contextual factor as well. In
this section, the user-oriented Latent Dirichlet Allocation (LDA) and context-aware LDA
models are first introduced. The corresponding Gibbs Sampling approach for inference of
the model parameters and the recommendation query strategy definition are listed subse-
quently. Finally, the experiments conducted on the data provided by IP-based Television
(IPTV) system “Vision” platform from Lancaster University confirmed that the extended
context-aware model performs better on both accuracy and diversity evaluation metrics.
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Symbols and their explanations used in this chapter are listed in Table 3.4. The user-
oriented and the context-aware LDA share most symbols and definitions. Owing to the
analogous data structure, we follow the classical symbols’ definition in [131], and tune
them slightly in accordance with our specific scenario.

Table 3.4: Symbols and notations for user-oriented LDA and context-aware
LDA.

Symbols Notations

α, αc1, αc2
Symmetric hyper parameters, Dirichlet prior of ~ϑu,

~ϑtodt , ~ϑtypee respectively.

β Symmetric hyper parameter, Dirichlet prior of ~ϕk.

γ Symmetric hyper parameter, Dirichlet prior of ~λu.

ϕk Programs’ distribution w.r.t. topic k.

ϑu Topics’ distribution w.r.t. user u.

ϑtodt , ϑtypee

Topics’ distribution w.r.t. timing t and “live/VoD"
condition e respectively.

λu Propensity on three influential factors of user u.

φ, θ, λ Estimation of ϕ, ϑ, λ, respectively.

u, k, p, t, e
Index of users, topics, programs, time of day and

environment(live or VoD) respectively.

U , K, V Number of all users, topics and programs.

Nu Number of transactions w.r.t. user u.

vu,i The ith viewed item of user u.

zu,i Topic z, because of which user u chose the ith item.

su,i Path s, along which the topic zu,i is generated.

tu,i Time of day when recorded vu,i.

eu,i Live/VoD environment of vu,i.

3.3.1 User Oriented LDA Model

With the power of dimension reduction and hidden topic generation, topic models has
been broadly attempted in both information retrieval and recommender fields. LDA is
a well-defined generative topic model, which is originally proposed in the information
retrieval area. As a Bayesian description framework, LDA models the probability distri-
bution clustered on the hidden topics for texts. It can solve the problems as over fitting
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resulting from estimated parameters’ linear growth and the unpredictability of unseen doc-
uments [70]. There have been multiple transformations of LDA applied in recommender
systems [132–134], yet the basic idea behind these applications still heavily relies on the
term-document matrix, i.e. the text description of items. Whereas in this section, we make
use of user-program matrix to describe the generative procedure. Through the three-level
hierarchical modeling procedure, topics’ preference distribution of a specific user and the
preference distribution of TV programs on specific topics are well represented in the graph-
ical model and gains their specific probabilistic meanings.
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Figure 3.5: User-oriented LDA graphical model.

Given the similar structure of user-program matrix and document-term matrix, we apply
LDA to infer users’ preferences distribution on hidden topics. As depicted in Fig. 3.5, each
user is treated as an outer plate and each transaction is treated as an inner plate. vu,i, the
only observed variable in the graphical model, represents the ith item viewed by user u.
zu,i indicates the topic assigned to vu,i, which is also the sampling target in the sampling
period. The frequency a user consumes a program serves as the sampling accordance in
the LDA.

3.3.2 Context-aware LDA Model

On top of this user-based LDA, two contextual factors “live/VoD environment" and
“time of day" are embedded in the model thus formulate the context-aware LDA. The
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influential roles of contextual factors are represented in the graphical model. From user-
oriented LDA to extended context-aware LDA, we show the variation of probabilistic
graphical models, and list the Gibbs Sampling formulas for both of them. In addition,
corresponding query procedure is also presented. The experiments illustrate that context-
aware LDA provides apparent performance gains on both ranking and diversity metrics
compared to the user-based LDA.
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Figure 3.6: Context-aware LDA graphical model.

In the user-oriented LDA model, we only obtain users’ individual preference, yet con-
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textual variation cannot be reflected. Considering the extensibility of probabilistic graph-
ical model [133], we extend the original LDA mentioned in last subsection to a context-
aware LDA. Fig. 3.6 shows us the structure of this generating procedure. The probabilistic
paths α → ϑu → zu,i → vu,i and β → ϕk → vu,i are the same as in user-based LDA,
while the difference is reflected as the appearance of parts “User Inclination on Factors",
“Time of Day Context" and “Live/VoD Environment". Among them, “user inclination" is
the indicator that distinguishes users’ propensity on three factors: “his/her own preference",
“time of day context" and “live/VoD environment". Since the dependency on personal pref-
erence and contextual factors can be individually different [13, 135], besides zu,i, another
hidden variable su,i needs to be sampled in this model either. With the Dirichlet prior
γ, su,i can be sampled from multinomial distribution λu. It is clear from the graph that
su,i = 0 determines zu,i generated from “User Preference" path, su,i = 1 points to the path
of “Time of Day Context", while su,i = 2 matches the path of “Live/VoD Environment".

Due to the involvement of contextual factors “time of day" and “live/VoD environment",
vu,i is no longer the only observed variable in the model. Timing indicator tu,i and envi-
ronment indicator eu,i are also visible while sampling. When su,i = 1, the selection path
goes to the options of “time of day” contextual factors, where tu,i will decide which ϑtodt
is to be used to generate topic zu,i. On the other side, su,i = 2 means the path “live/VoD
environment" context type is chosen and eu,i selects ϑtypee to sample zu,i. In general, there
are five hyper parameters: α, β, γ, αc1(hyper parameter for context1) and αc2(hyper pa-
rameter for context2) in this model. Mapping each of them, ϑu, ϕk, λu, ϑtodt and ϑtypee are
the distributions to be estimated. Considering the two invisible elements: su,i and zu,i, we
need a two-step sampling procedure, which is introduced in next subsection [133].

3.3.3 Gibbs Sampling Formula

Gibbs Sampling is a high dimensional version of Markov Chain Monte Carlo Sampling.
Its advantage is that given the full conditional probability, the acceptance rate can be 1 when
sampling state on a single dimension, such that sampling effectiveness is maximized [136].
If we define K topics in the model, it means that K candidate states can be sampled for
zu,n at each sampling, and there would be

∑
u∈[1,U ]Nu dimensions in total to switch at

each iteration. The task of Gibbs Sampling is exactly iterative sampling for each zu,n until
φ and θ reach a relative stable distribution.

In user-oriented LDA, four most important variables nu (total number of transactions
for user u), nku (number of topics assigned with k w.r.t. user u), nk (total number of trans-
actions sampled as topic k), and nvk (total number of occurrences of program v assigned
to topic k) contribute together with prior distribution α and β to the final full conditional
probability [131]. Inferred by Bayes’ rule, this sampling probability is defined in Eq. 3.1.



3.3. Modeling Contextual Factors in TV Program Recommender 43

p(zu,i = k|~z¬(u,i), ~v, α, β)

∝ p(zu,i = k, vu,i = p|~z¬(u,i), ~v, α, β)

= ϑ̂u,k · ϕ̂k,p

=
nku,¬(u,i) + αk∑K

k=1(nku,¬(u,i) + αk)
·

npk,¬(u,i) + βp∑V
v=1(nvk,¬(u,i) + βv)

(3.1)

However, in context-aware LDA, two-step Gibbs Sampling is needed to generate su,i
and zu,i, respectively. Referring to the derivation in [137], the full conditional probability
of path selection, i.e., the first step sampling, can be represented as in Eq. 3.2 - Eq. 3.4,
where nzu,i

u,¬(u,i), n
zu,i

tu,i,¬(u,i) and nzu,i

eu,i,¬(u,i) denote the number of topic zu,i regardless of
element (u, i) w.r.t. user u, timing tu,i and live/VoD environment eu,i separately. By the
same token, ns=cu,¬(u,i) indicates the number of path c excluding element (u, i) chosen by
user u. Thus, together with Dirichlet prior α, αc1 , αc2 , β and γ, these counting numbers
comprise the sampling formula for su,i.

p(su,i = 0|~s¬(u,i), ~z, ~v, α, α
c1 , αc2 , β, γ)

∝
n
zu,i

u,¬(u,i) + αzu,i∑K
k=1(nku,¬(u,i) + αk)

·
ns=0
u,¬(u,i) + γ0∑3

c=1(ns=cu,¬(u,i) + γc)
(3.2)

p(su,i = 1|~s¬(u,i), ~z,~v, α, α
c1 , αc2 , β, γ)

∝
n
zu,i

tu,i,¬(u,i) + αc1
zu,i∑K

k=1(nktu,i,¬(u,i) + αc2k )
·

ns=1
u,¬(u,i) + γ1∑3

c=1(ns=cu,¬(u,i) + γc)
(3.3)

p(su,i = 2|~s¬(u,i), ~z,~v, α, α
c1 , αc2 , β, γ)

∝
n
zu,i

eu,i,¬(u,i) + αc2
zu,i∑K

k=1(nkeu,i,¬(u,i) + αc2k )
·

ns=2
u,¬(u,i) + γ2∑3

c=1(ns=cu,¬(u,i) + γc)
(3.4)

When the first step sampling is finished, the value of su,i, i.e., the path of generating
procedure is determined. Given this su,i, the second step of topic sampling can be realized
by the following posterior probabilities Eq. 3.5 - Eq. 3.7. Mapping with the contextual
graphic model in Fig. 3.6, we can see how to discriminate these sampling formulas. Esti-
mated users’ preferences on topics ϑ̂u (calculated by nku,¬(u,i)) is multiplied when su,i = 0.
Topics’ trend estimation w.r.t. “time of day" ϑ̂todt (statistics on nktu,i,¬(u,i)) replaces this

multiplier if su,i = 1. Under the condition su,i = 2, only ϑ̂typee (estimation on topics’
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popularities regarding “live/VoD environment" using nkeu,i,¬(u,i)) can be involved in the
formula. In addition, ϕ̂k, i.e., the estimation of programs’ distribution on topic k, which is
calculated by nvk,¬(u,i), is the common part for these formulas.

p(zu,i = k|su,i = 0, ~z¬(u,i), ~v, α, α
c1 , αc2 , β, γ)

∝
nku,¬(u,i) + αk∑K

k=1(nku,¬(u,i) + αk)
·

n
vu,i

k,¬(u,i) + βvu,i∑V
v=1(nvk,¬(u,i) + βv)

(3.5)

p(zu,i = k|su,i = 1, ~z¬(u,i), ~v, α, α
c1 , αc2 , β, γ)

∝
nktu,i,¬(u,i) + αc1

zu,i∑K
k=1(nktu,i,¬(u,i) + αc2k )

·
n
vu,i

k,¬(u,i) + βvu,i∑V
v=1(nvk,¬(u,i) + βv)

(3.6)

p(zu,i = k|su,i = 2, ~z¬(u,i), ~v, α, β, γ)

∝
nkeu,i,¬(u,i) + αc2

zu,i∑K
k=1(nkeu,i,¬(u,i) + αc2k )

·
n
vu,i

k,¬(u,i) + βvu,i∑V
v=1(nvk,¬(u,i) + βv)

(3.7)

Having these sampling formulas, we can implement the Gibbs Sampling algorithms
for both user-oriented LDA and context-aware LDA. Since sampling procedure of user-
oriented LDA can be found as the same in [131, 138], we only focus on the algorithm for
context-aware LDA (Alg. 1).

3.3.4 Evaluation Measurements

In this subsection, we list the convergence condition, and the metrics used in the exper-
iments to evaluate the recommendation effect.

3.3.4.1 Perplexity and Convergence

We observe the convergence condition on the corpus to define whether the model train-
ing period is finished. Perplexity is a typical measurement in probabilistic graphical models
to judge the convergence of the sampling process. The definition of perplexity is as Eq 3.8
shows. M always represents the model states (including estimated parameters) in the cur-
rent iteration. In traditional term-documents LDA model, vector ~v denotes all the appear-
ance of terms in the corpus. While in this thesis, program-user matrix is our main concern,
thus p( ~vu|M) tell the interactions of user u with all the programs in the dataset. The per-
plexity can be understood as the uncertainty of the model regarding the whole corpus. The
lower the perplexity, the better model parameters fit the data set.
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Algorithm 1: Gibbs Sampling procedure for the context-aware LDA.

Input: programs vector ~v, hyper parameters α, αc1 , αc2 , β, γ, topic number K,
paths number 3

Output: paths assignments ~s, topics assignments ~z, estimations: φ, λ, θ, θtod and
θtype

//initialization;
for all users u ∈ [1, U ] do

for all program-based transactions i ∈ [1, Nu] do
//sample path su,i for (u, i) su,i = c ∼Mult(1/3);
//sample topic zu,i for (u, i) zu,i = k ∼Mult(1/K);

end
end
//Gibbs sampling, burn-in period;
while not converged do

for all users u ∈ [1, U ] do
for all program-based transactions i ∈ [1, Nu] do

//sample path su,i
su,i = c ∼ p(su,i|~s¬(u,i), ~z,~v, α, α

c1 , αc2 , β, γ);
//sample topic zu,i
zu,i = k ∼
p(zu,i|su,i = c, ~z¬(u,i), ~v, α, α

c1 , αc2 , β, γ);

end
end
if converged then

read out estimated distribution: φ, λ, θ, θtod and θtype ;
end

end
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perplexity(~v|M) = exp−
∑U
u=1 log p( ~vu|M)∑U

u=1Nu

(3.8)

For user-oriented LDA and context-aware LDA, the calculation of p( ~vu|M) may be
slightly different. For user-oriented LDA, like Eq. 3.9 shows, values in probabilistic paths
from user u to program v throughK topics can directly sum up to p(v|u) as

∑K
k=1 φ̂k,v · θ̂u,k.

Whereas for context-aware LDA, as depicted in the Fig. 3.6, aside from probabilistic paths
passing through topics, selection paths s which decided by λu also need to be taken into
account during topic selection. Thus in the Eq. 3.10, the probability that v appears in v̂u is
formed as the aggregation like

∑3
s=1

∑K
k=1 φ̂k,v · θ̂su,k · λ̂u,s.

p( ~vu|M) =
Nu∏
i=1

K∑
k=1

p(vu,i|zi = k) · p(zi = k|u) =
V∏
v=1

(
K∑
k=1

φ̂k,v · θ̂u,k)n
v
u (3.9)

p( ~vu|M) =
Nu∏
i=1

3∑
s=1

K∑
k=1

p(vu,i|zi = k) · p(zi = k|u, si = c) · p(si = c|u)

=
V∏
v=1

(
3∑
s=1

K∑
k=1

φ̂k,v · θ̂su,k · λ̂u,s)n
v
u (3.10)

3.3.4.2 Accuracy Oriented Metrics

Though accuracy measures make the recommender bias prone, they are still the impor-
tant satisfaction measurement for judging the users’ preferences.

nDCG@K has been introduced in the sub section 2.3.2. It is the normalized value of
DCGK (Discounted Cumulative Gain), which is used to measure the quality of the rank-
ing. DCGK is defined in Eq. 3.11, where for a ranked list, relevance of ith element is
symbolized as reli, while the penalizing factor log2 (i+ 1) weakens the relevance accord-
ing to the ranked position. IDCGK presumes the most ideal condition that items in the top
K list are ranked exactly as the same order as items ranked by their relevance descending.
The DCGK is calculated of this ideal condition. In this chapter, we utilize users’ implicit
feedback: playback percentage, as the relevance of item reli in a recommendation list.

DCGK =
K∑
i=1

2reli − 1
log2 (i+ 1) (3.11)

nDCGK = DCGk

IDCGk
(3.12)
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MRR (Mean Reciprocal Rank) is another measurement to judge the ranking lists, which
focuses more on the first hit item in the recommendation list. As shown in Eq. 3.13, ranki
represents the first hit item’s position in the ranked list; the smaller the ranki, the better
the recommendation quality is. |Q| denotes the number of queries in the test set, while on
our test set it represents the total number of segments.

MRR = 1
|Q|

|Q|∑
i=1

1
ranki

(3.13)

Recall records the proportion of recalled programs among the user’s viewed programs in
the recommendation list. It reflects the coverage of the recommender. The definition can be
traced back to sub section 2.3.2. Eq. 3.14 shows the definition regarding the corresponding
formula.

Recall@K = #hit@K
#viewedprograms@K (3.14)

3.3.4.3 Diversity and Novelty

The main purpose of introducing contextual factors in LDA is to provide more diver-
sity in the recommendation list thus balance the bias caused due to the overemphasized
accuracy. Therefore, evaluation measurements like diversity and novelty have been also
included as the evaluation targets. We make use of the concept of diversity and novelty
defined in [34] as the evaluation metrics.

Eq. 3.15 expresses the definition of diversity. More specifically, w.r.t. a specific
user, Lnow and Llast are recommended lists of arbitrary two neighbor segments. The
difference set Lnow\Llast holds the elements included in Lnow yet not in Llast. With
Diversity(Lnow, Llast)@K, only the topK elements will be remained in Lnow, Llast sep-
arately. The size of the difference set of these two top-K lists, i.e. |Lnow@K\Llast@K|,
divided by K is the diversity degree.

Lnow\Llast = {x ∈ Lnow|x /∈ Llast} (3.15)

Diversity(Lnow, Llast)@K = |Lnow@K\Llast@K|
K

(3.16)

The novelty definition is similar to diversity to some degree. As shown in Eq. 3.17,
Novelty(L)@K can be seen as the top-K diversity between list L and historical list H ,
which is the cumulative set of seen items before L appears. Novelty(L)@K stands for the
proportion of the unseen items in the current recommendation list.
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Novelty(L)@K = |L@K\H|
K

(3.17)

3.3.5 Experiments

The experiments introduced in this section sets the goal to test the recommender effect
of the newly proposed user-oriented LDA and context-aware LDA in the IPTV recom-
mender scenario. From both accuracy and diversity perspectives, we investigate the bias
balancing role of the proposed approaches.

3.3.5.1 Scenario and Dataset

Our recommender scenario is a campus IPTV provider from Lancaster University,
which mainly serves university students with standard TV content. The dataset used in
this section is comprised of one year transactions (from October 1th, 2013 to October 1th,
2014) recorded by the provider. We apply two criteria on the raw dataset to filter out some
meaningless transactions:

• Playback duration less than 15 seconds and playback percentage less than 15%. A
short viewing duration typically denote users’ short hesitation on a program rather
than their true interests. Only relatively stable viewing behavior is maintained to
represent users’ preferences.

• Users with total transaction number less than 10. Too small transaction number
means low interactivity of a user. With the sparse interactions, it’s difficult to effec-
tively separate the training set, validation set and test set for those specific users.

After filtering, there are a total of 587 users and 119,435 transactions remaining. 16 genres,
33 channels and 7,065 different program names had been recorded among these transac-
tions. Chronologically, the data was segmented into proportions 70% as training set, 20%
as the validation set, and 10% as test set.

3.3.5.2 Candidate Recommendation Approaches

We evaluate the following five recommendation approaches (4 baseline approaches and
a context-aware LDA) on the above mentioned dataset.

Rand assumes no patterns in user’s preferences so that only randomly ranked programs
are shown to users.
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Hot selects programs with highest occurrence frequency in the training set and also ranks
them according to their statistical popularity.

UserHot chooses the most frequently viewed programs w.r.t a specific user and also sorts
them for this user by their frequencies.

User-oriented LDA as described in Subsection 3.3.1, deduce users’ interests on the
latent topics and quantify it as the probabilities.

Context-aware LDA as proposed in Subsection 3.3.2, distinguishes the users’ prefer-
ence under the context “time of day" or “live/VoD environment" besides users’ personal
preference.

3.3.5.3 Query Generation and Execution

Though the proposed context-aware LDA models the relation between user, context and
latent topics well, to generate the recommendation strategy, the query generation strategy
is still needed as the ranking accordance. Here we introduce the query generation and
execution process based on the current PGM framework.

Query Generating - We define a segment as a time period within the same “time of
day" (granularity of three hours) on a specific day for a user to distinguish query and rec-
ommending strategy. The final experiments will be done based on this unit of “segment"
as well. In the test set, if there is only one program in the segment, solely users’ prefer-
ences or contextual factors are used to predict this program, while in segment with multiple
programs, the first program is treated as a hint to guess the following programs. More con-
cretely, regarding algorithms user-oriented LDA and context-aware LDA, the generation of
query would be different. Given the four possible combinations of algorithms and session
forms, we could summarize the queries generating in Table 3.5. Here each sort of query ~q
is represented as a vector of distribution on latent topics.

Table 3.5: Query vector generating.

Algorithms
Segment with Single

Program
Segment with Given

Program p

user-oriented LDA ~qu = ϑ̂u ~qu,p = ϑ̂u · ϕ̂:,p

context-aware LDA ~qu,t,e = λ̂u ∗
[
ϑ̂u; ϑ̂t; ϑ̂e

]
~qu,t,e,p = ~qu,t,e · ϕ̂:,p
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Query Executing - Targeting on each query vector, we give the solution of similarity
calculation, as listed in Table 3.6, to illustrate concrete approaches to execute query. In the
test set, for the segment with only one program, where queries are ~qu or ~qu,t,e, we utilize
the probability of program v’s appearance under different conditions, p(v|u) or p(v|u, t, e),
as the similarity indicator. While for the segment with multiple programs, in which first
program p is given, facing queries as ~qu,p and ~qu,t,e,p, we calculate the cosine value between
the query vector and ϕ̂:,v to represent the similarity. The final ranked programs list for each
segment is turned out through sorting by corresponding similarity.

Table 3.6: Query executing.

Query Score Calculation for Program v

~qu p(v|u) ∝ p(u, v) = ϑ̂u ∗ ϕ̂:,v

~qu,p cosine(~qu,p, ϕ̂:,v)

~qu,t,e
p(v|u, t, e) ∝

∑
c λc · p(u, t, e, v|s = c) =
~qu,t,e ∗ ϕ̂:,v

~qu,t,e,p cosine(~qu,t,e,p, ϕ̂:,v)
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Figure 3.7: Convergence condition w.r.t. iterations. The number of topics has been chosen
as 50, 100, 200, 300 respectively. The red curve represents the perplexity value for the
context-aware LDA, the green curve denotes the user-oriented LDA.
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3.3.5.4 Convergence Curve on Perplexity

As defined in the sub section 3.3.4, we use perplexity metric to judge the convergence
condition of the model training for both user-oriented LDA and context-aware LDA. Fig 3.7
shows the convergence condition on perplexity regarding both user-oriented LDA and
context-aware LDA with 50, 100, 150 and 200 topics respectively in training set. After
50 iterations, the model will tend to converge.

3.3.5.5 Evaluation Result

To evaluate the ranking quality of the candidate approaches, we compare them on
“nDCG@K", “MRR@K" and “Recall@K". Generally speaking, when the topic number
of context-aware LDA is over 35, it can almost outweigh all other approaches on these
three metrics. On the other hand, when we take “Diversity" or “Novelty" also into account,
apart from approach “rand", from which extremely disordered list would be turned out,
context-aware LDA still shows good performance.
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Figure 3.8: Performance comparison w.r.t. normalized Discounted Cumulative Gain. The
“context-LDA" reaches the highest performance on nDCG when topic number ≥ 20, 35,

and 40 for K = 5, 10, and 15 respectively.

Fig. 3.8 shows us the value of nDCG@5, nDCG@10 and nDCG@15 of all ap-
proaches w.r.t. different latent topic numbers, and the values shown on the figure are the
mean nDCG of all segments in the test set. Since the results of “hot" and “userHot" have
nothing to do with topic numbers, they are just horizontal straight lines compared with
results turned from LDA related approaches. Though “userHot" can outperform “user-
oriented LDA" for certain settings, “context-aware LDA" is consistently the best of all the
cases when the number of latent topics is set over 35.

As to the evaluation metric reciprocal rank, the performances of different approaches
are depicted in the Fig. 3.9. MRR of “user-oriented LDA" is slightly higher than “userHot"
after 40 topics, while “context-aware LDA" is always placed at first after 20 topics. The
advantage of “context-aware LDA” is quite obvious in this case.
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Figure 3.9: Performance comparison w.r.t. Mean Reciprocal Rank. The “context-LDA"
outperforms the other approaches on MRR if the number of topics is greater than 15.

The comparison between the approaches on the recall rate is provided in Fig. 3.10. Due
to the great performance of “userHot" on recall, “user-oriented LDA" behaves relatively
weak and seems no longer competitive, whereas “context-aware LDA" can still maintain a
satisfying result when the number of latent topics reaches 15 or 20.
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Figure 3.10: Performance comparison w.r.t. Recall Rate. The “context-aware LDA"
outperforms other approaches on RR when topic numbers ≥ 10, 20, and 30 for K = 5,

10, and 15 respectively.

The purpose of involving contextual factors in the recommendation model is to increase
the diversity and novelty in the recommendation lists and balance the biased condition of
recommendations. The performances of the approaches concerning these two metrics are
compared as well.

Since the performance curves are similar with different K concerning diversity, we
only list Diversity@10 in Fig. 3.11. Though “rand" unsurprisingly gains the highest di-



3.3. Modeling Contextual Factors in TV Program Recommender 53

versity owing to its extreme disorder, the absolute second place of “context-aware LDA"
also illustrates the functionality of increasing diversity in recommended list of contextual
factors involvement. Since “hot" and “userHot" always recommend same content, the di-
versities of them are all zero.
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Figure 3.11: Performance comparison w.r.t. Diversity. As for Diversity, aside from the
baseline “rand", the “context-LDA" approach shows dominant role, while the number of

topics doesn’t make a big difference.

In addition, the novelty degree is evaluated in Fig. 3.12. However, regarding novelty,
“context-aware LDA" does not exhibit so much dominant role as on other metrics; only
narrow margin can be figured out over “user-oriented LDA".
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Figure 3.12: Performance comparison w.r.t. Novelty. Concerning Novelty, the
“context-LDA" approach shows only a small advantage over “user-LDA".
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3.3.6 Discussion

In this section, we solve the research problem RP3.2: How do we model different
contextual factors in one model and catch the corresponding users’ inclination on
the contextual factors? Through applying LDA from IR domain to the RS domain,
we make use of program-user matrix to build up the topic model. Based on user-oriented
LDA, we add the user’s inclination path between their personal preference and the contex-
tual difference. With the contextual factors embedded in the PGM, we realized the goal
of distinguishing users’ individual inclination on the specific contextual factors. Theoret-
ically, aside from “time of day”, “Live/VOD” environment, any other contextual factors
can be categorized and involved in this context-aware PGM. The evaluation result proves
that context-aware LDA outperforms other benchmark approaches in both precision ori-
ented and diversity oriented metrics. It balances the bias in the recommendation, while
maintaining the high accuracy.

3.4 Countering Contextual Bias by Introducing Heterogeneous
Resources

Though the trained recommendation model can predict user’s preference well, it’s in-
evitable that filtering bubble lead to biased recommendation result. In this section, we
propose contextual grid to represent the contextual bias in IPTV system. To counter such
bias in the IPTV system, we make use of external TV programs relevant social trend to give
other reasonable yet diverse recommendations. To this end, we crawl the Twitter streams
in the parallel time period as the IPTV user behavior data we got from the Lancaster Uni-
versity. We apply two trend indicators - TM and SigniScore in the Twitter stream for the
attempt on capturing users’ peak choices in the IPTV system. The experiment shows that
both trend indicators captured in the external social sources won’t contradict the internal
user behavior, while provide more diverse options.

3.4.1 Trends and Peaks Definition for Breaking Events

Having the temporal altering frequency distribution of user request data and tweets
data at hand, quantifying the definition of trend and peak is critical for comparing the
information of internal and external data sources. Peaks in IPTV system for a specific
program are collected based on the users’ choices on that program. The trending hotness of
topics for Tweet streams are represented as the appearance frequency of specific keywords
combination from the programs’ titles [139, 140].

For the Tweets data, a rising phase of a peak, say trend, foretells the popularity of a pro-
gram in the near future. Trend indicators in program relevant Tweets possess the capability
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Figure 3.13: Peaks detected in the corresponding user request.

of early detection on popularity peaks in both Twitter text stream and heterogeneous IPTV
user requests. To verify this assumption, we clarify the definitions of peak and trend in the
text stream, which is a topic of active research. We use two indicators known from stock
market analysis – Trend Momentum [141] and SigniScore [142] to capture the hotness of
specific TV programs in the crawled Tweets data.

In the user request data, we are interested in the peak moments which constitute the
exact moments of high interest for the chosen program. We define the peak duration of
specific programs as the time bins containing significant higher number of user requests
compared to the average number over the full period of discrete time-bins. In accordance
with standard notions of significance in the literature, the threshold is set at two standard
deviations, i.e., time bins with more than µ + 2σ user requests are defined as peaks. We
present a complete timeline for a program, which is with 1-hour time bins (as Figure 3.13).
Its corresponding peak moments are marked as solid circles at the frequency tops of Fig-
ure 3.13.

MA(n, k) =
∑n
i=n−k+1 x(i)

k
(3.18)

MACD(n) = MA(n, kfast)−MA(n, kslow) (3.19)

TM(n) = MA(n, kfast)−MA(n, kslow)α (3.20)

Momentum(n) = MA(TM(n), ksmooth) (3.21)

The first trend indicator used in this thesis is the Trend Momentum (TM) score listed
in Eq. 3.20, which is proposed in [141]. It is a smoothed version of the Moving Average
Convergence-Divergence (MACD) stock trend indicator and has been deployed to detect
trending news in the Twitter stream. The definition stems from the concept of Moving
Average (MA) (Eq. 3.18), which captures the average frequency of k previous time bins
at the nth time bin. Considering that this average is not enough to represent a rising or
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decreasing trend, MACD as shown in Eq. 3.19 utilizes the difference between the MA over
kfast (fewer) time bins and the MA over kslow (more) bins to determine whether there is a
trend. Additionally, a discount parameter α is assigned as an exponential decay term to the
longer period in MACD, which defines TM in Eq. 3.20. The sign change of its value from
negative to positive or vice versa indicates the appearance of a rising or declining trend.
Furthermore, to avoid a volatile condition, MA is applied again with a third, even shorter
time window ksmooth to smooth the trend indicator, it is presented in Eq. 3.21. Throughout
the rest of this thesis, we simply use the name TM to refer to the final Momentum value
(Eq. 3.21). With the concept of momentum, a trend is said to be emerging when there is
a turning point from negative to positive. There are four hyper-parameters (kfast, kslow,
ksmooth and α) can be tuned to improve the accuracy of predicting peaks.

∆← x− EWMA (3.22)

EWMA← EWMA+ α ·∆ (3.23)

EWMV ar ← (1− α) · (EWMV ar + α ·∆2) (3.24)

α = 1− exp
(

log(0. 5)
thalf

)
(3.25)

SigniScore(x, β) = x−max(EWMA,β)√
EWMV ar + β

(3.26)

Another trend indicator called SigniScore is defined in Eq. 3.26 [142]. It is also a mem-
ber of the MA family. With x being the frequency of occurrence inside a time bin, the
definition of ∆ in Eq. 3.22 represents the deviation of this time bin from Exponentially
Weighted Moving Average (EWMA) calculated over preceding bins. With the current time
observed time bin, ∆ is added to the EWMA in Eq. 3.23. Here α is used as a weighting
factor, similar to a learning rate. Corresponding to the accumulated mean EWMA over the
frequency stream, the formula for the moving variance is given in Eq. 3.24. As shown in
Eq. 3.25, α is computed from the half-life time thalf , which depends on the application
domain and must be adjusted according to expert knowledge. In our case, the critical pa-
rameter thalf is used as one of the hyper-parameters to be optimized. On top of EWMA
and Exponentially Weighted Moving Average Variance (EWMAVar), SigniScore is defined
in Eq. 3.26 in the form of z-score. β is the bias term that avoids division by 0 and at the
same time filters noise. It constitutes the second hyper-parameter which will be searched
for regarding SigniScore. SigniScore gives the significance degree of the trend measure-
ment, thus makes different trending moments comparable. On the other hand, the threshold
crossings (around 0) is set as the trend indication signal.
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3.4.2 Contextual Bias Representation

In the “Vision” system , TV programs broadcast as live TV, it is also recorded simul-
taneously by a cloud-based service for VOD retrieval. Users decide by themselves how
and when to retrieve arbitrary content. We show users’ biased choices on both live TV and
VOD system. To reveal the typical “time of day” contextual bias in the user behavior, we
split a day by grouping it into three hours long segments, such that eight time segments
span a whole day. We observe and analyze the biased condition targeting genres and pro-
grams separately. Both statistical representation and contextual grid representation reflect
the contextual bias intuitively.

3.4.2.1 Statistical Contextual Bias Representation

0:00~3:00 3:00~6:00 6:00~9:00 9:00~12:00 12:00~15:00 15:00~18:00 18:00~21:00 21:00~24:00
0

5000

10000

15000

20000

25000

OTHERS

Sitcom

News

OTHERS

News

OTHERS

News

Sitcom

OTHERS

Sitcom

Entertainment

OTHERS

Entertainment

Drama

News

Soap

Sitcom

OTHERS

News

Drama

Sitcom

Entertainment

Top 5 genres under Time of Day in Live TV Settings

0:00~3:00 3:00~6:00 6:00~9:00 9:00~12:00 12:00~15:00 15:00~18:00 18:00~21:00 21:00~24:00
0

2000

4000

6000

8000

10000

12000

Sitcom

OTHERS

Sitcom

OTHERS

Sitcom

OTHERS

Drama

Sitcom

OTHERS

Drama

Sitcom

OTHERS

Soap

Entertainment

Drama

Sitcom

Top 5 genres under Time of Day in VoD Settings

Figure 3.14: Frequency distribution on genres per “time of the day” in Live and VOD
modes. In the Live mode, News receive more attention in the morning time, while

Entertainment, Sitcom and Drama gain the most views in the afternoon and late night.
While in the VOD mode, Top3 genres rank consistenty between the time segments, the

bias shows stronger pattern in the VOD scenario.

By observing the frequency distribution of “genres” and “programs” over the eight time
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groups in Figure 3.14 and Figure 3.15, we see that the biased preference for certain types
or program titles is much stronger in the VOD scenario compared to that in linear TV. In
Figure 3.14, we rank the viewing frequency regarding genres as a stacked bar chart (genres
below the fifth rank are colored gray) for different time segments. Two user consumption
modes – Live and VOD – are shown in the upper and lower sub-figure separately. Under
live mode, in the morning (03:00 to 09:00), News broadcasts receive more attention, while
Entertainment, Sitcom and Drama shows constitute the most dominant content types con-
sumed in the afternoon (15:00 to 18:00) and late night (21:00 to 24:00). Soap contributes
a lot to the evening time period (18:00 to 21:00). In the VOD mode, the Top 5 genres
(Sitcom, Drama, Entertainment, Soap, Comedy) rank consistently between time segments.
The selection bias within user choices is stronger in the VOD scenario.
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Figure 3.15: Frequency distribution on programs per “time of the day” for Live and VOD
modes. The frequency distribution of programs shows a power law distribution in each
time segment. The most viewed program title and its proportion in a time segment is

specified in the corresponding circle. Top 30 out of 12,809 unique programs occupy the
dominant 30% to 70.18% views across the time segments.

On a smaller granularity, the frequencies of the Top 30 most viewed programs are dis-
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played as black dots for each time segment in both live and VOD settings in Figure 3.15.
The most viewed program title and its proportion in this time category is specified next to its
corresponding circle. In addition, the percentage of the top 30 programs in each time seg-
ment is also written as text in the middle of every sub-figure. The frequency distribution of
programs shows a power law distribution in each time segment. Out of 12,809 unique pro-
gram titles, the proportion occupied by the Top 30 programs in each time segment ranges
from 30% (21:00 - 24:00 in live settings) to 56.6% (3:00 - 6:00 in live settings), with an
outlier of 70.18% (6:00 - 9:00 in live settings). It appears that a short head (30/12,809
0.23%) of the programs attracts around 30% to 50% of user playback requests within every
“time of day” category. It suggests that contextual bias exists not only in high-level user
selections (such as genres) but also at the program-level.

3.4.2.2 Contextual Grid Representation

Having computed the contextual bias from the statistical perspective, we consider the
bias problem in the view of a single TV program. We propose to use contextual grid to
represent the contextual distribution of peaks/trend frequency for a specific program. A
contextual grid is a 2-dimensional grid recording the entries mapping “time of day” and
“day of week” segments combinations. The grouping frequencies of peaks and trends are
collected within the corresponding context cells. Theoretically the grid can be extended to
any dimensions with contextual factors.

Entropy value H of the head distribution inside each contextual grid is a good mea-
surement as contextual bias (the lower the entropy, the more skewed conditions in the grid
distribution, and the higher the bias). For instance, Eq. 3.27 describes the entropy calcu-
lation for user request peaks concerning a specific program. Since we draw the grid from
dimensions “time of day” and “day of week”, the subscript (i, j) indicates an entry index
(ith interval on the “time of day” axis and jth day on the “day of week” axis) in the grid
G. Superscript on G, like peaks for Gpeaks and TM for GTM , is used to distinguish
the different indicators under which the grid values are generated. The frequency distribu-
tion p(i, j) is then calculated for contextual entry empirically as #{indicators∈G(i,j)}

#{indicators∈G} , and the
superscript on p also tells the indicator used to generate the grid. A lower entropy value
means more certainty about the user behavior and thus the more bias. Therefore, directly
comparing entropy values is one method to measure the bias degree.

H(Gpeaks) = −
∑

(i,j)∈Gpeaks

(ppeaks
(i,j) log (ppeaks(i,j) )) (3.27)

Take an example for the program Coronation Street, a British Soap Opera is visualized
in Figure 3.16. The heatmap on the left hand side shows a contextual grid Gpeak on user
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request peaks. The heatmap on the right hand side shows the contextual grid Gsigni on
SigniScore crossing points using the Twitter source. The grid entries with higher count
number are encoded in red. Within the IPTV system, user choices for the program Coro-
nation Street are only distributed between 18:00 - 21:00 on Mondays, Wednesdays and
Fridays, which coincide with the airing schedule. The corresponding entropy value H over
the grid Gpeak is accordingly lower. However, for the trend signals of this program de-
tected in the parallel Twitter stream, the heated grids distribute broader, thus leads to a
higher H value for the grid Gsigniand lower bias degree.
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Figure 3.16: Contextual grid example for TV program Coronation Street.

The entropy value comparison directly reflects whether the new indicator has the de-
biasing effect over user request peaks. In addition to the direct comparison on H value
between two grids, dis-similarity between the distributions can also present the differ-
ence even the bias degrees are similar. We choose Jesen-Shannon Divergence (JSD),
a symmetric divergence based on Kullback-Leibler Divergence (KLD) to illustrate such
difference between the two frequency distributions on two grids. The KLD defined by
DKL(P ‖ Q) =

∑
i P (i) log P (i)

Q(i) (as in Eq. 3.28) is a measure of how one probabil-
ity distribution P diverges from another probability distribution Q, or the information
gain achieved if P is used instead of Q. Since the value of KLD is not symmetric for
two given distributions P and Q, the intermediate distribution M , mean of of P and Q
(M = 1

2(P + Q) in Eq. 3.29) turns out a symmetric measure. Thus JSD [143], which is
the mean of DKL(P ‖ M) and DKL(Q ‖ M) as shown in Eq. 3.30 provides a symmetric
measure of the divergence between the distributions over different contextual grids.
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DKL(P ‖ Q) =
∑
i

P (i) log P (i)
Q(i) (3.28)

M = 1
2(P +Q) (3.29)

JSD(P ||Q) = 1
2 (DKL(P ‖M) +DKL(Q ‖M)) (3.30)

3.4.3 Social Trend as Heterogeneous Resource

In order to counter the contextual bias exists in the user behavior inside the internal
IPTV system, we propose introduce the external social resources to serve as an additional
recommendation option. Fig. 3.17 describes the basic idea of introducing social trend as
external contextual factor to IPTV systems. For multiple program titles, we track the users’
viewing frequency and crawl the corresponding Tweets through Twitter “keyword” search.
After grouping the frequency data into 1-hour time bins, trend indicators ( TM [141] and
SigniScore [142]) calculated on Twitter data can signal the proper recommending moment
for a specific program. Through the timing offset of trending moments comparison in
Tweets and moments of peaking interest in the user behavior data tracking, we show that
a heterogeneous social resource doesn’t necessarily cause deviation from the users’ own
preferences and can be considered as a valid external contextual factor for a recommender.

Twitter history

Find peaks

Trend

Analysis

Predict &
Evaluate

Find peaks

Trend

Analysis

Predict &
Evaluate

Figure 3.17: Trending events in Twitter as external contextual factor to provide
recommendation moment.

Twitter is one of the most popular social media platforms for second screen usage in the
UK. Therefore, we opted the Tweet Stream as the external contextual resource to address
the issue of users’ selection bias in the IPTV system. Since a program’s title is the finest
granularity item attribute in the TV platform, we obtain our data by crawling the tweets only
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referring to relevant program titles. To narrow the investigation range, we select twelve
titles from the 30 most requested TV programs on the “Vision” platform and performed a
Twitter keyword search 1 to crawl related Twitter histories. In total, the crawler gathered
4.7 million tweets for the twelve TV programs across a 26 month period parallel to the user
request dataset. We group tweets corresponding to the program titles into fixed interval
(i.e., one hour) and use the frequency distribution along the time axis to represent the
program-relevant on Twitter.

3.4.4 Experiment and Evaluation

To verify that the proposed schema (introducing trend information in Twitter stream to
serve as recommendation indicator) is able to counter the contextual bias without violating
the users’ preference much, we set up the experiments and evaluation in this subsection.

3.4.4.1 Experimental Setup

We obtain TV program related Tweets posted within a time span parallel to the user
request data in the IPTV system “Vision” (Oct. 2013 to Dec. 2015, in total 26 months).
Given the fact that “Vision” is a UK-based TV platform, for the 12 targeted TV titles, we
choose ten UK productions and two US productions as candidate programs. In Table 3.7,
for both user request data and the crawled Twitter data we provide the number of data
points per program as N and group these data points into one hour time bins. Among these
time bins, peaks are the ones where the number of tweets/requests exceeds two standard
deviations over the mean per (non-empty) time bin in the respective data stream. Following
this definition, the user dataset contains a total of 464 peaks for the targeted twelve TV
programs, while the comparably bigger Twitter dataset contains 3,455 such peaks. Though
there are relatively few peaks in the user request dataset, the generally low values of δ12

(the number of times where two consecutive peaks appear within a range of twelve hours)
exclude the risk that they all belong to a few major peak windows.

3.4.4.2 Consistency between External Trends and Internal Peaks

In accordance with definitions in the literature [141,142], we declare the crossing point
when a trend measure crosses a threshold to be the signal for a rising trend in the data
stream. We evaluate the precision of using trends on Twitter to predict peaks in user request
data by two scores: OR and earliness of signal ∆t. If the closest threshold crossing point
occurs after the nearest peak, we count the trend prediction as missed, contributing to a
higher OR. Otherwise, the crossing point can be seen as a successful indication of the
incoming peak. An example can be found in Fig. 3.18 where TM successfully predicts

1https://twitter.com/i/search/
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User request data Twitter data

N #peaks δ12 N #peaks

Made in Chelsea 1235 20 0 649523 111

EastEnders 1195 38 1 1276494 310

Hollyoaks 2070 91 13 1010904 375

Gogglebox 911 28 0 502954 128

Match of the Day 1122 23 2 189331 275

Emmerdale 1601 67 1 457419 175

Coronation Street 2624 43 7 295738 221

Britain’s Got Talent 683 13 3 126100 102

Frasier 1413 72 23 116387 531

North West Tonight 1338 20 0 76512 430

This Morning 1046 21 0 17415 223

My Wife and Kids 756 28 6 10115 574

Table 3.7: Comparative statistics per evaluated program for user requests and Twitter data.
N is the number of data points. When grouped by 1 hour, Peaks are the bins with more
than µ+ 2σ data points. δ12 counts the number of times where two consecutive peaks

appear within a range of 12 hours.

the peak, while SigniScore misses the chance because of the late arrival of its threshold
crossing signal. For every successfully predicted trend indicator, we compute the time
delay between the threshold crossing and the nearest peak point as ∆t, which shows how
early a Twitter stream trend can predict user choice peaks (just as ∆t shown in Fig. 3.18 ).
The threshold can later be used to optimize towards precision or recall. In our evaluation
we use for simplicity a fixed threshold θ = 0 for finding crossings. In addition to the two
trend measurements, we include a baseline trend indication in the evaluation. The baseline
indication directly uses the peaks in the Tweet stream as trend indication signal, where the
threshold is again two standard deviations over the mean. The calculation of the baseline
is straightforward and no parameters need to be tuned.

The performance of a trend indicator in a particular domain depends on the values as-
signed to its hyper-parameters. We deploy grid search to find the best hyper parameter
settings for our target application. The performance criterion to be minimized is the av-
erage number of missed peaks (OR), over the eight target programs. Since all prelimi-
nary trials reported the best value of α to be 0. 8 for TM, we keep it constant throughout
optimization. Subsequently we conduct a 3-dimensional grid search with ranges kslow ∈
[2, . . . , 48], kfast ∈ [2, . . . , 36], ksmooth ∈ [1, . . . , 18], skipping trials where kfast > kslow.
For the 2-dimensional heatmaps as displayed in Fig. 3.19 we keep ksmooth fixed at six
and kfast at 18 respectively as they achieved the lowest omission rate throughout the full



64
Chapter 3. IPTV System:

Modeling and Countering Contextual Bias

0

5

10

15

20

25

30
Requests

−5

0

5

10

15

20

25

¢t

Trend Momentum

07:0
0:0

0

10:0
0:0

0

13:0
0:0

0

16:0
0:0

0

19:0
0:0

0

22:0
0:0

0

01:0
0:0

0

04:0
0:0

0

07:0
0:0

0

10:0
0:0

0

13:0
0:0

0
−1

0

1

2

3

4

missed

Signiscore

Figure 3.18: Visual comparison of a successful trend indication in TM versus a miss in
SigniScore.
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ksmooth, the heat map shows the omission rate (in %) respectively.
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search. The parameters settings falling in the dark blue area are better for reducing the
omission rate. The results indicate that the best parameter settings for TM are [kslow =



3.4. Countering Contextual Bias by Introducing Heterogeneous Resources 65

18, kfast = 6, ksmooth = 6, α = 0. 8]. As to SigniScore, the bias term β and half-life
setting thalf are the parameters to be tuned. Since there are only two parameters to be
searched, a single grid is used in the range as depicted in Figure 3.20. The results show
that [β = 9, thalf = 9] is the optimal parameter combination for the problem at hand.

The best hyper parameters determined by the grid search are used to examine the per-
program performance. In addition to the OR, for each program, we compute the aver-
age ∆t, i.e., the mean time difference between threshold crossing and closest peak, to
denote how early the trend indicator signals the incoming burst in interest. Aside from
that, the standard deviation σ is also provided for ∆t. Contrary to the usual case where
trend detection is favored to be as early as possible, in our case, lower delays represents
higher correlation between trend signal in tweets and peaks in user data. Thus we consider
a small ∆t (and small σ(∆t) accordingly) to be better.

Trend Momentum SigniScore Baseline

OR ∆t σ OR ∆t σ OR ∆t σ

Made in Chelsea (20) 5.0% 11.0 1.5 5.0% 14.3 4.8 15.0% 3.9 1.6

EastEnders (38) 2.6% 8.7 2.1 7.9% 10.7 9.5 26.3% 11.3 15.1

Hollyoaks (91) 3.3% 8.0 2.6 20.9% 6.6 3.2 31.9% 17.6 23.4

Gogglebox (28) 3.6% 7.6 1.8 7.1% 7.0 2.0 35.7% 69.1 15.9

Match of the Day (23) 0.0% 4.4 2.3 39.1% 20.0 14.6 39.13% 33.9 14.2

Emmerdale (67) 1.5% 8.2 2.2 9.0% 6.6 2.8 49.3% 112.5 122.5

Coronation Street (43) 2.3% 9.8 2.5 25.6 % 6.2 4.0 51.2% 31.5 25.9

Britain’s Got Talent (13) 30.8% 9.4 2.0 7.7% 10.7 9.5 100.0% - -

Average 3.7% 8.3 - 16.1% 7.9 - 39.9% 39.8 -

Table 3.8: OR, delta time duration ∆t and the standard deviation σ have been listed for
each indicator. The number of peaks per program is displayed in braces after the TV
program name. TM shows better performance on OR than Signiscore and Baseline.

Among the twelve programs for which we crawled Twitter data, we evaluate the eight
target programs separately from the rest (Table 3.8 and Table 3.9 respectively). The results
for the suitable candidates reveal that TM outperforms SigniScore and baseline in terms
of OR, ∆t (also considering σ(∆t)). The threshold crossing shows a relatively consistent
value for ∆t before peaks of about eight hours. This early increase in communication is
observed for all soaps and reality shows (like EastEnders and Gogglebox) in the dataset.
To a lesser extent, sports programs such as Match of the Day very well reflect a general
characteristic of Twitter second screen usage. The reality TV show Britain’s Got Talent
constitutes the only case where SigniScore achieves lower OR, but its data is particularly
sparse with only 13 peaks in total. Another special case is marked by Made in Chelsea,
for which the baseline already shows reasonable performance (∆t = 3. 9), whereas both
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trend measurements cross the threshold much earlier. Generally speaking, the low aver-
age OR of the two trend indicators (3.7% for TM and 16.1% for SigniScore) proves the
high consistency between user request data and external social stream data for the target
programs. Thus, in situations where user interest is peaking, a recommendation based on
the external trend information will not deviate from the user preference in the internal IPTV
system. Nevertheless, as to the question whether trend indicators have the alleviating effect
on contextual bias in IPTV systems, it will be presented in the next subsection.

Trend Momentum SigniScore Baseline

OR ∆t σ OR ∆t σ OR ∆t σ

My Wife and Kids (28) 21.4% 7.8 6.9 25.0% 12.5 10.4 25.0% 106.8 220.6

Frasier (72) 47.2% 13.3 12.4 40.3% 1.6 1.8 45.8% 19.4 20.9

This Morning (21) 95.2% 17.0 0.0 61.9% 153.1 80.5 57.1% 11.6 8.5

North West Tonight (20) 70.0% 10.0 2.7 50.0% 476.5 335.8 60.0% 87.4 75.7

Average 52.48% 11.3 - 41.84% 77.1 - 45.39% 49.4 -

Table 3.9: Evaluation of trend indicators and baseline for the excluded programs. The
number of peaks per program is displayed in braces. TM, SigniScore and Baseline all

show high omission rate.

The varied evaluation results over different programs suggest that the applicability of
the trend indicator as a forecast for bursts in interest depends on the specific program. For
the other four programs out of twelve candidates, the performance as displayed in Table 3.9
sets a negative example of the trend indicators’ applicability for forecasting. Considering
programs like This Morning and North West Tonight, their term collocations are not unique,
thus the crawler tends to retrieve a significant number of unrelated Tweets, which in turn
adds noise to the trend signal, hampering its usefulness. Similarly expected is the failure in
the case of US programs like My Wife and Kids, for which the matching between Twitter
trends and program interest is skewed due to different time zones.

3.4.4.3 Bias Countering Effect on Contextual Grid

Having confirmed the consistency between external social source and internal user re-
quest data, we now address the question whether the external resource can counter contex-
tual bias detected in the IPTV system. We analyze such effect on contextual grids proposed
in subsection 3.4.2.2 w.r.t. two points: 1) pair-wise dissimilarity of frequency distributions
on different contextual grids, which shows the deviation degree of specific trend indicators;
2) comparison of the entropy values inside each contextual grid heat map, which directly
reflects the difference on bias degree.

First, the Jensen-Shannon Divergence JSD between two contextual grids is calculated
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Program Peaks/TMs Peaks/SigniScores

Gogglebox 0.69 0.50

Coronation Street 0.69 0.51

Made in Chelsea 0.69 0.62

Match of the Day 0.69 0.62

Hollyoaks 0.69 0.52

Emmerdale 0.68 0.52

EastEnders 0.69 0.56

Britain’s Got Talent 0.66 0.53

Table 3.10: Jensen-Shannon Divergence between the Grids of different indicators w.r.t.
candidate TV Programs.

as a measure of difference between two indicator frequency distributions over grid of cho-
sen contextual factors. JSD can be understood as the symmetric version of the KLD. The
higher the JSD, the more different the two frequency distributions are. As listed in Ta-
ble 3.10, targeting the eight candidate programs, we calculate such divergence correspond-
ingly. Generally, the JSDs between peaks in user request data and TM over the domain
relevant Tweet stream range from 0.66 to 0.69. They are slightly higher than the distribu-
tion difference measured between peaks and SigniScores (ranges from 0.50 to 0.62). That
is to say, considering a specific TV program, if we only think about the dis-similarity of
recommendation offers from external source, TM can better foretell users’ general inter-
ests.

The degree of bias with respect to contextual factors can be expressed in the contextual
grid as entropy value. As proposed in Section. 3.4.2.2, we take two contextual factors,
“time of day” and “day of week”, to analyze the bias condition. The result is a two di-
mensional grid with “time of day”-groups of three hours on the x-axis and “day of week”
cells on the y-axis. To measure the contextual distribution of peak and trend indicators,
we colorize each of the respective contextual groups according to the number of indicators,
resulting in a heatmap. In Figure 3.21, we draw the contextual grid for three indicators.
Gpeak represents the peaks in user request, GTM stands for threshold crossings of Trend
Momentum caught on Tweets and GSigni denotes the SigniScore in Tweets. 5 TV programs
Match of the Day, Hollyoaks, Emmerdale, EastEnders and Britain’s Got Talent have been
chosen as the examples with the representation of the contextual grid, each of them lay at a
specific row. The corresponding entropy value over each contextual grid is calculated and
shown below each grid. Apparently, for the specific example programs, the entropy value
grows from H(Gpeaks) ∈ [1, 2] to H(GTM) ∈ [2, 3], and again up to H(GSigni) ∈ [3, 4].
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Figure 3.21: Heat map of the frequency distribution over contextual grid. 5 representative
TV programs have been tracked on the three indicators IPTV user, Trend Momentum on

Tweets and Signiscore on Tweets. H(GIndicator) denotes the entropy of the specific
indicator on this grid. The lower the entropy value, the higher the biased condition.
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The higher the entropy value, the more uniformly the frequency of the indicators is spread
over the grid, and the stronger the contextual de-biasing effect. Based on the consistent
high value of Signiscore behaves in the entropy, we conclude that SigniScore is a more
suitable trend measure to be applied for contextual de-biasing in the TV domain.

3.4.5 Discussion

In this section, we focus on solving the research problem RP3.3: How to counter con-
textual bias in TV recommendation scenario? Contextual grid and external resources
involvement are the main research contributions. We analyze user interactions in a hy-
brid VOD/linear TV platform and identify a prevalent contextual bias. Consumers’ choices
tend to fall in a strong temporal regularity, only a few dominant programs or channels ac-
count for the majority of consumption at certain times. Such contextual bias is represented
through the contextual grid w.r.t. a specific TV program.

We harvest Twitter as a source of external social context to counter this contextual bias.
The concepts of peak and trend are applied in both internal and external stream data. Trend
Momentum and SigniScore as trend indicators are attempted in the experiments. Both
of them show good performance as early signals for population-wide bursts of interests
(i.e. peaks). Being compared on a contextual grid in terms of entropy, the higher entropy
acquired by SigniScore, the more potential for de-biasing IPTV user behavior.

3.5 Conclusions

In this chapter, we thoroughly investigate the role of contextual factors in recommender
system in the scenario of IPTV system. Questionnaire feedback and focus group discus-
sions bring the insight for modeling the contextual factors and countering the contextual
bias in the work later on. In general, timing, location, social influence and breaking news
are all notable contextual factors. The necessity of discriminating individual difference
on the inclination of different contextual factors and involving breaking domain relevant
news/events is also put forward from the questionnaire result.

Though the better recommendation effect has confirmed the meaning of modeling con-
textual factors in the context-aware LDA, the representation of contextual bias both the
statistic result and the contextual grid format still exhibit the inevitable filtering bubble in
the user requests. To counter such kind of bias, we propose to incorporate external social
stream on relevant TV programs. On the crawled Twitter stream and IPTV user data, trend
indicators like TM and SigniScore are used to foretell the peaks in the user request data
and serve as an alternative recommendation indicator. Experiment and evaluation illustrate
that both trend indicators work well for the peaks moment forecasting in user request data,
while SigniScore outweighs TM in the de-biasing effect.





CHAPTER 4

NEWS RECOMMENDER:
TOPIC LEVEL UNDERSTANDING OF

POPULARITY BIAS

Item-level granularity analysis is conventional in recommender systems, especially in
entertainment-focused scenarios like IPTV systems and news recommenders. However,
content-level level understanding plays an important role for providing interpretable rec-
ommendations. Especially in the digital news portals, users consume the events and topics
discussed in the articles rather than solely individual items. Thus, the definition and the
analysis of the bias in news recommender systems on the text or topic level attract a lot re-
search attention these years. In this chapter, we analyze the news recommendation scenario
using the data of the NewsREEL challenge (News REcommenataion Evaluation Lab). The
clicks pattern analysis for the popular articles confirms its predicting power and benefit for
winning the challenge. Based on the pattern, we propose use Topic Concern Degree and
Topic Ranking Bias to track the content level ranking bias. The ranking bias from both
temporal and behavioral views present the special characteristics for online publishers.

4.1 Introduction

News, as the most important media content, has the role of guiding social opinion.
The perception of the world is highly influenced by virtual social networks and the items
we read. Digital news publishers provide users with convenient access to articles online
to alleviate them from searching for preferred articles. Many publishers deploy recom-
mender systems or similar personalization techniques to assist users in finding relevant
news quickly and conveniently. Different from general item-level recommendation sce-
narios (e-commerce and portfolio recommendation), what users consume in digital news
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portals are the topic or event of news articles. However, topics and events are not like
concrete features or attributes (like color, size of items), they are comprised of terms and
named entities, which needs to be extracted carefully. Extracting these topics and events
are vital for tracking users’ preference on the content-level. With the extracted topics or
events, measuring the hotness and the bias degree also deserves research attention.

There are three ways to incorporate recommenders into digital news portals. First, as
an e-Magazine Provider, Flipboard1 aggregates news content from different third party
providers and selects news which is relevant to a user’s pre-defined topics to form their
personalized news board. Second, several Content Providers, such as ByteDance2, gener-
ate news contents themselves. They compute recommendations in a closed system based on
internal users, news, and interaction in between both. Third, Recommendation Providers,
e.g. plista3 and outbrain4, offer recommendation services for different kinds of news web-
sites. Table 4.1 compares characteristics of the three main-stream news recommenders
concerning aspects such as whether they generate content by themselves, the stability of
users, and the fixed source of news items.

Table 4.1: Characteristics of main-stream news recommender.

News Recommender
Generating

Content
Stability
of Users

Fixed Source
of News

e-Magazine Provider (e.g. Flipboard) 7 3 7

News Content Provider (e.g. Bytedance) 3 3 3

Recommendation Provider (e.g. PLISTA) 7 7 7

As a representative of Recommendation Providers, PLISTA manifests its non-trivial rec-
ommendation scenario in terms of variety of news portals and differences in users’ ex-
pectations. To continuously explore good recommendation strategies, PLISTA held the
NEWSREEL challenge for 4 years starting from 2013 [108]. The participants’ tasks are
recommending news articles for different news publishers. The solutions developed by the
challenge participants must fulfill the following requirements:

• recommendations must be provided within 100ms upon request;

• participants need to deal with news portals from different domains;

• the user groups within a specific portal change;

1https://flipboard.com/
2https://www.toutiao.com/
3https://www.plista.com/
4https://www.outbrain.com/
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• number of messages varies largely among portals [144, 145]. In contrast to recom-
mending movies or music, news items continuously emerge and become outdated
constituting a dynamic environment.

The leader board of NEWSREEL online challenge in the first three years showed that
popularity based algorithms always win. Winners of NEWSREEL2016 presented their en-
semble recommendation strategy including only popularity-based approaches in [146,147].
Their approach occupied the dominant first place for the whole online evaluation period.
In the same year, authors of [18] discovered that the power law distribution of frequency
on impressions and clicks can be caught even hourly for some specific publishers.

In this chapter, we study how to explain the success of popularity-focused recom-
menders in the NewsREEL scenario. Following RPs are targeted within these studies.

RP 4.1: To what extent is the predicting power of the popularity bias for the CTR
of the news recommender? CTR is the most frequently used commercial evaluation cri-
teria for a news recommender. In order to increase the chance that the recommended items
get clicked, the user behavior like impression and clicks are tracked in the news recom-
mender. The popularity bias collected from users’ skewed choices usually presents its own
prediction power on CTR. In a competition, like the NEWSREEL challenge, the algorithms
that make use of the popularity bias ranked higher. Therefore, the correlation between the
popularity bias and the predicting power is proposed to be studied first.

RP 4.2: How to parse and analyze the topics with respect to the popularity bias in
the news consumption stream ? We ascribe the reason of the dominant role of popularity
based approaches in news recommenders to the continuity of topic concern bias. To analyze
such topic ranking bias effect from different dimensions, the concrete parsing approach on
the topics concern and ranking bias are interesting research problems to be solved.

RP 4.3: How could we interpret the topic ranking bias from temporal view and
user behavioral view? In most research work, the understanding of bias is in the static
mode through out the whole dataset. However, both topic concern bias and topical ranking
bias are supposed to change dynamically. How to track the evolution of the bias to make
better use of them is rarely researched. With the quantified topic concern and ranking
bias, the cross prediction effect between different user behaviors also deserves attention.
Therewith, we analyze the ranking bias from both temporal and user behavioral view.

In order to solve the above RPs, the research work have been conducted accordingly.
The contributions of this chapter can be included as : 1) we summarize the successful
popularity-based approaches in the NewsREEL challenge and observe the influence win-
dow of the bias. On the article level, the prediction power of such popularity bias is mea-
sured with Jaccard Similarity. 2) The definitions of Term Concern Degree (TCD) and Topic
Ranking Bias (TRB) are proposed on the basis of term frequency and ranking similarity.
TCD denotes the hotness or the degree of the popularity bias, while TRB tracks this hotness
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of multiple biased topics in the ranking mode. 3) The topic level bias is analyzed in both
temporal and behavioral modes. The pattern differences captured in different news portals
are also presented.

The sections in this chapter are organized as following: Section 4.2 describes our par-
ticipation in NewsREEL2016 and records the relevant findings from the popularity bias
and the its predicting power. Thereafter, the definitions of the topic concern degree and
topic ranking bias are proposed in Section 4.3. Subsequently, Section 4.4 discovers such
ranking bias difference in different news portals from both temporal view and user behavior
view. Finally, Section 4.5 concludes the chapter and gives an outlook to additional research
fields.

4.2 Popularity Bias and Predicting Power

The NewsREEL challenge provides researchers with the opportunity to evaluate their
news recommendation algorithms live based on real users’ feedback. Since 2014, partic-
ipants evaluated a variety of approaches on the Open Recommendation Platform (ORP).
The popularity-based algorithms constitute the most successful ones. In this section, we
chronologically recorded our participation in NewsREEL online task in the year 2016.
Through deploying approaches including “most impressed”, “newest”, “most impressed
by category”, “content similar” and “most clicked”, it turns out that purely dealing with
clicking information already possesses quite good CTR performance. More specifically,
for the portal Sport1, the extrapolation of the time series of impressions and clicks enables
us to predict the items most likely to be clicked in the next hours. A sample analysis on
one week data shows us that the duration of an item being popular is much longer than we
expected.

4.2.1 Approaches used in NewsREEL

In this section, we chronologically record our deployed approaches in NewsREEL2016
as following. As the comparison result, the popularity-based approaches perform well in
the participation duration and raise our attention to the research on the popularity pattern
in news recommendation in the following sections.

4.2.1.1 Most Viewed

Inspired by the good performance of “baseline” in the past years (see [148]), which di-
rectly uses the most recently viewed items as recommendation candidates, we implemented
a similar approach which sorts the 2000 most recent impressions by their frequencies. Typ-
ically, this approach is called “most popular”, but to distinguish it from “most clicked”
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which will be introduced later on, we refer to it as “most viewed” here. The approach ran
on ORP for two weeks (January 31 to February 13, 2016), and got the CTR 1.21% (ranked
3rd, team “artificial intelligence” got the first place with CTR 1.48%) and 1.35% (ranked
2nd, team “abc” got the first place with CTR 1.4%) in these two weeks separately.

4.2.1.2 Newest

Considering that freshness represents a vital aspect of news, we also implemented an
approach “newest” which provides the most recently created items from the same category
as recommendation. Given the good performance of “most viewed” mentioned above, we
use “newest” as an alternative solution when the request lacked an item_id, i.e. the category
cannot be determined. In addition, for a recommendation request with 6 candidate slots, 3
positions are still filled by “most viewed”. Therefore, this approach can be seen as a simple
ensemble of “most viewed” and “newest”. With this solution, from 21–27 February, our
team “news_ctr” got CTR 1.19% (ranked 5th, team “artificial intelligence” got the first
place with CTR 1.45%) in the contest leader board.

4.2.1.3 Most Viewed by Category

After witnessing how “newest” weakened the effect of “most viewed”, we conducted
another experiment which only considered the number of impressions, while the impres-
sion counts are separated by categories. For the recommendation request with item_id, the
recommending targets are the “most viewed” items in the same category as the item_id
acquires. The approach ran on ORP for three weeks, from 6–12 March 2016 it got CTR
of 0.82% (ranked 7th, team “is@uniol” got the first place with CTR 1.03%), from 13–19
March 2016 it got CTR of 0.97% (ranked 11th as the last one on the board, team “xyz”
got the first place with CTR 1.85%) and from 20–26 March 2016 it got CTR 1.24%(ranked
6th, team “xyz” got first place with CTR 2.16%).

4.2.1.4 Content Similarity

Knowing the worse performance of category integration in the impression popularity
approaches, we implemented a pure content-based recommender which suggested recom-
mended items according to document similarity generated from Apache Lucene index. This
content-based recommender was deployed on ORP from 27th March to 2nd April and got
CTR of 0.77% (ranked 11th, team “xyz” got the first place with CTR 1.51%). The result
shows that pure content similarity is not sufficient for a successful recommending strategy.
The results consolidate the findings from Said et al. [149], that content similarity fails to
pick up on new stories.
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4.2.1.5 Most Clicked

Though contest teams used different algorithms, the clicked items for all of the recom-
mendations tended to be similar. This consistent regularity reminded us to think whether
characteristic patterns exist within clicks along the time axis. Hence we implemented the
simplest approach “most clicked” which only serves the most frequently clicked items in
the last hour to the recommendation requests. From 3–9 April 2016, this simple approach
got a CTR of 1.14% winning the leader board ahead of “xyz” (0.96%). Figure 4.1 shows
the results during this week.

Figure 4.1: news_ctr got first place in the period 3–9 April, 2016.

4.2.1.6 Discussion

Having observed the outperformance of the popularity in “clicks”, we looked into pre-
vious research works related to the contest. Kliegr and Kuchař [150, 151] implemented an
approach based on association rules. They used contextual features (e.g. ISP, OS, GEO,
WEEKDAY, LANG, ZIP, and CLASS) to train the rule engine. However, these association
rules do not outperform other algorithms. Through the investigation in [152], Gebremeskel
and de Vries found that there is no striking improvement including geographic informa-
tion on news recommendation, yet more randomness of the system should be taken into
account. Doychev et al. introduced their 6 popularity-based and 6 similarity-based ap-
proaches in [153], but their algorithms performed poorly compared with “baseline” due to
being influenced by content aggregating. Said et al. concluded in [149] that news article
readers might be reluctant to be confronted with similar topic all the way, but more pleased
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to be distracted by something breaking or interesting.

Both former research and the approaches tried in year 2016 indicate that pure docu-
ment similarity or contextual information involvement introduce worse CTR. Pure clicks
popularity based approaches predict better on the readers’ near future clicks preferences.

4.2.2 Clicks Pattern Analysis

Being aware of the high influence of “clicks” in the recommendation effect, we analyze
the clicks behavior in the two dominant portals - Sport1 and Tagesspiegel on April 5, 2016
to explore the special patterns in the log data.
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Items Clicked Condition in Sport1  for Contest Teams on April 5, 2016

Figure 4.2: Top clicks condition of contest teams on Sport1 on April 5, 2016. Frequency
distributions of top clicked articles are visualized hourly. For the top 6 clicked articles, if
an article is ranked in top 6 across two neighbored hours, it’s painted with the same color
in the both neighbored bins.

4.2.2.1 Clicks Pattern Analysis for Sport1

First, we draw the histogram of clicks regarding recommendation requests on items in
portal Sport1. Considering that PLISTA only shows a part of the computed recommenda-
tions to the participants, we assume that the click patterns differ amid contest teams scope
and the whole PLISTA scope. Thus the figures are also divided into cases for the two scopes
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specifically.

0

100

200

300

400 89.76%
273681975
273707540
273877703
273770166
274110878
273880301

273681975
273707540
273877703
273770166
274110878
273880301

0:00 - 1:00

0

50

100

150

200

87.81%
273681975
273707540
273770166
273877703
273795547
274110878

273681975
273707540
273770166
273877703
273795547
274110878

1:00 - 2:00

0

20

40

60

80

100

120 89.66%
273681975
273707540
273877703
273770166
274110878
273926210

273681975
273707540
273877703
273770166
274110878
273926210

2:00 - 3:00

0

20

40

60

80

100 86.51%
273681975
273707540
273877703
273770166
273880301
274110878

273681975
273707540
273877703
273770166
273880301
274110878

3:00 - 4:00

0

20

40

60

80

100

120 88.22%
273681975
273707540
273770166
273877703
273926210
274008188

273681975
273707540
273770166
273877703
273926210
274008188

4:00 - 5:00

0

50

100

150

200

250 94.76%
273681975
273707540
273770166
273877703
274110878
273795547

273681975
273707540
273770166
273877703
274110878
273795547

5:00 - 6:00

0

100

200

300

400

500

600 92.69%
273681975
273707540
273770166
273877703
274110878
273795547

273681975
273707540
273770166
273877703
274110878
273795547

6:00 - 7:00

0

100

200

300

400

500

600

700

800
93.4%

273681975
273707540
273877703
273770166
274110878
273795547

273681975
273707540
273877703
273770166
274110878
273795547

7:00 - 8:00

0

100

200

300

400

500

600

700 93.08%
273681975
273707540
273770166
273877703
274110878
273795547

273681975
273707540
273770166
273877703
274110878
273795547

8:00 - 9:00

0

100

200

300

400

500

600 91.91%
273681975
273707540
273770166
273877703
274110878
274062086

273681975
273707540
273770166
273877703
274110878
274062086

9:00 - 10:00

0

100

200

300

400

500 87.57%
273707540
273770166
273877703
273681975
274110878
274062086

273707540
273770166
273877703
273681975
274110878
274062086

10:00 - 11:00

0

100

200

300

400

500

600
89.23%

273707540
273770166
273877703
274110878
273795547
274062086

273707540
273770166
273877703
274110878
273795547
274062086

11:00 - 12:00

0

100

200

300

400

500

600

700 88.71%
273707540
273770166
273877703
274110878
274062086
273926210

273707540
273770166
273877703
274110878
274062086
273926210

12:00 - 13:00

0

100

200

300

400

500

600

700 88.89%
273770166
273877703
274110878
274062086
274224023
274008188

273770166
273877703
274110878
274062086
274224023
274008188

13:00 - 14:00

0

100

200

300

400

500

600 89.9%
273770166
273877703
274110878
274062086
274224023
273795547

273770166
273877703
274110878
274062086
274224023
273795547

14:00 - 15:00

0

100

200

300

400

500 93.19%
273770166
273877703
274110878
274062086
274224023
274008188

273770166
273877703
274110878
274062086
274224023
274008188

15:00 - 16:00

0

100

200

300

400

500

600

700
94.19%

273770166
273877703
274110878
274062086
274224023
274008188

273770166
273877703
274110878
274062086
274224023
274008188

16:00 - 17:00

0

100

200

300

400

500

600

92.39%
273770166
273877703
274110878
274062086
274224023
273795547

273770166
273877703
274110878
274062086
274224023
273795547

17:00 - 18:00

0

100

200

300

400
93.5%

273770166
273877703
274110878
274062086
274224023
273795547

273770166
273877703
274110878
274062086
274224023
273795547

18:00 - 19:00

0

50

100

150

200

250

300

350

400
93.38%

273770166
273877703
274110878
274062086
274224023
273795547

273770166
273877703
274110878
274062086
274224023
273795547

19:00 - 20:00

0

50

100

150

200

250

300

350

400
89.5%

273877703
274110878
274062086
273770166
274224023
274219226

273877703
274110878
274062086
273770166
274224023
274219226

20:00 - 21:00

0

100

200

300

400

500

600 93.42%
273877703
274110878
274062086
274224023
274008188
274219226

273877703
274110878
274062086
274224023
274008188
274219226

21:00 - 22:00

0

200

400

600

800 91.98%
273877703
274110878
274224023
274062086
274219226
274008188

273877703
274110878
274224023
274062086
274219226
274008188

22:00 - 23:00

0

200

400

600

800
92.02%

273877703
274110878
274224023
274062086
274219226
274275555

23:00 - 24:00

Items Clicked Condition in Sport1  for Whole Range on April 5, 2016

Figure 4.3: Top clicks condition of whole range on Sport1 on April 5, 2016. Frequency
distributions of top clicked articles have been visualized hourly. For the top 6 clicked
articles, if an article is ranked in top 6 across two neighbored hours, it’s painted with the
same color in the both neighbored bins.

Figure 4.2 shows the clicks distribution among contest teams. In order to track the
top clicked items in a time sequence, we draw a figure for each hour on April 5, 2016,
and generate 24 sub-figures covering the whole day. In each sub-figure, news items are
located on the x-axis as points sorted by the click frequency in descending order. A red
vertical line separates the 6 most frequently clicked items (6 is the required number for the
recommendation slots in NewsREEL). For most 1 hour intervals, we observe the power
law distribution. The percentage of clicks occupied by the top six items is shown in the red
boxes in the sub-figures.

To analyze how popularity transitions into the future, we highlight the item_ids of the
six most popular items in the top right corner of each sub-figure. We color item_ids to
track individual items throughout the plot. Items tinted in gray only appear in a single
one hour interval. From Figure 4.2, we see that on April 5, 2016, items ranked in the top
three manifest more continuity, i.e. they are more likely to re-appear in the next hour’s top
clicked 6 items group.

Aside from the scope of contest teams in ORP, we also find the power law distribution of
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clicked items in the whole PLISTA range. In Figure 4.3, along with the increasing number
of distinct clicked items in the “whole” range, the power law distribution of clicked items is
even more significant. In all one hour time windows, more than 87% clicks are comprised
of top 6 items. The distribution can be described by Zipf’s law. The significantly high
occupation of the six most frequently clicked items show the hint on paying more attention
to the short head with higher business value.

4.2.2.2 Clicks Pattern Analysis for Tagesspiegel
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Figure 4.4: Top clicks condition of contest teams range on Tagesspiegel on April 5, 2016.
Frequency distributions of top clicked articles have been visualized hourly. For the top 6
clicked articles, if an article is ranked in top 6 across two neighbored hours, it’s painted
with the same color in the both neighbored bins.

All data analysis in the subsections above was on data collected for the portal Sport1.
Yet as the second largest portal in the contest of the year 2016, the clicks analysis of
Tagesspiegel is also analyzed. We redraw the histogram of the clicked items for Tagesspiegel
as what we did for the portal Sport1. As Fig 4.4 shows, there are so few clicked items in
the range “contest teams”. Some one hour intervals have less than six clicks in total. Thus
no obvious regular pattern can be found in this range. Even when considering the whole
PLISTA range of clicks, Figure 4.5 shows a flatter power law distribution. The top items
only account for 20–35% of clicks. In addition, we observe more variation in the most
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frequently clicked items such that many items appear only for a single hour in the top 6
group. Sport1 exclusively provide news with topic on sports. While Tagesspiegel covers
a wide range of topics including politics, economy, sports, and local news. We therefore
hypothesize that the flattened bias is caused by the higher diversity in topics.

0

1

2

3

4

5

6

7

32.14%
273110073
273232180
273547436
273836088
273697322
273138987

273110073
273232180
273547436
273836088
273697322
273138987

0:00 - 1:00

0

1

2

3

4

5

6

34.15%
273836087
273232180
274035840
273673523
273759107
273697322

273836087
273232180
274035840
273673523
273759107
273697322

1:00 - 2:00

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

63.64%
273836088
273164106
273499850
273593245
273698754
273138987

273836088
273164106
273499850
273593245
273698754
273138987

2:00 - 3:00

0.0

0.5

1.0

1.5

2.0

2.5

3.0

54.55%
273022318
272953027
273547436
273368055
273697322
273456648

273022318
272953027
273547436
273368055
273697322
273456648

3:00 - 4:00

0.0

0.5

1.0

1.5

2.0

2.5

3.0

66.67%
273697187
274104219
272953027
272928513
274126035
273164110

273697187
274104219
272953027
272928513
274126035
273164110

4:00 - 5:00

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

40.0%
273316114
273593251
273189241
274126035
273232180
273697047

273316114
273593251
273189241
274126035
273232180
273697047

5:00 - 6:00

0

1

2

3

4

5

30.3%
273697322
273189248
273110074
273437466
273697271
273457794

273697322
273189248
273110074
273437466
273697271
273457794

6:00 - 7:00

0

1

2

3

4

5

6

28.3%
273697322
273697964
273593252
273457794
273110073
273138989

273697322
273697964
273593252
273457794
273110073
273138989

7:00 - 8:00

0

1

2

3

4

5

6

27.03%
273697322
273836087
274010943
273138989
273110074
274083237

273697322
273836087
274010943
273138989
273110074
274083237

8:00 - 9:00

0

1

2

3

4

5

6

7

23.42%
273441031
273697322
273698751
273232180
273673523
273456648

273441031
273697322
273698751
273232180
273673523
273456648

9:00 - 10:00

0

2

4

6

8

10 24.8%
273232180
274060057
274083237
273189241
273673523
273697187

273232180
274060057
274083237
273189241
273673523
273697187

10:00 - 11:00

0

1

2

3

4

5

6

7

8

26.67%
273673523
273697964
273593251
274035845
273393614
273164106

273673523
273697964
273593251
274035845
273393614
273164106

11:00 - 12:00

0

1

2

3

4

5

6

18.89%
274126037
273189241
272953024
273458037
273138989
273209447

274126037
273189241
272953024
273458037
273138989
273209447

12:00 - 13:00

0

1

2

3

4

5

6

20.88%
273086578
273697047
274104220
273232180
273316112
273316117

273086578
273697047
274104220
273232180
273316112
273316117

13:00 - 14:00

0

1

2

3

4

5

6

7

21.43%
273836087
272928517
273110073
272900327
273458037
274083234

273836087
272928517
273110073
272900327
273458037
274083234

14:00 - 15:00

0

1

2

3

4

5

6

7

8

9

24.58%
273232180
273138987
273697322
273697964
273673523
273138989

273232180
273138987
273697322
273697964
273673523
273138989

15:00 - 16:00

0

2

4

6

8

10

30.91%
273836087
273697322
273697558
273110073
273697964
273164106

273836087
273697322
273697558
273110073
273697964
273164106

16:00 - 17:00

0

1

2

3

4

5

6

7

23.4%
274083237
273697187
273673523
273138988
273110073
273909706

274083237
273697187
273673523
273138988
273110073
273909706

17:00 - 18:00

0

1

2

3

4

5

6

7

8

25.74%
273836087
273164106
273232180
273110073
273697322
274234175

273836087
273164106
273232180
273110073
273697322
274234175

18:00 - 19:00

0

1

2

3

4

5

6

7

8

26.25%
273697322
273393614
274283026
274083237
273164106
273209447

273697322
273393614
274283026
274083237
273164106
273209447

19:00 - 20:00

0

1

2

3

4

5

6

25.0%
273393614
273570250
273138989
273189246
273836087
273164109

273393614
273570250
273138989
273189246
273836087
273164109

20:00 - 21:00

0

1

2

3

4

5

6

7

8

9

31.53%
273611797
274144707
273593253
274104219
274060060
273189246

273611797
274144707
273593253
274104219
274060060
273189246

21:00 - 22:00

0

1

2

3

4

5

6

7

21.79%
273316117
274259916
273189247
273697322
273316114
273743269

273316117
274259916
273189247
273697322
273316114
273743269

22:00 - 23:00

0

1

2

3

4

5

6

21.84%
273368057
273458037
273456648
274283026
274344245
273909706

23:00 - 24:00
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Figure 4.5: Top clicks condition of whole range on Tagesspiegel on April 5, 2016. Fre-
quency distributions of top clicked articles have been visualized hourly. For the top 6
clicked articles, if an article is ranked in top 6 across two neighbored hours, it’s painted
with the same color in the both neighbored bins.

4.2.3 Predicting Power on Impressions and Clicks

Having observed the good recommendation effect of directly dealing with the popularity
of Impressions and Clicks in the online challenge, we study the impact of impressions and
clicks from a temporal perspective. We use the Jaccard Similarity for tracking the trends.

4.2.3.1 Jaccard Similarity as Representation of Correlation

In this subsection, we quantify the continuity of most frequently clicked items and ana-
lyze this continuity behavior concerning contextual factors such as time of day and day of
week. Jaccard Similarity, as defined in Equation 4.1, is a metric to measure the similarity
of two sets A and B. The value of this metric equates to the cardinality of the intersection
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divided by the size of union of these two sets. In our scenario, A and B refer to the sets of
the six most frequently clicked items of two neighboring one hour time slots. The higher
the Jaccard similarity, the more significant of the biased concern proved in this neighbored
time bins.

Jaccard(A,B) = |A ∩B|
|A ∪B|

= |A ∩B|
|A|+ |B| − |A ∩B| (4.1)
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Figure 4.6: Jaccard similarity of top clicked items between continuous hours for Sport1
in the week 3–9 April, 2016. The cyan bar represents the condition of the contest teams,
the pink bars represents the whole scenarios. We analyze the Jaccard Similarity from the
perspective of total, time of day, and day of week specifically.

We expand our view from a single day to the week 3–9 April, 2016, and obtain 24×7 =
168 one hour time windows. Therefrom, we derive 167 pairs of subsequent time windows
to compute the average Jaccard similarity. Figure 4.6 illustrates our findings overall, for
specific times of day, and for each weekday. We distinguish the contest scope and the
whole PLISTA scope by cyan and pink colors. Throughout the three subfigures, we notice
that the Jaccard metric on PLISTA whole scope exceeds its value on the contest scope. The
gap is most obvious in the night (0:00–8:00). Independent of context, Jaccard scores fall in
the range of 40–60%. This signals that more than half of the most popular items re-occur in
the next hour’s top 6 group. Thus, recommending popular items guarantees a good chance
to perform well. This explains the good performance of the “baseline” in previous editions
of NewsREEL.

4.2.3.2 Predicting Ability Comparison Impressions v.s Clicks

Empirically speaking, “Most Viewed” approach always performs well w.r.t. CTR. This
is the motovation for us to study the impact of impression and clicks for computing recom-
mendation for the next hour in detail.
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Based on the detected click patterns (discussed in Subsction 4.2.2.1 for the portal Sport1),
we compare recommender strategies based on impressions and strategies based on clicks.
Since the six most frequently clicked items receive more than 80% of all hourly clicks, cor-
rectly capturing the top6 group in a time bin is quite adequate for providing a reasonable
recommendation. We define predicting ability here by the Jaccard similarity between the
set of recommended items and the set of the six most frequently clicked items in a specific
hour. The higher the Jaccard similarity, the stronger the recommending set representing the
predicting ability. The six items most frequently viewed in the last hour form the recom-
mending set “Most Viewed”. In addition, the six items most frequently clicked after having
been suggested in the last hour characterize the recommending set “Most Clicked”.
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Figure 4.7: “Most Viewed” vs. “Most Clicked” on predicting next Hour “Most Clicked”
in Sport1 on April 5, 2016.

Figure 4.7 shows both methods’ performances over time. The cyan curve refers to the
predicting ability of recommending set “Most Clicked” while the magenta line refers to
the predicting ability of recommending set “Most Viewed”. The upper subfigure shows the
comparison of “Most Viewed” and “Most Clicked” in the range “contest teams”, and the
bottom subfigure presents the same comparison in range “whole PLISTA”. In both “contest
teams” range and “whole Plista” range, most clicked 6 items in last hour always show a
higher Jaccard Coefficient with the most clicked 6 items in this hour than the most viewed
6 items in last hour do. Evidently, “Most Clicked” outperforms “Most Viewed” in both
scopes. This indicates that at least on 5 April 2016, users’ reactions to recommendations let



4.3. Parsing and Mining Topic Concern Bias in News Stream 83

the system better predict future clicks than what they read. The outperformance indicates
that clicks on recommendation requests as a time series data has its self-predicting ability
and deserves more attention even compared with impressions.

4.2.4 Discussion

In this section we have discussed the algorithms used in the news recommendation
challenge. Given the observations that popularity based approaches always represent a
better recommendation effect, we have analyzed the pattern of clicks and impressions
in dominant portals Sport1 and Tagesspiegel from temporal view. Typically in news
portal Sport1, the number of clicks of individual articles shows a significant power law
distribution on an hour basis. The duration of the dominant role of an individual article
can be lasting for days, which is much longer than we expected. To solve RP 4.1: To
what extent is the predicting power of the popularity bias for the CTR of the news
recommender?, we use the Jaccard similarity between the predicted ranking list and the
real clicked list to represent the prediction ability. The defined measurement reflects that
the clicks set gains more prediction power on the clicked items in the next hour than the
impressions set does.

4.3 Parsing and Mining Topic Concern Bias in News Stream

Users’ reading behavior on digital news tends to be biased according to existing stud-
ies analyzing the news stream consumption [18]. Two insightful observations have been
acquired from our participation in NewsREEL2016. First, the duration of a news article
being popular can last longer than we expected. Second, the popular articles can be related
to similar topics. To study the content-based similarity between news articles, we spread
the observation and analysis duration on the news stream provided from NewsREEL2016
to 8 months. We focus on the text level of the news items and study the content bias in
addition to the click and impression user behavior.

To express such topic concern bias, we introduce two concepts regarding terms in news
articles – Term Concern Degree (TCD) and Topic Ranking Bias (TRB). TCD is defined
by term’s document frequency weighted on impressions or clicks, such that the importance
of a specific term can be calculated from both news text stream and user behavior aspects.
We apply ranking similarity Average Overlap (AO) between two neighbored terms lists to
more precisely denote topic consistency (or content topic bias) and name it as TRB.

We analyze how users interact with news items and recommendations provided in the
NewsREEL challenge 2016. We distinguish two kinds of users’ behavior: impressions and
clicks. Impression denotes users’ direct viewing through the main page or site navigation,
while click represents users’ clicks on the recommended items at the bottom of articles.
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Research questions we are studying in this section include: 1) temporal topic concern
bias via continuous dates regarding a specific user behavior type; 2) content consuming
consistency between different user behavior types.

4.3.1 Content Parsing for Popular Items

Analyzing the item distribution for the portal Sport1, we find a power law distribution.
We study the concrete content of the most frequently clicked news items. Table 4.2 illus-
trates the four items occurring most frequently in the top 6 group. It lists their item_id, the
duration contained in the top 6, their ranking trends, and the date the items had been cre-
ated. Regarding the ranking of these 4 items, we find that even within the shortly analyzed
timeframe, they stay in top6; but their concrete rank changes. Tracking or predicting such
fluctuation is also one of our focus attentions in the following sections. In addition, the
duration of the items being popular subverts our expectation. Even within the tracking day,
April 5, 2016, as the table shows, all the four items remained in the top 6 for at least eleven
hours, though we had expected considerably less time as news continuously emerge. When
observing the creating dates of these items, it even indicates a noticeably longer life-cycle
of news than we anticipated. Taking a typical example for item 273681975 with headline
“Guardiola macht Götze froh”: it was created on April 2, 2016, and dominated the top 6
news group three days later on April 5, 2016.

Table 4.2: Stable top clicked items condition on April 5, 2016.

Item Id Being in Top6 Ranking Created At

273681975 0:00–11:00 Most of the time 1st 2nd, Apr. 2016

273707540 0:00–13:00 2nd→ 1st 2nd, Apr. 2016

273877703 0:00–24:00 3rd/4th→ 2nd→ 1st 3rd, Apr. 2016

273770166 0:00–21:00 2nd→ 3rd/4th→ 1st 2nd, Apr. 2016

Next, we analyze the categories, titles, and descriptions of these four items in order to
get a better understanding of the contents. Table 4.3 highlights the co-occurring terms in
these four items. Among those, we see that the breaking news that coach Pep Guadiola will
leave Bayern attracted many users’ interest on relevant articles. This shows, at least in the
domain of Sport, the articles mentioning the most breaking events attract the most traffic,
and these breaking events are the root cause of the popularity of articles. Considering
this point, though former participants of NewsREEL mentioned that pure content-based
recommenders frequently suggest articles with minor clicks, we would like to supplement
that for popular items, content similarity does affect the effect of recommenders.
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Table 4.3: Stable top clicked items description on April 5, 2016.

Item Id 273681975 273707540 273877703 273770166

category fussball
intenational-

fussball
fussball fussball

title

Guardiola
macht Götze

froh

Van Gaal
watscht di Maria

ab

Robben:“Van
Gaal ist wie
Guardiola"

Mittelfeldbestie
Götze: Wechsel
nur im Notfall.

text

Der Coach des
FC Bayern

lässt Youngster
Felix Götze
erstmals mit
den Profis

trainieren. Javi
Martinez und
Manuel Neuer
stehen derweil

vor dem
Comeback.

Als
Rekordtransfer
geholt, nach nur

einer Saison
wieder vom Hof
gejagt. Jetzt geht
die Geschichte

zwischen
United-Trainer
Louis van Gaal

und Angel di
Maria in die

Verlängerung.

Arjen Robben
vergleicht den

ehemaligen
Bayern-Coach
Louis van Gaal

mit dem
aktuellen

Trainer Pep
Guardiola. Mit
dem FC Bayern

will Robben
noch viel
erreichen.

Mario Götzes
beherzter

Auftritt gegen
Frankfurt zeigt:

Er will sich
unbedingt beim

FC Bayern
durchsetzen.
Der Verein

mauert noch
beim Thema

Transfer.

4.3.2 Topic Concern Bias Definitions

To understand the topics embedded in the news streams, researchers define topics by
different approaches. Normally, terms or named entities within news text are treated as a
topic directly [140–142, 154]. In this case, grouped counting on term frequency or docu-
ment frequency are represented as the hotness or concern degree of a topic. Nevertheless,
for digital news publishers, users’ consuming behavior (e.g. impressions or clicks) is also
an important auxiliary indicator for their topic hotness in addition to the pure news text
stream. Hotness metric which incorporates the textual terms and user behavior is then our
main objective in this subsection.

We define the hotness score of a term within a time window as Term Concern Degree
(TCD), which is calculated on the basis of terms’ document frequency weighted on specific
users’ behavior. The higher the score for a term, the hotter the topic content is consumed.
On the top of TCD, we rank the terms as a list within time window. The ranking similarity
(Average Overlap) between two lists is used to represent the degree of consistence for the
topics ranking, i.e. the bias of content topic consumed by users. Through the visualized
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topic bias in four of the analyzed news portals, we found that the reading behavior of the
audiance of different news portals varies w.r.t the topic selection bias.

4.3.2.1 Definition of Term Concern Degree

We define the Term Concern Degree (TCD) for terms on a daily basis, the procedure
of collecting the candidate terms goes through the following steps:

a) pre-processing of article items: it includes removing garbles, stemming and remov-
ing stop words;

b) ranking article items: according to the number of impressions or number of clicks on
a specific date, the articles are ranked with top K (K=20 in the experiment setting);

c) normalizing the impressions count: for the top K articles, the normalization is real-
ized based on their weights w.r.t. the concrete user behavior type;

d) sorting the topic concern terms: according to the calculated TCD, the top terms are
sorted and form the sorted term list.

TCD(t, d) = wtitle ∗ scoretitlet,d + wtext ∗ scoretextt,d (4.2)

normd =
∑

i∈Dd,K

#impressioni,d (4.3)

scoretitlet,d =

∑
i∈Dtitle

t,d

#impressionsi,d

normd
(4.4)

scoretextt,d =

∑
i∈Dtext

t,d

#impressionsi,d

normd
(4.5)

Notation TCD(t, d) illustrates the concern degree of term t on date d. Here we intro-
duce the procedure for calculating TCD(t, d), and take the impressions behavior as an
example. Eq. 4.2 to Eq. 4.5 list the main calculation steps for TCD. From the step b) rank-
ing article items in the last paragraph, we get the top K candidate articles set for the date
d as set Dd,K . As Eq. 4.3 shows, the normalization factor normd across set Dd,K (the set
comprises of top K articles at date d concerning their impressions) is the summation of the
number of impressions for all articles in the set Dd,K . For each article in the candidate set,
there are two textual fields: title and text. Terms appeared in these two fields are assigned
with importance weight wtitle and wtext respectively (wtitle is set as 0.6 while wtext as
0.4 in the current experiment setting). As Eq. 4.2 explains, TCD(t, d) is the aggregated
weighted score of scoretitlet,d and scoretextt,d in consideration of wtitle and wtext. And the
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definitions of scoretitlet,d and scoretextt,d are similar as Eq. 4.4 and Eq. 4.5. Dtitle
t,d and Dtext

t,d

are the two subsets of Dd,K . Dtitle
t,d represents the articles, whose titles contains term t on

date d. WhileDtext
t,d includes the articles, whose text description contains term t. As Eq. 4.4

shows, for the title field, the number of article impressions in the set Dtitle
t,d divided by the

normalization factor normd is defined as the topic concerning score regarding term t on
title field on date d for users’ impressions behavior. As the same token, we can also pro-
duce the topic concern score on text field as Eq. 4.5 shows. Being aggregated on title and
text fields, the general score TCD(t, d) is used to sort terms based on users’ impression
behavior. Similarly, such TCD can also be calculated for user behavior clicks.

The TCD is defined as the combination of text description and user behavior, we also
argue that it is a special existence of Document Frequency (DF). For instance, when talk-
ing about the impression behavior, the number of impressed articles can be seen as the
number of repeated documents detected in the corpus. Therefore, TCD is essentially a
transformation of DF with the advantage of fields fusion.

4.3.2.2 Topic Ranking Bias (TRB) based on TCD

Having ranked the terms according to their TCD within each time bin, we gain an
intuitive view of the topics ranking representations. By tracking the ranking similarity of
the topic ranking lists in neighbored time bins continuously, we could see the degree of
bias of the topics ranking along the time axis. This ranking similarity is defined as TRB in
this section.

The most prevalent scenario of applying ranking similarity is the Web Search Engine
(WSE), where lists of ranked documents computed for the same search query from dif-
ferent search engines are compared [155]. The ranking similarity describes the degree of
similarity between the analyzed search engines. Since only the top ranked documents in
search engines result list are relevant to most users, classical ranking similarity metrics,
such as Kendall’s Tau are not so applicable in this scenario. Thence, measurements like
AO and Ranked Bias Overlap (RBO) are proposed to deal with these issues and have proven
to be working well [156]. In our scenario, for a ranked term list, since the terms with higher
scores gain more importance, it also fits the top-weighted condition. Thence AO and RBO
can be used for measuring the list bias condition. Yet RBO is based on the convergent
series of weights in indefinite lists, it’s not suitable in our definite top K terms ranking
condition. Thus AO is chosen as the indicator of topics ranking consistency of definite
lists.

Given two non-conjoint and weighted top ranked lists S and T , at depth K, the size
of intersection of two ranked lists over K, say |S ∩ T |/K, denotes the similarity or the
overlap between two lists at depth K. For each depth k ∈ {1. . .K}, we calculate the
overlap@k. The average of the cumulative overlaps at these increasing depths derives to
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the value AO@K =
∑
k∈{1...K} overlap@k/K [156, 157]. Since AO@K is calculated

for paired terms’ ranking lists, which essentially represents the content topic consuming
persistence, we call it Topic Ranking Bias (TRB) in this chapter.

4.3.3 Discussion

In this section, our analysis targets on the research problem RP 4.2: How to parse
and analyze the topic concern content for the popularity bias in the news consuming
stream? First, the content level representation of the popular articles has been analyzed
in digital news portals. For some frequently co-occurred hot articles, the extracted topics
explain the reason leading to the popularity. In order to represent the concern degree of a
specific topic, we define TCD as the weighted document frequency of the designated term
over all the popular articles. Nevertheless, TCD only records the topic concern degree or
bias of a single topic. To represent the ranking bias of the topics between two time windows
or two types of user behaviors, the AO is applied as the measurement for ranking similarity.

4.4 Topic Ranking Analysis: Temporal or Behavioral View

In the last section, we proposed use AO to represent the topic-level ranking bias between
two ranking lists. The views of the topical list-wise ranking bias can be either temporal or
behavioral. In this section, TRB-t and TRB-b are defined as ranking bias measurements
for these two views specifically. For TRB-t, we determine the type of user behavior and
extract the pair of ranked lists on temporally neighbored time bins to represent the temporal
topic concern bias degree. The higher TRB-t, the higher consistency of the content users
have consumed along the temporal evolving axis. For TRB-b, on the contrary, we fix the
date and extract the terms ranked lists regarding two different user behaviors and calculate
the ranking bias degree. TRB-b denotes the reading content consistency between behavior
clicks and impression. It also indicates the suitable moment for using hot topics discovered
in the hotly impressed articles to give the recommendation on the clicks. To analyze the
biased ranking from these two views, we conduct our analysis for the ranking bias based
on the data collected for the four news portals caught in the challenge.

4.4.1 Temporal View of Topic Concern Bias

In this subsection, we view the topic concern ranking bias from the temporal perspec-
tive. We calculate the TRB-t over N days on a daily basis for the four candidate German
news publishers within the traced time period. We extract several ranked term lists to zoom
in and observe some typical topic content variation period. The statistics of the neigh-
bored TRB-t for different publishers are shown in Tab. 4.4 ( TRB-t w.r.t. impressions) and
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Tab. 4.5 ( TRB-t w.r.t. clicks). The tables list the length of day sequence, mean value and
standard deviation of TRB-t. In addition, peaks ratio (peak is defined as where TRB-t
value greater than 0.6) and valleys ratio (valley defined as where TRB-t value less than
0.2) over all temporally neighbored pairs on the date axis are also provided.

Table 4.4: Statistical result of TRB-t regarding impression.

# neighbors mean std
Peaks

Ratio(%)
Valleys

Ratio(%)

KÖLNER STADT ANZEIGER 72 0.343 0.175 9.72 27.78

GULLI 278 0.517 0.199 34.53 11.15

TAGESSPIEGEL 79 0.245 0.161 3.80 41.77

SPORT1 134 0.344 0.072 0.75 1.49

Regarding user behavior impression, Tab. 4.4 shows the ranking bias for the four news
portals. The degree of the ranking bias demonstrates differently for specific news portals.
The news portal GULLI shows a generally higher TRB-t, with the mean value 0.517 and
peaks ratio 34.53% over the whole 278 neighbor dates pairs. It indicates that in pub-
lisher GULLI, users’ overall impressing behavior remains high content level consistency
along the time axis. On the other side, the news portal TAGESSPIEGEL has a low mean
value of TRB-t 0.245 and the dominant valleys ratio 41.77% . They imply that temporal
topic bias is not so obvious in the TAGESSPIEGEL.

Table 4.5: Statistical result of TRB-t regarding click.

# neighbors mean std
Peaks

Ratio(%)
Valleys

Ratio(%)

KÖLNER STADT ANZEIGER 45 0.356 0.243 13.33 26.67

GULLI 250 0.364 0.226 11.60 27.20

TAGESSPIEGEL 55 0.325 0.130 1.82 12.73

SPORT1 117 0.337 0.107 0.85 11.11

Analogously, the statistics of TRB-t for the four publishers on the click behavior are
shown in Table 4.5. The mean values of TRB-t vary within a small range, 0.325 to
0.364. The comparatively high standard deviation (greater than 0.2 in KÖLNER STADT

ANZEIGER and GULLI) denotes that temporal consistency of topic concern content of the
click behavior is not stable but specific period interval dependent. Generally, from the
temporal view, the click behavior shows weaker topic ranking bias as impression does.

For intuitively representing the topic concern bias variation, we choose some example
periods and compare the overlapping content of the ranked term list separately. The first
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example period we extract is from 10th July 2016 to 23rd July 2016 of publisher GULLI.
The terms ranking lists for each date for impression are shown in Fig. 4.8 and click be-
havior are shown in Fig. 4.9. Within these figures, the red blocks stand for the continuous
terms appearing between two neighbor dates. The higher number of red boxes, the higher
the content similarity between the neighbored time windows. In Fig. 4.8, TRB-t on im-
pressions exhibit a convex peak in the observed period. Analyzing the content, we can
see that the topic changed quickly in the first four days, popular topics like Windows Op-
eration System updating , Pokeman Go and Youtube favorite PewDiePie haunt from
time to time across the time windows, while NASA released report on the Second Moon
suddenly attract most attention from 15th July 2016 to 21st July 2016. Obviously, Second
Moon caused users’ heavy reading bias because of their worries about Asteroid Collision
on Earth. In clicks term lists in Fig. 4.9, the attention on Second Moon also shows strong
biased ranking effect since 16th July 2016, yet with a shorter lag compared with impres-
sion. Such peak period showing up in the TRB-t sequence indicates that the bias moment
arriving and hints for caching the valuable biased terms for making recommendations in
the near future.
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Figure 4.8: Terms ranked list regarding users’ impression behavior for the publisher Gulli
(www.gulli.com).
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Figure 4.9: Terms ranked list regarding users’ click behavior for the publisher Gulli
(www.gulli.com).

The second example period is from 25th January to 29th January 2016 for publisher
SPORT1. The interesting phenomenon can be found within this period is that TRB-t trends
of impression and click go into opposite directions. Seen from the content in these terms
lists, transfer market transaction stably attracted attention for impressions. While the clicks
on recommendation varies rapidly between dates. In this period, temporal topic concern
bias shows more prediction power for impression behavior than click.
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Figure 4.10: Terms ranked list regarding users’ impression behavior for the publisher
Sport1 (m.sport1.de).
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Figure 4.11: Terms ranked list regarding users’ clicks behavior for the publisher Sport1
(m.sport1.de).

4.4.2 Behavioral View of Topic Concern Bias

Though TRB-t is calculated along the time axis to record the continuous ranking bias
degree for a specific user behavior, no mutual relation between different user behaviors can
be detected in this metric. In this section, we use metric TRB-b to observe users’ topic
concern bias from a behavioral view, typically for impressions and click. To this end, we
extract the terms ranking lists generated by score on top of impression and click within the
same time window. The ranking similarity between the two lists are then calculated, this
similarity stands for the degree of topical bias discovered between impression and click
within this time window.

Based on the example time period we observed for TRB-b, Tab. 4.6 represents the
concrete statistical result among different publishers. The mean value of TRB-b for
TAGESSPIEGEL and SPORT1 can reach 0.667 and 0.585 respectively. The peaks ratio
of TAGESSPIEGEL 88.71% signals that for the most time in this publisher, content top-
ics users focus are similar across the impression and click. Or from another perspective,
in publisher SPORT1, the low standard deviation 0.074 also reflect the ubiquitous con-
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# neighbors mean std
Peaks

Ratio(%)
Valleys

Ratio(%)

KÖLNER STADT

ANZEIGER 51 0.383 0.283 23.53 33.33

GULLI 254 0.469 0.237 38.58 20.08

TAGESSPIEGEL 62 0.667 0.216 88.71 9.68

SPORT1 118 0.585 0.074 44.92 0.00

Table 4.6: Statistical result of TRB-b on the four publishers.

tent consuming overlapping effect between impression and click. But in KÖLNER STADT

ANZEIGER and GULLI, the low mean value and the high variance signal the quick changes
of TRB-b. It shows that the applicability for making recommendations on clicks from
topic concern in impressions is only periodically valid.

Analogously to the analysis based on TRB-t, we retrieve some periods from the tracked
time span to see the overlapping effect of terms concern lists between impressions and
clicks. We visualize the ranked term lists slightly different from terms list for TRB-t.
Within each time window, term lists ranked by scoring schema TCD regarding impression
and click are grouped together, the common terms appeared in the paired lists are all colored
in red. Thus the larger the red area in the grouped pair list, the more topic concern bias
exists between impression and click. Within these time windows, biased viewed content
of impression possesses the ability of foretelling hot content in the clicked recommended
items. Within each time window, the value of Average Overlap (AO) between the two lists
and the number of overlapped documents are also provided.

The first sample interval retrieved is from 3rd Feb. 2016 to 8th Feb. 2016 in publisher
KÖLNER STADT ANZEIGER. As Fig. 4.12 shows, accompanied by the arrival of Rosen-
montag, which is celebrated in Rhenish carnival, users’ collective attention has been drawn
on the events in both impression and click in Cologne area. Though on 7th February, some
sub topics about the carnival diverse the biased consistency between impressions and click
a little bit, they are united on 8th February again because of the coming of the exact Rosen-
montag on this day. And the interaction of articles also reaches the highest – 14 on this
day.

The second period is from 26th Aug. 2016 to 2nd Sept. 2016 in publisher GULLI as
presented in Fig. 4.13. During the first four days, the topic concerns between impression
and click are quite different, almost no behavioral bias can be detected. For instance, on
27th August 2016, though Windows and Intel gained more concern in users’ impressions,
Pokemon Go and Russian Spy were the favorable content when users’ clicked on recom-
mendations. However, when the astronomical topic SETI arrived on 30th August 2016,
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impression and click together become highly biased towards it. Such cross behavioral bias
lasts for several days.

4.4.3 Discussion

With topic ranking bias (TRB) defined on top of topic concern bias, we represent the
bias degree based on the ranked list level. The comparison analysis has been set up from
two perspectives: temporal view and user behavioral view. Thereby we solve the RP 4.3:
How could we understand the topic ranking bias from temporal view and user behav-
ioral view?

The temporal view of the ranked list bias is reflected by TRB-t, an indicator tracking
the overlap ratio between the neighbored time windows. The temporal view analysis on
such bias gives the hint on the predicting power with the influence of temporal factors into
consideration. From the analysis on the continuous time windows, publishers Gulli gains
most temporal topic concern bias regarding impression behavior.

From the behavioral view, the biased topic concern overlap between different user be-
haviors are calculated as TRB-b. impression and click are the two source behaviors con-
tribute to the value of TRB-b. The behavioral ranking bias analysis shows the predicting
power of one user behavior (like impression) on the other (like clicks). For publisher
Tagesspiegel, the behavioral bias represent more obvious characteristics.

4.5 Conclusions

In this chapter, we went through our participation in the NewsREEL news recommenda-
tion challenge in the year of 2016. The outperformance of the popularity-based approaches
attract our attention. Thus we analyze the popularity bias and its explanation in the news
recommenders from multi-views.

On the article level, the popularity is tracked on the hour basis across a day for behavior
impression and click respectively. By applying Jaccard similarity of the popular articles
lists between the neighbored time windows, the consistency of article popularity was rep-
resented. This list-wise popularity temporal consistency indicates the predicting power of a
designated behavior. It turned out that article level bias on behavior click possesses higher
predicting power than impression does.

Topic level understanding of the popularity shows the explanation of the bias in the
trend. TCD is defined based on the weighted terms document frequency. It represents the
popularity of a topic within a time period. For the topic ranked list based on TCD, TRB
uses AO to quantify the ranking bias for the compared lists. Ranking list based on TRB
can be analyzed from either temporal view or behavioral view. From the temporal view,
TRB value is generally high in the impression behavior than the click behavior. While
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from behavioral view, the predicting power of impression on click is captured in the major-
ity portion for both publishers Tagesspiegel and Sport1. Content level topic concern bias
understanding is thus helpful for the behavioral mutual prediction.
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CHAPTER 5

ALGORITHM RECOMMENDATION:
EVALUATION BIAS TRADE OFF

Algorithm Selection (AS) tasks are dedicated to find the optimal algorithm for an un-
seen problem instance. With the knowledge of problem instances’ meta-features and algo-
rithms’ historical performances, many Machine Learning (ML) approaches are applied in
AS to predict the algorithm performances on previously unseen problem instances [84].
Since the AS problem has a similar input structure and output target as a usual user-
item recommendation task, the CF idea from RS is also applicable for AS scenarios. In
this chapter, we borrow the learning to rank framework from RS and embed the bi-linear
factorization to model the algorithms’ performances in AS. Bi-Linear Learning to Rank
(BLR) maps the problem meta-feature matrix to the algorithms performance matrix, and
model the algorithms ranking in a list-wise probabilistic way. To counter the accuracy
bias in AS evaluation, multi-objective metric A3R is applied to balance accuracy and in-
ference time during the evaluation of algorithm selection approaches. BLR outperforms
other benchmark approaches concerning A3R, especially when expanding the candidates
range to TOPK. The necessity and benefit of the TOPK expansion of the algorithms
candidates is discussed.

5.1 Introduction

In the AS domain, for both computational complexity (e.g. SAT and CSP problems) and
machine learning scenarios, the number of problem instances can be infinite, while a bunch
of new algorithms are created for solving problem instances every year. Traversing with
brute force on all the algorithms generates the exact performance of all problem instances
and help select best algorithm precisely, though it’s often time consuming. To speed up
the selection process, AS approaches like Average Ranking (AveR), SB [158,159] and ML
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M problem 
instances

L meta features

New problem 
Instances with L 
meta features

Which one should be ranked as optimal 
algorithm with top1 performance?

0.3 0.5 1.0 0.2 1.2 3.2 0.4

10 2.3 10 9 22 5.5 2.2

0.7 4.5 20 23 0.5 1.5 3.3

1.5 17 2.8 4.2

10 0.9 2.8 15 0.8 3.2 5.4

0.8 18 0.9 8.9 11

1.2 5.9 15 7.8

2.0 23 19 1.5 10 20

4.5 2.7 7.5 5.6 4.5

? ? ? ? ? ? ? ? ? ?

0.4 10 7.7 0.1 67 1.5

0.3 15 5.5 0.2 78 1.7

0.7 22 2.5 0.1 96 3.2

0.8 33 5.4 0.6 88 5.4

0.1 14 3.3 0.2 78 3.3

0.2 25 6.8 0.8 90 2.6

0.5 11 9.8 0.2 91 1.6

0.9 44 3.4 0.3 78 6.1

0.2 47 3.4 0.5 54 6.8

Can be seen as user-
profiling features in 

recommender system.

Can be seen as user-item 
interaction matrix in 

recommender system.

Learn the mapping

Performance Prediction as Cold start condition: 
when new problem instance comes in the scenario.

Algorithm Selection Problem

Algorithm performances on problem instances 
N algorithms

Apply the mapping 
to predict the 
performances

0.9 45 5.4 0.7 77 9.0

Meta features of the problem instances 

Figure 5.1: Algorithm selection as recommendation system. Learning a model which maps
the given meta features matrix (which size isM×L) to the performance matrix (which size
is M × N ). The inference of the new problem instance is like making a recommendation
for a user in the cold-start phase.

meta-learning [77] have been proposed by researchers [160]. These AS approaches give a
fast prediction on the potentially well-performing algorithms and make recommendations.
AveR and SB only rely on the known performances (landmark features). ML approaches
make use of both meta-features of problem instances and algorithms’ past performances
on the known problem instances to learn the prediction models. Many classic ML methods
(like Support Vector Machine (SVM) and Random Forest (RF)) have been tried on the AS
problem [77, 81, 91] and have proven to be powerful on some prediction tasks.

In Fig. 5.1, a typical AS problem is represented. Meta features of problem instances are
fully given as the full matrix on left hand side, while performances of solvers(algorithms)
applied on known problem instances form the performance matrix on the right hand side.
The mapping function from meta features to the performances is expected to be learned.
Given a new problem instance, the performance prediction fully relies on the meta-features
vector. This full reliance makes the prediction task in AS similar to the cold start condition
in RS. When looking at the blocks with stars in Fig 5.1, standing from the view of RS, the
problem instance meta-feature input can be replaced by usual user profiling features like
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age, working field, preference category etc.. And the performance matrix can be associated
with user rating or implicit feedback matrixRS. Therefore, the approaches used in RS can
also be attempted in AS problem.

The terminologies used in AS, ML and RS occasionally overlap, we distinguish these
terminologies in Table 5.1 to avoid misunderstanding. The definitions in the table are
mostly based on the work of Bao et al. [161].

Table 5.1: Terminologies and explanations.

Term Meaning

Scenario An AS scenario is dedicated to solve a specific type of
problem (e.g. Traveling Salesman Problem (TSP) in com-
putational complexity domain). It is comprised of a set
of problem instances, their meta-features and some perfor-
mances of algorithms on the instances.

Problem Instance One instance to be solved in a scenario, e.g. a complete
graph in TSP.

Meta features Descriptive features of a specific problem instance, like the
number of edges, the number of nodes etc. in a complete
graph for TSP problem.

Algorithm Algorithm or heuristic (e.g. generic algorithm in TSP)
which can successfully solve some of the problem in-
stances in the designated scenario.

Solver Alias for algorithm in some problems like SAT.

Approach The method used to select the potential optimal algorithm
candidates for problem instances in a specific scenario.

Predictor The method that predicts the performance of the algorithms
on a problem instance.

Selector The method used to select the potential optimal algorithms
based on their predicted performances.

Algorithm Candidate Set A subset of algorithms from a scenario, provided by the se-
lector as proposal for being the optimal ones for a specific
problem instance.

Performance A measurement representing of how well an algorithm
solves a problem instance, e.g. runtime.
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Evaluation Metric The evaluation criteria to measure the selection effect of an
approach in a scenario, e.g. Success Rate (SUCC), Miss-
Classification Penalty (MCP).

Concerning applying RS approaches in AS problems, there are some open research
problems:

RP5.1 How to model the mapping from meta-feature matrix to performance ma-
trix directly? In AS, both problem meta-features and algorithm performance information
are utilized for modeling. The benchmark approaches (will be introduced in Section 5.2)
conduct models either by multi-model training for a specific algorithm or through one-hot
encoding on algorithm performance. However, multi-models training cause extra time cost
for inference, while one-hot encoding leads to extra sparsity in the training data. A model
skipping these intermediate steps and creating the mapping directly improve the efficiency.

RP5.2 How to balance the AS effect when both prediction accuracy and inference
time are taken into account in the evaluation process? To measure the effect of AS
approaches, prediction error and precision are the standard evaluation criteria. However,
problem instances and algorithms accumulate in specific AS scenario, AS approaches need
to update the model accordingly. Thus inference time also reflects the effect of an AS ap-
proach from the perspective of model updating and predicting efficiency. A proper solution
is needed to balance the accuracy based approach and time cost efficiency in the evaluation.

RP5.3 Whether we can expand the selection range thus benefit from the cumulative
optimal algorithm? In most AS challenges [79, 80], only the optimal predicted algorithm
is chosen for the evaluation, and this narrow set of candidate set reduces the chance of find-
ing the optimal algorithm. If the TOP1 evaluation is expanded to TOPK, the cumulative
performance gain guarantees some AS approaches reaching higher accuracy. Whether such
expansion brings advantages to AS needs to be discussed and studied.

In order to address the research problems raised above, we construct the following stud-
ies in this chapter:

1) We propose BLR to involve both problem instance meta-features and performance
matrix into one L2R framework. The mapping matrix W in the model accomplishes the
mapping from meta-feature to the performance matrix in a straightforward way. The prob-
abilistic assumption on the ranking solve the randomness modeling of the performance
value in the algorithm-problem instance interaction matrix. We illustrate the good per-
formance of BLR by comparing it with other benchmark AS approaches in the designed
experiments.

2) A3R was proposed as a ranking measure for the algorithms in ML meta-learning.
It incorporates both accuracy oriented metric and time cost metric into a single, scalar
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evaluation metric. We apply A3R as the evaluation metric for the general AS task, in order
to balance the accuracy and inference time for measuring AS approaches. Being measured
with A3R, BLR outperforms other approaches in terms of this trade-off.

3) In order to demonstrate the performance variance given different TOPK candidates
set range setting, we compare the approaches ranking distribution for the specific K selec-
tion. To observe the benefit brought from the K expansion, the AS effect increasement of
the cumulative optimal performance is also listed and compared.

The chapter is structured as follows: basic methodologies, benchmark approaches and
concrete modeling steps of BLR are introduced in Section 5.2. In Section 5.3, we review the
evaluation metrics frequently used in AS tasks and propose A3R as the trade-off metric for
accuracy and inference time. Section 5.4 compares the performance of the BLR with other
benchmark approaches, with the emphasis on A3R. Subsequently, Section 5.5 explains the
necessity of applying TOPK expansion of the candidate selection while evaluating AS
approaches. Finally, Section 5.6 draws the conclusion and gives an outlook to the future
work.

5.2 Algorithm Selection - Methodologies

In AS scenarios, regarding one problem instance, the targets of the prediction are the
performances of multiple algorithms, rather than a single label or a numerical value. The
performance scores of algorithms are estimated with this multi-target prediction task. The
algorithms are thereby selected according to the predicted scores. Among many solutions,
there are three conventional ways to design AS approaches: 1) purely relying on statis-
tics of algorithms’ historical performances (e.g. select the algorithm with the “best perfor-
mance” on all the known problem instances); 2) algorithm specific performance prediction:
building the predicting model for each algorithm given the meta-features of the problem in-
stances individually, fit the model and do the inference specifically; 3) algorithm indicators’
one-hot conversion: horizontally concatenate the problem instance meta-feature matrix and
algorithm appearance one-hot matrix to form the input matrix as the input for the general
prediction function. In this section, we first introduce the benchmark approaches which fol-
low these three ways of approach design. Subsequently, we propose BLR, which doesn’t
need multi-model training and one-hot conversion to complete the AS model creation.

5.2.1 Benchmark Approaches

Targeting diverse AS scenarios1, we separate the benchmark approaches in the commu-
nity into three groups according to the data transformation ways mentioned above.

1http://coseal.github.io/aslib-r/scenario-pages/
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• Statistics of historical performances: AS approaches based on statistics of histori-
cal performances don’t rely on any ML model assumption of meta features, whereas
use the performance matrix to gain the statistics directly. Virtual Best Selector and
Single Best are two traditional benchmark approaches in AS obeying this rule. Vir-
tual Best Selector is the ground truth of the algorithms performances. The rankings
of algorithms in Virtual Best Solver (VBS) are the true ranks used to compare with
the predicted list. The algorithm picked by VBS is with the highest ground-truth
performance for every problem instance. The evaluation result of the VBS list is
the upper bound of all other AS approach. Single Best is the most classic algorithm
selection baseline approach. It selects the algorithm whose mean performance is the
best through all the problem instances in the training set.

𝑆
𝑁

𝑀

Known performance matrix, regarding 
M algorithms on N problem instances

……

Algorithm 1 Algorithm 2 Algorithm N

𝑀

𝐿

𝑀

𝐿

𝑀

𝐿

𝑓𝑎1 Ԧ𝑥𝑚 = 𝑠𝑚,1 𝑓𝑎2 Ԧ𝑥𝑚 = 𝑠𝑚,2 𝑓𝑎𝑁 Ԧ𝑥𝑚 = 𝑠𝑚,𝑁

𝒙𝒎 𝒔𝒎,𝟏 𝒙𝒎 𝒔𝒎,𝟐 𝒙𝒎 𝒔𝒎,𝑵

𝑋 𝑋 𝑋
problem instances 

meta-feature matrix
problem instance 

meta-feature matrix

problem instance 
meta-feature matrix

……

Cold start condition

New problem instances 
meta-feature vector

Predicted performance vector, generated by 
separate prediction functions.

Figure 5.2: Algorithm based separated modeling. For each algorithm an, regarding its
performances s:,n (nth column in performance matrix S), we learn the mapping function
fan(~xm) = sm,n which infers the meta-feature vectors in X to s:,n. N mapping functions
are learned for N algorithms. Under cold start condition (in the bottom dashed box), for
a new problem instance m, N mapping functions fan(~xm) are applied on N algorithms.
The recommended algorithm list is ordered according to the predicted scores.

• Algorithm specific performance prediction: The algorithm specific performance
prediction process is explained in Fig. 5.2. For each algorithm, a single prediction
model is trained based on problem instances’ meta-features and the performances
of this specific algorithm. When a new problem instance shows up, N prediction
models are used to estimate the performances for the N algorithms separately. The
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following AS approaches adopt the algorithm specific performance prediction pro-
cess. Separated Linear Regressor trains linear regressor for candidate algorithms
separately. When a new problem instance comes, performance prediction on algo-
rithms depends on every fitted linear model. Separated Random Forest Regressor
fits RFs for every algorithm. During the inference phase,N RFs are called separately
to generate predictions for N algorithm individually. Similarly, Separated Gradi-
ent Boosted Regression Trees (XGBoost) uses gradient boosted trees to learn the
performance predictor, every individual algorithm owns a XGBoost model and infer
the new performance value based on its own XGBoost model. In spite of the model
specialty of this group of AS approaches, long inference time and heavy memory
consumption are the main disadvantage of these approaches.

𝑋
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Known performance matrix, regarding 
M algorithms on N problem instances

1 0 0 0 0 0 0 0 0
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0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1
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𝐿

𝑁

𝑁

𝑁

…… ……

problem 
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𝑚 = 1

problem 
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𝑚 = 2

problem 
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𝑀 ×𝑁

𝑠0,2

𝑠1,7
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Figure 5.3: Algorithm one-hot conversion. Converting the algorithm indicator to a one-
hot vector, combine it with the problem instance meta-feature vector to form the training
input ~xm,n (line within the dashed block in brown) to predict the performance of a problem
instance - algorithm pair sm,n. The mapping function f(~xm,n) = sm,n is learned from the
stacked input features with dimension ((M ×N), (L+N)) (as the dashed box on the left
hand side). The rows in the performance matrix are transposed and stacked to form the
performance column as the predicting target (shown inside the dashed box in the middle).
When a new problem instancem+1 comes in, its meta-feature vector will be concatenated
with all one-hot algorithms indicator vectors from algorithm indicators to form the input
matrix, and mapping function f will map this matrix to the performance vector ~sm+1,:.
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• Algorithm One-hot Conversion: Another group of AS approaches apply the one-
hot conversion of the algorithms appearance indicator to form the AS input features.
Regarding a new problem instance, concatenated vector of problem instance meta-
feature and the algorithm indicator vector forms the input for the prediction model.
Fig. 5.3 represents the conversion process. Though the single model brings in the
simplicity, algorithms indicators one-hot conversion create extra sparsity for the in-
put vector ~xm,n. The AS approaches following this conversion rules include: One-
hot Linear Regressor training one linear predicting model with the flattened rep-
resentation from the combination of problem instance meta-features and algorithms
appearance indicators. Only one linear model is applied during inferencing for new
problem instances. One-hot RF Regressor has each entry in the performance matrix
as the regression target, with the L+N dimensional features, only one RF is needed
to fit the model. The model can infer any algorithm’s performance with it’s one-hot
encoded appearance indicator. One-hot XGBoost also fits a single XGBoost model
with M ×N training samples, it is applicable for the performances inference for all
the algorithms.

𝑋 𝑊• = 𝑈

𝑈 • 𝑉 = 𝑆
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Meta features matrix X on problem instances.

Mapping matrix W 
to be estimated Left latent matrix U on 

M problem instances

Left latent matrix U on 
M problem instances

Right latent matrix V on N algorithms

Performance matrix, on M algorithms and 
N problem instances

Matrix with known entries

Intermediate 
Matrix

Intermediate 
Matrix

Matrices to be estimated
Matrix with known entries

Figure 5.4: Bi-linear factorization graph given the known matrices. Problem instance meta-
feature matrix X and performance matrix S are the targets in the factorization process. W
is supposed as the weighted mapping matrix for input X . It projects X onto the intermedi-
ate left latent matrixU withK latent dimensions forM problem instances. The dot product
of intermediate left latent matrix U and right latent matrix V yields the performance ma-
trix S (in blue, known entries in the training set). Aside from the known and intermediate
matrices, the unknown matrices W and V are to be estimated during the training process.
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5.2.2 Bi-linear L2R

In AS scenarios, there are two matrices with known entries. One is the problem instance
meta-feature matrix X , the other is the algorithm problem instance performance matrix S.
The benchmark approaches mentioned in the above subsection solve the mapping from X

to S via either multi-models training (time consuming) or algorithms’ indicators’ one-hot
conversion (can sparsify the dataset). In order to avoid multi-models training and features
one-hot conversion, we propose BLR to create the AS strategies. Assuming a bi-linear
relationship between the problem instances’ features and the target performance values,
the decomposed multiplication process of the mapping from X to S is represented in Fig.
5.4. The inference process of the performance of new problem instances is depicted in Fig.
5.5.

𝐿 𝑊𝐿

𝐾

Learned mapping 
matrix W

𝑉𝐾

𝑁

• • =
𝑁

Meta features of a new 
problem instance

Learned right latent matrix V Predicted performances vector on 
M algorithms, for this specific 

problem instance

Matrices estimated

Figure 5.5: Algorithm selection as a cold start problem under Bi-linear Decomposition.
W and V are the decomposed matrices after Bi-linear factorization from problem instance
meta-feature matrix and performance matrix. When a new problem instance is introduced
into a scenario with only its own meta-feature vector (on the left in blue), yet without any
algorithm performance record. The continuous dot product on this meta-feature vector
and the learned matrices W , V yields the full performance (on the right in green) vector
regarding this new problem instance.

In algorithms’ performances, uncertainty always exists. For computational complex-
ity problems, like SAT and TSP, the algorithm’s runtime performance can be differ-
ent when the specific running environment alters. Based on the Bi-linear factorization
assumption on the performance on the algorithm performances, we wrap the ranking of
algorithms w.r.t. a specific problem instance in a probabilistic fashion. We assume the
probability an algorithm ranked TOP1 for a problem instance is proportional to it’s per-
formance (or predicted performance) among all the algorithms. The cross entropy between
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the ground truth TOP1 probability vector P~rm(rm,n) and the predicted TOP1 probability
vector P~̂rm

(r̂m,n) (where r is the converted value of a performance value s) defines the loss
and influence the optimization strategy.

Embedding bi-linear factorization in the L2R framework is the full idea of BLR. We
refine the notations for BLR in Table 5.2. The modeling and learning of BLR is devided
into four steps: 1) Performance scoring model function and corresponding rating con-
verting function; 2) Loss function considering the ranking loss; 3) Gradient function for
corresponding weights; and 4) Updating rule of the weights according to the specific opti-
mization approach. The first two steps are introduced as follows in this section, while the
gradient function and updating rules are explained in Subsection 5.2.3.

Table 5.2: Notations of Bi-linear Learning to Rank.

M Number of problem instances in the training set.

N Number of algorithms in the training set.

L Number of meta features calculated for each problem instance.

K Dimension number of the latent factor.

SM×N The performance matrix for N algorithms on M problem in-
stances.

sm,n The performance value of algorithm n on problem instance m.

ŜM×N The predicted performance matrix for N algorithms on M prob-
lem instances.

ŝm,n The predicted performance value of algorithm n on problem in-
stance m.

XM×L Values of L meta-features on M problem instances.

xm,l The lth meta feature of problem instance m.

WL×K Bi-linear weight matrix which maps from L problem meta fea-
tures to k dimensional latent feature space.

wl,k The mapping factor for the lth meta feature on the kth latent fac-
tor.

UM×K Matrix of K dimensional latent vector for M problem instances.

um,k The kth latent factor of problem instance m.

VN×K Matrix of K dimensional latent vector for N algorithms.

vn,k The kth latent factor of algorithm n.

RM×N Matrix of performance values of N algorithms on M problem
instances (A converted representation of SM×N , which assigns
better performing algorithms a higher value).
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rm,n The converted rating value of algorithm n on problem instance
m.

R̂M×N Matrix of estimated performance ratings of N algorithms on M
problem instances.

r̂m,n The estimated converted rating value of algorithm n on problem
instance m.

P~rm(rm,n) Given the known performance rating vector ~rm, the probability
that algorithm n is ranked at top 1 regarding the mth problem
instance.

P~̂rm
(r̂m,n) Given the estimated rating vector ~̂rm, the probability that algo-

rithm n is ranked at top 1 regarding the mth problem instance.

5.2.2.1 Model Function

In BLR, given the problem instance m and algorithm n, we predict the performance
score as ŝm,n in the Eq. 5.1. ŝm,n is supposed to be the result of the product from the
latent vector of mth problem instance ~um and the latent vector of nth algorithm ~vn. ~um is
comprised from original meta feature vector ~xm and W. Thus entries ~vn,k and ~wl,k in the
matrices are the ones to be estimated.

In AS, the preferred sorting order on performance values depends on the choice of the
target performance. E.g. if the performance metric is runtime, a lower value is better. Yet, if
accuracy is the targeted performance metric, a higher value is preferred. For the simplicity
of calculating the list-wise ranking loss, we define a conversion function r = f(s) to make
descending order preferable for all the rating values r. The converted rating value r is
the optimization unit in the ranking loss function. In this paper, we simply define f(s) as
Eq. 5.2.

ŝm,n = ~um · ~vTn
= ~xm ×W · ~vTn

=
K∑
k=1

(
vn,k ·

L∑
l=1

xm,l · wl,k

)
(5.1)

f(s) =

 s higher performance value is preferred

−s lower performance value is preferred
(5.2)
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5.2.2.2 List-wise Loss Function

The performance scores of algorithms on specific problem instance are with measuring
noises. Thus with the performance value scoring function, the probability that an algorithm
being ranked top-one can be modeled. The normalized top-one probability representation
has been proposed in the L2R domain to represent the list-wise ranking loss [40]. Regard-
ing a single problem instance, the top-one probability for the same algorithm is different
between the ground truth performances list and the predicted performances list. As defined
in Eq. 5.3, for a problem instance m, with the rating vector ~rm (converted version of the
performance vector), the top-one probability for each algorithm n is normalized in the form
of P~rm .

P~rm(rm,n) = ϕ(rm,n)∑N
n=1 ϕ(rm,n)

(5.3)

The exponential function is applied as the concrete form for monotonically increasing
function ϕ in Eq. 5.3. P~rm can be represented as Eq. 5.4, which is in the same shape of
Softmax function representation. The exponential function makes probability distribution
more gathered around the position of the largest input values, thus make the TOP1 item
easier to distinguish.

P~rm = exp(rm,n)∑N
n=1 exp(rm,n)

(5.4)

To represent the list-wise ranking loss per problem instance, the cross entropy is cal-
culated between the top-one probability from the predicted rating list ~̂rm and the ground
truth rating value list ~rm. For each problem instance m, the point-wise loss for algorithm
n is formulated as Eq. 5.5. Considering the probabilities normalization is calculated under
the same scale for a problem instance m, the per instance list-wise loss Lm is defined as
the summation of the point-wise loss inside this list, as shown in Eq. 5.6. Here Lm is the
list-wise ranking loss between the ground truth list and the predicted list. The total loss on
the whole m problem instances is defined in Eq. 5.7, in which L2 regularization is applied
to avoid over-fitting.

Lm,n = −P~rm(rm,n) lnP~̂rm
(r̂m,n) (5.5)

Lm = −
N∑
n=1

P~rm(rm,n) lnP~̂rm
(r̂m,n) (5.6)

L =
M∑
m=1

Lm + λ

2
(
‖W‖2F + ‖V‖2F

)
(5.7)
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5.2.3 Gradient and Updating Rules in Bi-linear L2R

In the BLR model, in order to approximate the weighting matrix W and latent matrix
V to minimize the loss function defined in the Subsection 5.2.2, we calculate the gradient
of the loss function and use the updating rule as described in the this subsection.

• Gradient Calculation With the loss function L, when using gradient descent as the
optimizer, the gradient calculation concerning meta features mapping weight ma-
trix ∂ŝm,n

∂W and algorithm latent vectors matrix ∂ŝm,n

∂~vn
should be provided accordingly.

Since the loss function is factorized layer by layer through out model function, con-
verter function, top-one probability function and cross entropy function, we use chain
rule to calculate the gradient correspondingly. For L, its partial differential over wl,k
and vn,k can be factorized in the similar way as Eq. 5.8 and Eq. 5.9 separately.

∂L

∂wl,k
=

M∑
m=1

N∑
n=1

∂Lm,n
∂P~̂rm

(r̂m,n)
∂P~̂rm

(r̂m,n)
∂r̂m,n

∂r̂m,n
∂ŝm,n

ŝm,n
∂wl,k

+ λwl,k (5.8)

∂L

∂vn,k
=

M∑
m=1

N∑
n=1

∂Lm,n
∂P~̂rm

(r̂m,n)
∂P~̂rm

(r̂m,n)
∂r̂m,n

∂r̂m,n
∂ŝm,n

ŝm,n
∂vn,k

+ λvn,k (5.9)

For each Lm,n, the intermediate calculation steps for deviation according to chain
rule can be derived as following for each Lm,n:

∂Lm,n
∂P~̂rm

(r̂m,n) = −P~rm(rm,n) 1
P~̂rm

(r̂m,n)
∂P~̂rm

(r̂m,n)
r̂m,n

= ∂

∂r̂m,n

exp r̂m,n∑N
n=1 exp r̂m,n

= exp(r̂m,n)∑N
n=1 exp(r̂m,n)

− exp(r̂m,n)2

(
∑N
n=1 exp(r̂m,n))2

∂r̂m,n
∂ŝm,n

= −1 (5.10)

∂ŝm,n
∂wl,k

= xm,lvn,k (5.11)

∂ŝm,n
∂vn,k

=
L∑
l=1

xm,lwl,k (5.12)

For the last step, which returns the partial differential ŝm,n over wl,k and vn,k, we
can broadcast it in the vectorized way like Eq. 5.13 and Eq. 5.14:
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∂ŝm,n
∂W = ~xm ⊗ ~vn (5.13)

∂ŝm,n
∂~vn

= ~xm ×W (5.14)

• Updating Rule

Having known the partial differential of the chain rule, we can update the weight
matrix W and algorithm latent matrix V by the following updating rule Eq. 5.15
and 5.16, where η is the learning rate.

Wt = Wt−1 − η ∂L

∂Wt−1 (5.15)

~vn = ~vt−1
n − η ∂L

∂~vt−1
n

(5.16)

Given the list-wise defined entropy loss and gradient, the parameters updating rule
for W and V should also be list-wise. The updating batch is based on performances
vector of an algorithm list targeting a problem instance m, rather than each per-
formance point. The weights are updated in a stochastic way, and the stochastic
updating rule is defined in Eq. 5.17 and Eq. 5.18:

Wt = Wt−1 − η ∂Lm
∂Wt−1

= Wt−1 −
N∑
n=1

(
η
∂Lm,n
∂Wt−1

)
(5.17)

~vn = ~vt−1
n − η ∂Lm

∂~vt−1
n

(5.18)

5.2.4 Discussion

In this section, we discuss the methodologies for AS problems. Solving an AS problem
in our specific setting is equivalent to fitting the mapping from meta-features matrix to the
performance features matrix. Conventional approaches either need to train separate models
for specific algorithms or add extra one-hot encoding step for generating the features. In
order to skip these intermediate steps, we propose BLR to do the direct mapping, and
solve the RP5.1 How to model the mapping from meta-feature matrix to performance
matrix directly? mentioned in the introduction.
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5.3 Evaluation Bias and Trade Off

In the AS community, SUCC, Penalized Average Runtime Score (PAR10) and MCP
are the standard evaluation metrics. However, these metrics mainly focus on whether the
approach can precisely select the algorithms with better performance. Other factors like
selection/inference time of AS approaches are not frequently taken into account. To balance
the trade-off between the accuracy oriented bias and inference time cost, multi-objectives
evaluation metric deserves the research interest.

In this section, we first introduce the conventional evaluation metrics in AS, then pro-
pose a multi-objective evaluation in the AS scenarios to address the evaluation bias. In
the end, the relevant datasets in the AS scenarios for the follow up evaluations are also
summarized.

5.3.1 Accuracy Oriented Evaluation Metrics

In this chapter, four classic accuracy oriented benchmark evaluation metrics for com-
paring the approaches in AS relevant problems have been introduced. These metrics prone
to select AS approach which correctly tell the algorithms with the best performance entries.
Obeying the conventional candidate selection criteria, the selection range of algorithms is
limited to TOP1 from the predicted list. Aside from that, we also give the explanation
assuming TOPK selection for each evaluation metric.

Success Rate (SUCC) stands for the average solved ratio of the selected algorithm per
problem instance across the test set. For the TOP1 selection criteria, the solved ratio
is only calculated for the algorithm with the best predicted performance. For the TOPK
selection criteria, the average is calculated on the success rate through all the topK selected
algorithms.

Penalized Average Runtime Score (PAR10) is the penalized version for the actual run-
time of the selected algorithm. If the selected algorithm took longer than the time hold
threshold, it is instead counted as ten times the amount of time of the threshold. Otherwise
the actual runtime is directly used. With TOP1 selection criteria, the penalty is only ap-
plied on the best ranked algorithm in the predicted list. For PAR10@K, the penalty will be
applied on the algorithm with the shortest actual runtime in the TOPK predicted list.

Miss-Classification Penalty (MCP) compares the runtime difference between the actual
runtime of the predicted best algorithm and the VBS with the TOP1 selection criteria. For
the TOPK case, the algorithm with the lowest actual runtime in the TOPK predicted list
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is chosen to be compared with the runtime of VBS. The algorithm selected by VBS has an
MCP value of zero.

Mean Average Precision (MAP) measures the mean average precision of the TOPK
predicted algorithms vs. the TOPK ranked algorithms with the ground truth performance.
MAP for TOPK algorithms in the predicted list is calculated in the same way as MAP@K.

5.3.2 Multi-objective Evaluation Metrics

Accuracy oriented evaluation metrics SUCC and MAP comply with the rule the higher
the better, while for the runtime oriented metrics like MCP and MAP, the lower the better.
Multi-objective evaluation metric Adjusted Ratio of Root Ratios (A3R) combines accu-
racy and runtime into a single score. Abdulrahman, Salisu et al. first introduced A3R in
AutoML [162, 163] as the ranking basis for algorithms w.r.t. a dataset in AutoML. A3R
balances the precision and the runtime of the selected algorithm. As Eq. 5.19 shows, when
applying algorithm ap on dataset di, SRdi

ap
stands for the success rate and T di

ap
represents

the runtime. A reference algorithm aq is chosen, to standardize the relative success rate
across all the algorithms as ratio SRdi

ap
/SRdi

aq
. The equivalent ratio for runtime is repre-

sented as T di
ap
/T di

aq
. The combined metric takes success rate ratio as advantage, while the

time ratio as disadvantage. Since the runtime ratio ranges across more magnitudes than the
success rate does, Nth root on the denominator of Eg. 5.19 enables the re-scaling of the
running time ratio, and turns the A3R to a reasonable value range. A3R is used to measure
the comprehensive quality running an algorithm on the dataset.

A3Rdi
apaq

=
SRdi

ap
/SRdi

aq

N

√
T di
ap/T

di
aq

(5.19)

A3R(ACC)si
apaq

=
ACCsi

ap
/ACCsi

aq

N

√
T si
ap/T

si
aq

(5.20)

A3R(TC)si
apaq

=
M

√
TCsi

aq/TC
si
ap

N

√
T si
ap/T

si
aq

(5.21)

In this chapter, we borrow the idea of A3R from AutoML, and apply it as the evaluation
metrics for the approaches in the AS scenario. We replace di with si (the ith scenario),
keep a but note as approach in Eq. 5.20. For accuracy based metrics like SUCC and MAP,
we apply their values ACC to substitute SR in the Eq. 5.19. For runtime based metrics
TC, lower values gain more preference. Thus the inverse ratio TCsi

aq
/TCsi

ap
is instead used

in the numerator as Eq. 5.21. Considering the runtime can also span several magnitudes,
Mth root is applied on the numerator for re-scaling. In the following experiments, we use
Eq. 5.20 and Eq. 5.21 to evaluate the AS effect with multi-objectives.
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5.3.3 Experiments Set Up

Targeting on the evaluation protocols, we design the experiments to study: 1) The al-
gorithm selection effect of the proposed BLR approach compared with other benchmark
approaches; 2) the AS effect of the proposed approaches when taking both accuracy and
inference time into consideration; 3) the benefits of expanding the candidates set selection
range. The datasets to conduct the research in this chapter are introduced as following.

For the computational complexity AS scenarios, the Algorithm Selection Library (ASLib)
released by COnfiguration and SElection of ALgorithms (COSEAL) 2 research group pro-
vides the most complete and standardized datasets. In the experiments, we fetch the follow-
ing scenarios from ASLib: ASP-POTASSCO, BNSL-2016, CPMP-2015, CSP-2010, CSP-
MZN-2013, CSP-Minizinc-Obj-2016, GRAPHS-2015, MAXSAT12-PMS, MAXSAT15-PMS-
INDU, PROTEUS-2014, QBF-2011, QBF-2014, SAT11-HAND, SAT11-INDU, SAT11-RAND,
SAT12-ALL, SAT12-INDU, SAT12-RAND, SAT15-INDU, TSP-LION2015. In all of these
computational complexity AS scenarios, runtime is the main performance metric. In each
scenario, the dataset comprises of algorithms’ performances on problem instances, prob-
lem instances meta-features run status, and feature values. The standardized datasets make
the experiments evaluation results among many scenarios comparable.

In each AS scenario from the ASLib, we split the dataset into 10 folds, apply cross
validation on the 9-folds to find the best hyper-parameter setting for each approach. With
the best selected hyper parameters, all approaches are trained again on the whole 9-folds
dataset thus the fitted models are acquired. These models are used to do the inference on
the last fold (test set) to be evaluated.

5.3.4 Discussion

In AS problems, accuracy oriented evaluation metrics are the main measuring method.
Its dominant role makes other performance effect being ignored. In this section, we pro-
pose apply the multi-objective evaluation metric A3R to balance the trade-off between the
approach prediction accuracy and inference time. Therefore, the research problem RP5.2
How to balance the AS effect when both prediction accuracy and inference time are
taken into account in the evaluation process? is solved within this section.

5.4 BLR: Balancing Accuracy and Inference Time

We compare the AS effect of BLR with other benchmark approaches under the five
evaluation metrics introduced in the last section. For BLR model, latent dimension K,
learning rate η, regularizer λ are the hyper parameters to be tuned during cross validation.

2https://www.coseal.net/



114
Chapter 5. Algorithm Recommendation:

Evaluation Bias Trade off

Since the optimization target of BLR decomposition is not convex, the trained model is
sensitive to the initialization of the entries in the latent matrices. Thus the best initialization
state is also determined in the cross validation phase. To speed up the convergence of
the BLR, we use Stochastic Gradient Descent (SGD) instead of Gradient Descent (GD)
as optimization method. Given the vibrated loss value on SGD, we tell the convergence of
BLR model with at least 5 successive increases on the loss detected during the optimization.

In this section, we set K as 1 and 3 to compare the difference in the evaluation result
more specially for the performance of BLR. In order to illustrate the influence of TOPK
candidates selection criteria on the cumulative evaluation result, we select the representa-
tive scenarios and draw the performance curve for BLR and other benchmark approaches at
different ranking positions. Under the conditionK set to 3, we investigate the accuracy and
inference time trade off for all the approaches mentioned, and found that BLR represents
the competitive role concerning this trade off measurement.

Table 5.3: Scenarios and evaluation metric under which Bi-linear L2R is measured as top
3 among all the benchmark approaches, when the candidate set size is set to ONE.

Scenario Name Evaluation Metric Rank

CSP-Mininzic-Obj-2016 SUCC 1

GRAPHS-2015 SUCC 3

PROTEUS-2014 MCP 1

PROTEUS-2014 PAR10 1

SAT11-INDU SUCC 2

SAT12-RAND MAP 2

SAT15-INDU SUCC 1

SAT15-INDU MCP 2

SAT15-INDU PAR10 3

TSP-LION2015 MAP 1

5.4.1 BLR performance with different candidates selection criteria

Performance with TOP 1 Selection Criteria First we apply the conventional TOP1
candidates selection in the evaluation, and observe under what circumstances BLR per-
forms better. In Table 5.3, AS scenario and evaluation metric combination are listed per
row. These are the cases BLR is ranked among the best 3 compared with other benchmark
approaches. More specifically, in CSP-Mininzic-Obj-2016 and SAT15-INDU regarding
success rate, in PROTEUS-2014 concerning MCP and PAR10, in TSP-LION2015 in terms
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of MAP, BLR is ranked as top1. These competitive performances verify that BLR can also
be considered as a benchmark approach in some AS scenarios.

Performance with expanded TOP 3 Selection Criteria The cumulative best perfor-
mance varies a lot even considering single AS approach, thus the rank of approaches also
changes when considering different expansion degrees. For BLR, aside from the conven-
tional TOP1 candidates selection criteria, we observe its rankings under TOP3 selection.
In Table 5.4, we list the conditions (combinations of scenario and evaluation metric) where
BLR is evaluated as competitive (ranked in top 3). BLR can still perform well in some spe-
cific scenarios. When being compared with Table 5.3, the advancing performances of BLR
doesn’t hold consistent between TOP1 and TOP3 candidates selection in most scenarios.
Only in scenarios GRAPHS-2015 and TSP-LION2015, BLR shows competitive role in both
TOP1 and TOP3.

Table 5.4: Scenarios and evaluation metric under which Bi-linear L2R is measured as top
3 among all the benchmark approaches, when the candidate set size is set to THREE.

Scenario Name Evaluation Metric Rank

CPMP-2015 MAP 3

CSP-2010 SUCC 2

CSP-2010 MAP 2

GRAPHS-2015 MCP 3

MAXSAT12-PMS MCP 3

MAXSAT12-PMS PAR10 2

PROTEUS-2014 MAP 3

SAT11-HAND MCP 3

SAT11-HAND PAR10 3

TSP-LION2015 MAP 1

5.4.2 Cumulative Performance in TOPK expansion

If parallel processing on the candidate algorithms is considered, we can broaden the
range of candidates selection to increase the chance of finding the best algorithm without
extra time consumption. Thus if the cumulative best performances of approaches increase
drastically at first several predicted positions, it’s proper to consider TOPK expansion
for the predicted list. We first observe the cumulative best performance along the TOPK
position elapse in some scenarios. For SAT11-HAND, PROTEUS-2014 and MAXSAT12-
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Figure 5.6: Cumulative minimum runtime (average across all the predicted problem in-
stances). In scenarios SAT11-HAND, PROTEUS-2014 and MAXSAT12-PMS, for all the
problem instances in the test set, the algorithms are sorted by their predicted performances.
The average cumulative minimum of their actual performance in the sorted list is drawn at
each TOPK elapsed step.

PMS, we visualize the cumulative minimum mean runtime for all approaches’ predicting
lists in Fig 5.6. On the left hand side, in scenario SAT11-HAND, though BLR (plotted
with bold green yellow line) gives the worst recommendation at the TOP1 position, it
reaches the optimal performance as one hot random forest does at position 4. Conversely,
in scenario PROTEUS-2014, as plotted in the middle subplot, BLR finds the algorithm with
shortest runtime at position 1 and beats all other approaches, while loses its dominant role
gradually from position 3. Approaches like single best, separated xgboost and separated
random forest take over the dominant positions from position 3. In scenario MAXSAT12-
PMS, similar as in scenario SAT11-HAND, the recommendation from BLR reaches best
at top position 3, in spite of the worst average run time of its predicted algorithms list at
position 1. From this figure, we could see, when defining different TOPK as the selection
criteria, the ranking of the approaches finding the best algorithm can be totally different.
Thus it makes sense trying different TOPK selection criteria during the evaluation.

5.4.3 Accuracy and Inference Time Trade-off

As introduced in sub section 5.3.2, A3R is a good metric for measuring the combined
effect of accuracy and time. We take this metric to make trade-off between accuracy and
inference time for evaluating the AS approaches in this experiment. In order to make
the accuracy/time ratio comparable across all scenarios, one hot random forest regressor
(the approach wins on accuracy oriented metrics in most scenarios) is taken as reference
approach (aq) in the evaluation equation. It’s drawn as the pink bar in the following figures,
and the A3R value of this referred algorithm is always 1. All the accuracy metric values
are calculated under TOP3 candidates selection.
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Figure 5.7: Approaches’ Average A3R score across all the scenarios in terms of MAP and
inference time. BLR performs the best when setting K with number 3 as the size of the
candidates set.

As to precision oriented accuracy metrics (SUCC and MAP), the accuracy ratio is pro-
portional to the metric value of the selected approach. Thus ACC value of aq (referenced
approach) is set as the denominator in the ratio formula ACCsi

ap
/ACCsi

aq
in Eq. 5.22.

Considering that inference time of different AS approaches span in 3 or 4 magnitudes, pa-
rameter for rootN is set as 30 in the experiment to limit A3R in a reasonable range. As Fig.
5.7 shows, when evaluating the approaches regarding both MAP and inference time using
A3R, BLR (in light blue bar) outperforms all other benchmark approaches, thus reaches
the balance of model complexity and inference simplicity.

A3R(ACC)si
apaq

=
ACCsi

ap
/ACCsi

aq

N

√
T si
ap/T

si
aq

(5.22)

A3R(TC)si
apaq

=
M

√
TCsi

aq/TC
si
ap

N

√
T si
ap/T

si
aq

(5.23)

For runtime oriented accuracy metrics (MCP and PAR10), their values are negatively
correlated with prediction accuracy. The accuracy ratio TCsi

aq
/TCsi

ap
therefore takes the

metric value TCsi
ap

as the denominator, like defined in Eq. 5.23. In addition, since the
MCP and PAR10 metric value among approaches varies a lot even concerning magnitude,
root parameter M is involved for this accuracy ratio as well to transform the ratio to a
readable range. As Fig. 5.8 shows, for MCP, with the setting of M = 3 and N = 30, BLR
(represented as light blue bar) again wins other benchmark approaches.
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Figure 5.8: Approaches’ Average A3R score across all the scenarios in terms of MCP and
inference time. BLR performs the best when setting K with number 3 as the size of the
candidates set.

5.4.4 Discussion

In this section, we observe the effect of BLR in AS scenarios. With concerns only on
accuracy oriented approaches, BLR can be ranked in top3 approaches in some scenarios.
When we propose applying A3R to balance the accuracy and inference time in the evalu-
ation for AS, BLR is proven to be more effective across all the scenarios, especially when
candidates selection criteria K is set to 3.

5.5 Top1 Bias and TopK Expansion

When considering the cumulative optimal algorithm in the TOPK list, there are more
chances to catch up the actual optimal algorithm for every AS approach. The AS effect will
be different when choosing different K. In order to counter the TOP1 evaluation bias
in the AS measurement, we propose expanding the selection criteria on the candidates set
from TOP1 to TOPK. In this section, we study on the benefits and necessity of expanding
the candidates set selection range from TOP1 to TOPK. Tentatively, we choose 1 and 3
as the default K selection.

5.5.1 Benefit of TOPK Selection

As discussed in the former sections, if we enlarge the algorithm candidates range from
TOP1 to TOPK, we can expect the algorithms selected from a wider spectrum yielding
different optimal selected algorithm. In this experiment, we tentatively set K = 3, and ob-
serve the difference on the cumulative evaluation result difference between the conditions
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K = 1 and K = 3. For every AS scenario, we list the approach with the largest perfor-
mance difference caused by TOP1 and TOP3 selection criteria, thus illustrate the benefit
of the TOPK expansion. We choose runtime oriented metrics MCP and PAR10 to repre-
sent the performance difference, considering their straightforward cumulative performance
decrease along the TOPK positions.

MCP calculates the runtime difference between the selected algorithm and the actual
best algorithm. The lower MCP value, the better effect the AS approach possesses. Seen
from Table 5.5, TOP3 selection criteria leads to the decreasing effect on MCP significantly
compared to TOP1 criteria. We highlight the decrease percentage higher than 90.00% in
red boxes in the table. The decrease percentage ranges from 55.78% to 100%. It demon-
strates that enlarging the TOPK candidates selection range can boost finding the algorithm
runtime closer to the ground truth best.

The evaluation metric PAR10 gives 10 times penalty on the most recommended algo-
rithm which is actually timeout. We also list the decrease percentage caused by TOP3
candidates expansion in Table 5.6. This decrease percentage falls in the interval 19.47% to
95.72%. The cases that the decrease percentage higher than 90.00% are highlighted in the
red boxes in the table. This decreased percentage indicates the reduction of the possibility
that the selected algorithm is timeout.

When expanding the TOP1 candidate set to the case TOP3, the observation of the
significant decrease on the runtime metrics MCP and PAR10 confirms its benefit. In AS,
under the parallel testing environment, the test on the TOPK candidates stops at the run-
time of the optimal algorithm in the candidates set. Thus the test time is also saved owing to
the expansion. The selection of K depends on the computational power and environmental
limit. Though TOP1 setting is required in most AS challenges, we suggest the expansion
of this candidates selection range.

5.5.2 Necessity of Evaluation for different K choices

Expansion on TOPK candidate selection has proven to bring performance benefit com-
pared to only TOP1 selection (especially for run time consumption evaluation metrics).
Here we study whether it’s necessary to evaluate AS approaches for TOP1 and TOPK
candidates selection criteria separately. For every specific scenario, we use Kendall’s Tau
ranking correlation to measure the relevance of the AS approaches ranking under TOP1
and TOP3 selection criteria for each evaluation metric. As what is stated in Table 5.7,
in most cases the correlations of ranking are weak between the two conditions, though
there are several occasions with strong correlation (above 0.6) for the approaches rank-
ing. The weak correlation indicates that there is no strong correlation between Top1 and
TopK evaluation results, the evaluation needs to be applied separately when a specific K
is chosen as the candidate selection criteria.
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5.5.3 Discussion

The performance difference via all AS approaches proves that there is significant im-
provement on the AS effect when we altering the candidates range from TOP1 to TOPK,
especially for runtime relevant evaluation metrics. Since approaches’ rankings are weakly
correlated for different K setting selection criteria in most conditions, evaluating AS ap-
proaches for specific k is necessary. Therefore, the research problem RP5.3 Whether we
can expand the selection range thus benefit from the cumulative optimal algorithm?
is solved in this section.

5.6 Conclusions

In this chapter, we build up the research towards the evaluation bias in the algorithm rec-
ommendation scenario. We propose Bi-Linear Learning to Rank (BLR) to solve AS prob-
lem with the consideration of the balance between accuracy and inference time. With the
list-wise probability assumption, it models the uncertainty in the algorithm performance.
The learning process of BLR averts the problems like multi-models training and algo-
rithms’ one-hot conversion in traditional AS benchmark approaches. To counter the limit
of accuracy oriented evaluation bias, inference time is also involved in the evaluation pro-
tocol. A3R is chosen to balance the evaluation bias. When choosing 3 as the candidates
set selection criteria, BLR outweighs other AS approaches regarding A3R. Finally, we af-
firm the benefit and meaning of expanding the selection range of candidate approaches
from TOP1 to TOPK regarding the cumulative optimal demand of AS evaluation, and
propose to use it in the AS scenarios.
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Table 5.7: Correlation for approaches ranking between top3 and top1 candidate selection.

Scenario Name
Correlation
TOP1/TOP3
SUCC

Correlation
TOP1/TOP3
MAP

Correlation
TOP1/TOP3
MCP

Correlation
TOP1/TOP3
PAR10

ASP-POTASSCO 0.500 0.611 0.833 0.500

BNSL-2016 -0.111 0.389 -0.556 -0.556

CPMP-2015 0.111 0.111 0.000 -0.056

CSP-2010 -0.222 -0.222 0.278 0.444

CSP-MZN-2013 0.556 -0.056 0.556 0.833

CSP-Minizinc-Obj-2016 0.278 -0.444 0.167 0.056

GRAPHS-2015 0.444 0.222 0.389 -0.056

MAXSAT12-PMS 0.167 0.222 0.056 0.111

MAXSAT15-PMS-INDU 0.556 -0.389 0.111 0.056

PROTEUS-2014 0.556 0.222 -0.333 0.278

QBF-2011 0.944 0.056 0.389 0.556

QBF-2014 0.611 0.833 0.944 0.389

SAT11-HAND 0.389 0.278 0.111 0.444

SAT11-INDU 0.889 0.722 0.444 0.056

SAT11-RAND 0.167 -0.167 -0.056 -0.333

SAT12-ALL 0.778 -0.056 0.111 0.833

SAT12-INDU 0.556 0.944 0.889 0.556

SAT12-RAND 0.389 0.278 0.444 0.222

SAT15-INDU 0.333 0.111 0.333 0.278

TSP-LION2015 0.556 0.278 0.556 0.667





CHAPTER 6

CONCLUSION AND OUTLOOK

This thesis mainly focuses on representing, analyzing and balancing the bias in recom-
mender systems. Given the characteristics in the recommender scenarios such as IPTV
system, digital news portal and algorithm selection, we target the main research problems
and contributions accordingly. In this chapter, we revisit the research problems and the
contributions in each scenario and look into the potential extension of the current work.

6.1 Conclusions

In RS, the biased data or user habit easily leads to the filtering bubble and make users
limited in the inherent area. The bias phenomenon can be understood from different per-
spectives like selection bias, presentation bias, dataset bias, demographic bias, evaluation
bias etc. In this thesis, we mainly solve three research problems: 1) contextual bias in
IPTV scenario, 2) content level bias understanding in the digital news portals, and 3) trade
off on evaluation bias in algorithm selection cases. Chapter 1 introduces the main research
goal and the general contributions. Thereafter, the relevant background and related works
have been summarized in Chapter 2 regarding each scenario we are dealing with. More
specifically, Chapter 3 to Chapter 5 illustrate the concrete solutions we proposed to deal
with the concerned biases conditions.

Chapter 3 investigates first research problem of the contextual bias in IPTV scenario.
The user study was conducted to dig into users’ opinion on the influence of the context
factors on their choices in IPTV system. In this user study, we also figured out that users’
individual inclination between personal habit and contextual influence varies. Therefore,
when proposing the context-aware recommendation model, we expand the LDA to the
context-aware format which involving user’s preference selection path in the probabilistic
graph to represent user’s inclination. The proposed model reaches the balance on the accu-
racy and diversity recommendation effect measurement. Nevertheless, the model training
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based on the system internal data still limit the learning scope to users’ historical selection.
To solve this issue, the domain relevant event trends and peaks from the external social has
been proposed to counter the bias raised from the internal system. The evaluation on the
contextual grid also support the effect of the recommendation content balancing.

In Chapter 4, through the participation of news recommendation challenge NewsREEL,
we found out that popularity based approaches always outweigh other approaches in the
board. The analysis via impression or click granularity trace the the bias on the article
granularity. Nevertheless, the lack of the understanding from the content level of the bias
makes the popularity a black box for the users. Therefore, we extract the popularity from
the topic level, view such topic level bias from both temporal and user behavior views.
Such decomposition of the bias understanding of news depicts the clear picture that the
bias on news are actually dominated by the breaking events. These breaking events can
be influential to multiple articles and lead to the popularity bias. Therefore, we propose
to parse the topics from both articles and content level. The TCD and TRB are defined
to represent the bias degree for terms and ranked lists separately. The analysis from both
temporal and behavioral view presents the correlation between popularity bias and trend
prediction power thoroughly on the four digital news portals.

Chapter 5 turns into the recommendation scenario without real users, e.g. recommend-
ing algorithms to the unseen problem instances in the algorithm selection tasks. In this
case, the bias problems are not attributed to users’ behavior or dataset acquiring, since the
performances of the algorithms on the problem instances are more determined. The mi-
nor uncertainty in this scenario is mostly resulted from either the computational sources
difference or the sampling approaches variance. When talking about the bias phenomenon
in algorithm recommendation, the evaluation bias becomes the main concern. Over re-
liance on the accuracy oriented measurements and the limit on the TOP1 predicted item
leads to the evaluation bias in the algorithm selection problems. The Bi-Linear Learning
to Rank (BLR) is proposed in this chapter to learn and predict the ranking of algorithms
regarding a new problem instance. BLR escapes the extra steps in the conventional al-
gorithm selection approaches, i.e. intermediate one-hot encoding and separates training
models building. As the proposed evaluation metric, A3R realizes the trade off between
the accuracy and inference time considerations. BLR has proven to outperform other tra-
ditional approaches regarding this balanced evaluation metric. Such advantage is reflected
particularly when expanding the recommendation candidates from TOP1 to TOPK. The
expansion of the algorithms candidates from TOP1 to TOPK won’t raise any extra com-
putational resources, but brings in much benefits in the selection effect. Therefore, we
propose to consider such TOPK expansion during the evaluation to get rid of the bias
caused by the TOP1 limitation.
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6.2 Outlook and Future Work

This section discuss the potential future work of the research in this thesis. In a general
view, out of the scope of the types of bias problems researched in this thesis (countering
contextual bias, topic level understanding of the bias, and the evaluation bias in the typ-
ical recommendation scenarios), there are many other challenges of bias problems in RS
worthy of study. For instance, the presentation bias and ranking bias are the typical bias
phenomenon regarding the user behavior. They mainly appear due to the users’ habitual in-
teraction with the front end presentation of the system, thus user’s true preference ranking
needs to be corrected based on the ranking order they are presented to the user. In addition,
the aggregated data bias resulted from the algorithm bias makes the algorithm selection in
the RS prone to choose the algorithms similar to the deployed algorithms in the system.
Though there have been research conducted towards these extended bias problems, it still
makes sense borrowing the ideas from this thesis to solve them in a brand new way. For in-
stance, introducing external sources to help the dataset acquisition get rid of the algorithm
bias.

In line with the specific bias research problem in the thesis, there are also corresponding
future work. First, from the view of countering contextual bias, though the context-aware
LDA creates the possibility of capturing users’ inclination on the contextual factor and
the self preference, the contextual adaptation is still across the whole system, yet not in-
dividually distinguished. The model incorporating individual contextual preferences also
deserves further study. Aside from that, when involving the external sources into the in-
ternal system to counter the bias, the trends or peaks tracked from the system is on the
granularity of specific TV programs. However, there are plenty of meta features of a TV
program, e.g. genre, region, directors, actors, etc.. The trend or peaks we aggregate from
the external source can be expanded to these extra fields in the future.

Additionally, as to the content level understanding of bias in the digital news portal,
the concern degree and the topic ranking bias are defined on the term level in the thesis.
Though the terms are all domain relevant, it’s possible the entity level information is miss-
ing. Therefore, the extra named entity recognition phase can be treated as the next step
of the research work. On the other hand, the observations of term ranking bias from both
behavioral view and temporal view can be considered as recommendation indicators. The
prediction power of the term ranking bias is different for specific categories of news por-
tals. It makes sense to make use of such ranking bias to boost other relevant news in the
long tail yet still relevant to the popularity on the content level.

As for the approach we proposed against evaluation bias in the algorithm selection,
there are also potential future directions for the research. Regarding the algorithm BLR,
since it’s a model with non-convex loss definition, the convergence criteria can be adjusted
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to tune better parameters setting and reach the better algorithm selection effect. When
thinking about the algorithm selection scenarios, we only investigate 20 AS scenarios in
this thesis. Extending the experiments to more additional scenarios will give a stronger
confidence on the evaluation result. For illustrating the effect of the TOPK expansion, we
only deal with the expansion with K as 3 during the experiment phase. Yet more thorough
study can be done on the selection criteria of K to meet the balance of performance gain
and computational power.

6.3 Final Remarks

The bias phenomenon in RS system can be resulted from different reasons in a specific
recommendation scenario. Considering the characteristics in each specific RS scenario, the
algorithm model and bias processing procedure need to be customized to meet the special
need. In the scenarios that contextual patterns are obvious, like IPTV system, we put more
effort on the contextual bias detection and countering. While for the literal plentiful rec-
ommendation scenario like digital news portals, tracking the ranking trend from the topic
level provides the explainable understanding of the users’ biased choices. The fine-grained
biased topics can serve as the understandable indicator while making further recommenda-
tion for the users. When coming into the algorithm selection scenarios, where data set are
less bias prone, the evaluation bias attracts more attention. The multi-objective evaluation
metrics and TOPK expansion are the suggested methods for the bias trade off in the eval-
uation process. Along with the change of the evaluation metric and the optimization target,
the focus of the algorithm design and modeling need to take the factors from all objectives
in the evaluation into consideration. In this thesis, we propose the concrete approaches
and solutions concerning all the special bias conditions in the recommendation scenarios
mentioned above and verify their advantages and effects. For the future works, they can be
conducted from the views of either expanding the scope of the bias or more comprehensive
modeling or feature tuning.
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