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1. Introduction

Localization of strain is a well-known phenomenon that
occurs under various loading conditions such as uniaxial and
multiaxial, monotonic and cyclic loading, as well as high-speed
deformation in a broad variety of materials such as ductile
single crystals, polycrystalline materials with various grain
sizes down to nanocrystalline materials, and metallic glasses.
Strain localizations may appear on different length scales
ranging from the macroscale to the meso- and microscale and
can be distinguished into stationary and propagative strain
localizations.

In general, strain localizations are the consequence of the loss
of uniform deformation causing plastic instabilities and are

related, consequently, with an inhomoge-
neous deformation at the dislocation scale.
Typical types of strain localizations are
1) formation of slip bands, deformation
bands, or persistent slip bands during
cyclic deformation, 2) development of
shear bands, 3) features of dynamic strain
aging such as propagating Lueders bands
or Portevin Le Chatelier (PLC) bands, 4) for-
mation of a plastic zone in front of a crack
tip, or 5) the most common strain localiza-
tion of ductile materials—i.e., necking. The
well-known criterion of necking is the
Considère criterion (or h-type criterion,[1]

which is related to strain hardening.
Another criterion of plastic instability is
the so-called S-type criterion,[2,3] which is
related to strain rate sensitivity yielding,
e.g., the PLC effect. The T-type instability
criterion[2,3] is related to the heat equation
describing the interaction between strain

rate and temperature increase and is mainly observed in case
of the formation of adiabatic shear bands. Research on plastic
strain localizations has been the focus of an incredibly huge
number of investigations. In the past, several review papers were
concerned with summarizing different aspects of strain localiza-
tions (e.g., studies by Rice,[4] Brechet and Louchet,[5] and
Antolovich and Armstrong[6]).

Excellent methods for the characterization of strain localiza-
tions related to different instability criteria and different length
scales are the so-called full-field measuring techniques —digital
image correlation (DIC) invented in the early 1980s and infrared
thermography (IR-TG) used in materials research since the early
1990s. Whiles DIC provides 2D and 3D displacement/strain
fields, IR-TG provides temperature fields. The combination of
these methods in terms of full-coupled full-field techniques
allows, therefore, a comprehensive understanding of strain local-
ization phenomena related to different instability criteria. These
techniques yield a wealth of data, which are superior to classic
measurement methods, such as strain gauges or thermocouples
providing only a limited amount of data for comparison and dis-
regarding the possible heterogeneity of displacement or thermal
fields.[7]

The DIC technique is one of the most often applied optical and
contactless methods for measurements of displacements on a
wide scale—from the macrometer scale down to the micrometer
and even submicrometer scale—using both 2D DIC (e.g., scan-
ning electron microscopy [SEM],[8–12] focused ion beam [FIB]
technique,[13–15] or atomic force microscopy [AFM][16–21]) and
3D DIC.[22–24] The application of DIC technique in combination
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Herein, a comprehensive review on the application of digital image correlation
(DIC) for investigations of strain localization phenomena in the field of materials
science and engineering (MSE) is provided. The Review is divided into three
parts. In Part 1, the method of DIC is reviewed in terms of basic principles,
correlation algorithms, and sources of errors. Part 2 is focused on the application
of DIC in the field of MSE. This part is subdivided into the application of DIC in
1) combination with optical microscopy and 2) in combination with scanning
electron microscopy (SEM). In Part 3, results of high-resolution DIC obtained
in combination with SEM are presented for high-strength austenitic stainless
steels—transformation-induced plasticity steels and twinning-induced plasticity
steels—exhibiting microscopic strain localization phenomena. These investiga-
tions are supplemented by electron backscattered diffraction for interpretation of
strain fields. Although DIC allows for both 2D and 3D calculations of dis-
placement and strain fields, herein, 2D digital correlation is referred to only,
as in particular with SEM only in-plane displacements are calculated so far.
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with high-spatial-resolution imaging methods like optical
microscopy (OM) including confocal laser scanning microscopy
(CLSM), SEM, transmission electron microscopy (TEM),[25]

AFM, FIB technology, and computer tomography (CT) was in
the past attractive.

A challenging task for all DIC applications is the preparation
of a suitable surface pattern contrast, which is closely related to
the material under investigation and the conducted experiment.
The aim of all contrasting methods is to achieve a randomly dis-
tributed, well-contrasted speckle pattern down to nanometer size
for both high spatial and strain resolution of DIC calculations.
The contrast techniques range from application of nanosized par-
ticles on the surface over electron beam-induced or vapor-
induced deposition processes of particles up to techniques like
etching or FIB milling.

The combination of quasi-in situ experiments in SEMwith the
DIC technique is a powerful method which can be completed
with additional techniques such as electron backscattered diffrac-
tion (EBSD) to evaluate the formation of strain localizations.
However, DIC in combination with SEM images holds some
challenges. Due to the scanning character of the SEM, the
recorded SEMmicrographs can yield a complex image distortion
consisting of spatial and drift distortion.[12] Depending on the
dwell time, magnification, and loading conditions, the capture
of spatial and drift distortions is more distinct. Several research
groups[26,27] published distortion correction procedures, in par-
ticular for the specific problems of displacement correlation with
SEM micrographs.

The earlier-mentioned instability criteria and the consequently
resulting strain localizations are also since long time in the focus
of numerical simulations. Thus, different numerical procedures/
approaches are under development. These models were devel-
oped at multiple length scales ranging from structural scale over
macro-, meso-, and microscale down to the atomic and electronic
level[28] including finite element modeling (FEM), crystal plastic-
ity (CP) modeling, phase field (PF) modeling, discrete dislocation
dynamics (DDD) modeling, molecular dynamic (MD) modeling,
and density functional theory (DFT) modeling. These approaches
should enable researchers and engineers to identify constitutive
parameters and, in particular, estimate as many parameters as
possible using as few experiments as necessary. Finally, the
parameter identification from few model experiments would
be beneficial for the approach of multiscale modeling in the field
of Integrated Computational Materials Engineering (ICME), in
particular for the top-down approach frommodels for macroscale
plasticity down to atomistic and/or DDD simulations.[29] For
example, a novel integrative experimental–numerical approach
in the field of metals plasticity was offered quite recently by
Tasan et al.[30] The physically based models in Düsseldorf
Advanced Materials Simulation Kit (DAMASK)[31] are substan-
tially supported by the incorporation of data describing the stress
and strain partitioning during plastic deformation of dual-phase
(DP) steel obtained from a combination of in situ deformation in
SEM with EBSD, DIC, and FIB. In addition, local strain and
stress distributions were revealed from 2D CP simulations cor-
roborated by additional inverse simulations of nanoindentation
measurements of the initial microstructure. Another example
was presented by Song et al.[32] for the formation of bainite in
the steel 100Cr6 using ab initio calculations and PF modeling

in combination with advanced characterization techniques such
as atom probe tomography (APT) and TEM. As a third example,
the recently published approach of Hosdez et al.[33] demonstrates
the coupling of an elastic-plastic FEM model and experimental
measurements of displacements using DIC for the investigation
of the evolution of the plastic zone during fatigue crack growth in
a cast iron with spheroidal graphite. The coupling of FEM and
DIC combines the accuracy and the large amount of information
provided by DIC with the wide possibility range of FEM. The
measured displacement fields were used as boundary conditions
in elastic-plastic computations. This allows to apply cycles
between each new boundary condition to be close to reality
and observe the plasticity evolution from small-to-large-scale-
yielding conditions. However, the DIC–FEM approach does
not consider the plain stress/strain hypothesis yielding curved
crack shapes. As a possible way out of this restriction, the cou-
pling of CT and 3D FEM was postulated, which seems to be
promising for cast iron due to the excellent contrast between
graphite and iron.[33]

The aim of the Review is twofold. On one hand, the Review
highlights the richness, versatility, and usefulness of full-field
measurements using DIC for investigations of strain localiza-
tion phenomena in the field of materials science and engineer-
ing (MSE). On the other hand, the Review highlights the high-
resolution DIC in combination with in situ SEM deformation
experiments for the investigation of strain localizations on
microscopic scale. Here, the definition of high-resolution is
related both to the lateral resolution and to the strain resolu-
tion of the strain fields obtained by DIC calculations. The
Review is, therefore, focused on 2D DIC solely. The Review
is divided into three parts. In Part 1, the method of DIC is
reviewed in terms of basic principles, correlation algorithms,
and sources of errors. Part 2 is focused on the application of
DIC in the field of MSE. This part is subdivided into applica-
tion of DIC in 1) combination with OM and 2) in combination
with SEM. In part 3, case studies are presented where DIC is
applied in combination with SEM on microscopic strain local-
izations occurring in high-strength austenitic stainless steels.
This part presents results from in situ experiments with a
scanning electron microscope under tensile loading at differ-
ent temperatures in combination with calculations of local
strain fields using DIC supplemented with EBSD for interpre-
tation of strain fields. The material under investigation is a
class of high-alloy, high-strength steels—the so-called
transformation-induced plasticity (TRIP) steels and twinning-
induced plasticity (TWIP) steels. In situ SEM–μDIC experi-
ments were conducted on three steels with different nickel
contents and at different deformation temperatures to vary
the austenite stability and the stacking fault energy (SFE).
The surface contrast pattern was achieved by an etching pro-
cess which caused a fine-structured contrast pattern allowing
for spatial resolution in the submicrometer scale. The μDIC
results were correlated with results from EBSD measurements
and detailed slip-system analyses. Finally, the magnitudes of
shear of individual microstructural constituents such as defor-
mation bands, twins, or α 0-martensite were experimentally
evaluated for the first time. In the end, the achieved lateral
and strain resolution as well as the influence of grain size
is discussed.
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In addition, the manuscript is complemented by Supporting
Information regarding both a historical overview on DIC appli-
cations in the past 20 years and supporting videos for SEM–μDIC
applied on metastable austenitic stainless steels.

2. Basics on DIC

2.1. Short History

In the 1970s and 1980s, a series of optical methods was estab-
lished for measurements of macroscopic properties such as dis-
placements and strains. According to Grediac and Hild,[34]

1) interferometric methods, 2) grid methods, and 3) image cor-
relation methods can be distinguished. In addition to these
numerical methods, also direct methods like 1) shearography
and 2) speckle-shearing photography are known. Among the
interferometricmethods, 1) holographic (e.g., ref. [35]), 2) speckle
(e.g., ref. [36]), 3) and Moiré interferometry (e.g., refs. [37,38])
allowed for both in-plane and out-of-plane displacements.
While holographic interferometry is based on the analysis of
interference fringes produced by superimposing a reference
hologram image on specimens subjected to subsequent deforma-
tion, speckle interferometry uses relative phase changes due to
interference of two coherent light fields of random phase and
amplitude. Moiré interferometry uses grating structures on
specimen surfaces, and a superposition of a reference pattern
of an undeformed state with a pattern in the deformed state
resulting in the so-called Moiré fringe pattern[37,39] is
applied. However, besides the high requirements on the
temporal and thermal stability of the experimental setups, the
most important drawback of all these interferometric techniques
is the laborious and time-consuming analysis of the fringe
patterns demanding an automated pattern recognition and
analysis.[34]

In the beginning of the 1980s, the method of DIC was intro-
duced by researchers of the University of South Carolina.[40,41]

Thus, Sutton et al.[40] and Chu et al.[41] developed this technique
to measure displacements of objects under loading conditions
with high accuracy. Since the invention of DIC in 1983, it is
defined as an optical, contactless, noninvasive measuring tech-
nique. The aim of DIC is to calculate both in-plane 2D and
out-of-plane 3D displacement fields of specimens, structures,
or components. The method is based on digital images at differ-
ent loading conditions such as 1) mechanical, 2) thermal, or
3) chemical loading, as it is fairly tolerant to several experimental
conditions. Digital images from different sources providing
grayscale (or false-colored) images can be used. Table 1 shows
a summary of possible imaging methods used for both 2D
and 3D DIC together with achievable information content and
possible resolution. The use of a large variety of imaging
methods opened a wide field of application of DIC in the fields
of MSE, experimental mechanics, safety engineering, and
geological science.

In MSE and experimental mechanics, DIC is meanwhile a
very popular and powerful method for measuring surface dis-
placements in a wide range of applications from the macroscale
down to the submicrometer scale. In materials research, DIC is
an appropriate method for combination with any other micro-
scopic technique used for in situ characterization experiments
such as OM (e.g., refs. [42–45]), SEM (e.g., refs. [8–11,46]),
FIB technique (e.g., refs. [13–15]), or AFM (e.g., refs. [16–21]).
Together with IR-TG, it can be applied for so-called fully coupled
full-field measurements (e.g., refs. [47–51]) or infrared image
correlation (IRIC).[52] The application of multicamera systems
allows for 3D DIC. Computer-tomographic experiments (e.g.,
refs. [22–24]) can provide displacements using the so-called digi-
tal volume correlation (DVC).

In the following sections, the principle of DIC (Section 2.2),
the correlation algorithms (Section 2.3), the image pattern con-
trast (Section 2.4), the presentation of 2D strain values
(Section 2.5) as well as sources of errors of DIC calculations
(Section 2.6) will be tightly summarized.

Table 1. Summary of possible imaging methods, their intensity information, and typical image resolution parameters applicable for DIC measurements.

No. Imaging method Obtained intensity information Typical imaging parameter (resolution)

1 Video records of CCD
cameras digitized by frame

grabber cards

Light intensity (grayscale), also infrared,
ultraviolet, ionizing radiation (X-ray)

depending on used camera or detector

CCIR Video standard norm: 752� 582 pixels;
high-resolution CCD cameras: 1300� 1300

pixels or higher

2 Commercial digital camera Light intensity (grayscale) 1300� 1030 pixels up to several
k-pixels� k-pixels

3 Scans of photographs Light intensity (grayscale), also infrared,
ultraviolet, ionizing radiation (X-ray)

depending on used camera or detector

Depending on used scanner device,
up to 105� 105 pixels

4 Electron microscopy
(including FIB technology)

Electron beam current, SE contrast, BSE
contrast, element analytic contrast

512� 512 pixels up to 4096� 4096
pixels or higher

5 Scanning tunneling
microscopy

Tunnel or distance signal 512� 512 pixels up to 4096� 4096 pixels

6 AFM Force or distance signal 512� 512 pixels up to 4096� 4096 pixels

7 Laser scanning microscopy Light intensity (grayscale), height information,
luminescence signal

512� 512 pixels up to 4096� 4096 pixels or
higher

8 IR-TG Intensity of infrared radiation 240� 1240 pixels or higher
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2.2. Principle of DIC

The principle of DIC is described in numerous publications
(e.g., ref. [53]. The goal of DIC is the evaluation of the sought
mechanical transformation Φ between the reference image
f and the image of deformed state g according to Equation (1)[34]:

gðΦðxÞÞ ¼ f ðxÞ (1)

The principle of DIC is shown in Figure 1. Both the reference
image f and the image g are digital images of an area of interest
(AOI). These digital images should have a characteristic contrast
pattern with a defined speckle dimension related to the desired
resolution of the strain field measurements. In the first step, an
equidistant grid of measuring points p (blue in Figure 1a) is
defined in an AOI on the specimen surface according to a pre-
defined specimen coordinate system (x,y,z). Each point is given
by two coordinates i and j related to the x and y direction, respec-
tively, of the specimen coordinate system (Figure 1b). In the sec-
ond step, a subset (black in Figure 1a,b) of the size n� n (square
shaped) or m� n (rectangular shaped) is defined surrounding
each measuring point.

The size of the subset has to be defined with respect to the
present speckle dimensions, the image resolution of the used
camera device, and the desired resolution of the DIC
calculations. In addition, each measuring point and subset is
accompanied by a search field (yellow in Figure 1b,c) of the
size N�N (square shaped) or M�N (rectangular shaped).
The size of the search field has to be adopted to both the size
of the subset and the applied loading conditions and material
behavior. In particular, rectangular search fields are highly rec-
ommended in the case for large strain deformation in tension of
ductile materials to compensate for the strong rigid-body motion.
Each subset in AOI of the reference image is characterized by—
in the best case—a unique speckle pattern. The basic principle of
DIC is to track this unique speckle pattern of each subset in both
images—reference image f and image g of the deformed state
(compare Figure 1b,c). The subset with the identical speckle
pattern is now found at the position point pi0 j0 (red in
Figure 1c), which is characterized by a displacement of i 0 in x
direction and j 0 in y direction. The indicated white arrow in
Figure 1c is then the displacement vector from point pi,j in

reference image f to point pi0 j0 in image g. Thus, for all points
within the reference subset, a displacement vector can be
obtained, as neighbor relationships within one individual subset
remain unchanged. However, the shape of the target subset can
change during deformation depending on differences in local
displacements. Besides the rigid-body translations between
reference image f and image g, shape functions of first and
second order have to be considered related to local stretching,
shearing, and rotating operations of measuring points or their
combinations.

2.3. Cross-Correlation Algorithm, Subpixel Accuracy, and
Heavyside DIC

The principle of DIC is based on the comparison of the gray value
distribution of a speckle pattern in a reference subset and a target
subset. Where the similarity/match in the image g is greatest, the
displacement vector of a measuring point is identified. The
degree of similarity/matching is determined by a correlation
algorithm. In literature, mainly two different approaches are
known: 1) the cross-correlation (CC) algorithm and 2) the
sum of squared differences (SSD) algorithm.[54,55] While the first
one is based on the maximization of the similarity/matching
between the grayscale distribution of reference subset image f
and target subset image g, the SSD algorithm is based on the
minimization of the differences between both subsets.[54] Both
for CC and SSD algorithms, 1) standard, 2) normalized, or
3) zero-normalized procedures are known. The difference
between these three different procedures is which types of values
are used for determining the similarities (CC) or differences
(SSD). Thus, the standard method uses the absolute values of
grayscale levels, whereas the zero-normalized procedure sets
the average grayscale difference or similarity to zero and uses
then the global variation in the grayscale.[56] Pan et al.[56] con-
cluded that the zero-normalized CC (ZNCC) provides the most
robust noise performance and is insensitive to an offset and a
linear scale in illumination lighting. In contrast, the normalized
procedures (NCC and normalized sum square difference
[NSSD]) are insensitive to a linear scale in illumination lighting
but sensitive to an offset of lighting: The standard procedures
(CC and SSD) are sensitive to all lighting fluctuations. The most

Figure 1. Principle of DIC. a) Definition of a grid of measuring points (blue) in an AOI (dark gray area) on the specimen’s surface with respect to the
predefined specimen coordinate system (x,y,z). b) Reference image f with speckle pattern, measuring point pi,j (blue cross), subset (black) of size n� n,
and search field (yellow) of size N�N. c) Image g of deformed state with the original measuring point pi,j (blue) and reference subset (black) and the
displaced measuring point pi0 j0 (red) with target subset (red) and displacements i 0 and j 0 in x- and y-directions, respectively. White arrow shows the
displacement vector. Partly reproduced with permission.[141] Copyright 2020, Springer.
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commonly used criterion in commercially available software
packages is, therefore, the ZNCC algorithm.[56] Thus, the CC
coefficient C is calculated for all possible measuring
positions of a subset n� n in the search field N�N. To this
end, a 2D field of CC coefficients having a discrete maximum
Cmax,disc will be obtained for each displacement i 0 and j 0.
Finally, the subset in the reference image f will shift to the posi-
tion of Cmax,disc in the target subset of image g. The correlation
coefficient scales are in the range 0≤C≤ 1, where C¼ 0 is
related to no match between reference and target subset and
C¼ 1 to perfect match. For good displacement calculations
C> 0.5 should be achieved.

However, the smallest unit of a digital image is one
single pixel. Therefore, the accuracy of the calculated displace-
ment is limited to a multiple-integer pixel. The enhancement
of accuracy of displacement calculations can be achieved by three
different possibilities: 1) enhancement of camera resolution,
2) enlargement of magnification, and 3) the implementation
of a subpixel registration algorithm to the DIC calculations.
The first two methods are the so-called direct methods and
are useful for a 1) fixed field of view (FOV) or are accompanied
by a 2) reduction of FOV. The “subpixel registration” algorithm is
an indirect method but very effective. In the literature, at least
three different approaches for the subpixel algorithm are known:
1) the correlation coefficient curve-fitting method,[57]

2) the Newton–Raphson method,[58] and 3) the gradient-based
method, which was introduced by David and Freemann as a
method of optical flow.[59] An overview on all three methods
is given by Pan et al.[57] The correlation coefficient curve-fitting
method describes the correlation coefficient field Cxi , yj for a
pixel P with the coordinates (x, y) and its eight neighbors Pi,j

with the coordinates ðxiyjÞ as a fitting surface using 2D quadratic
functions. For the calculation of the displacement of the
field of CC coefficients, a set of linear equations has to be
solved. Finally, a displacement accuracy below one pixel will
be achieved.

Recently, an improved DIC code was developed by Bourdin
et al.[60] considering also kinematical discontinuities—the so-
called “Heavyside-DIC (H-DIC)”. In addition to the conventional
DIC method, this method includes a so-called jump or step func-
tion U 0 and the Heavyside function H. While the jump function
U 0 describes the magnitude of the kinematical discontinuity in
horizontal and vertical directions, the Heavyside function H
describes the precise location of the discontinuity at any orienta-
tion and displacement from the subset center. The location of
discontinuity is described by polar coordinates r* and Θ*, where
r* is related to the minimum distance between the discontinuity
and the center of the subset and Θ* is the angle of discontinuity
inside the subset. The Heavyside function allows then to identify
two parts of a subset, which are affected (or not) by a disconti-
nuity/jump, and shift one side of the subset with respect to the
other one by the magnitude of the jump. The application of this
new approach of the improved DIC code allows for discontinuity-
tolerant, quantitatively, and statistically confirmed investigations
of plasticity at the scale of individual slip systems (SSs) both dur-
ing quasistatic loading and during cyclic loading, as shown for a
nickel-base superalloy by Bourdin et al.[60] and Stinville et al.,[61]

respectively.

2.4. Image Pattern Contrast for DIC

A suitable pattern contrast at the surface of the investigated spec-
imen is an essential condition for the successful correlation of
the reference image f and the image g of the deformed state.
First of all, the contrast pattern must have a characteristic signa-
ture for each surface element, which is transported simply by
displacement and which can follow deformation without further
impairment/changes or deterioration.[34] The digital images
obtained from different techniques (see Table 1) provide mostly
grayscale images or in case of AFM and TG also false-colored
images. These images should have a broad dynamic range.
Thus, in case of grayscale images, the gray levels should cover
as much as possible of the available range of the encoding depth
of the images (e.g., 256 levels for 8-bit images and 4096 levels for
16-bit images). Any saturation at the lower or upper bound of this
range should be avoided.[34] A good sensitivity, in particular for
small displacement amplitudes, is achieved by a strong contrast
between two neighboring pixels.

In general, an artificial pattern contrast is applied to the speci-
men surface. To this end, several methods are available:
1) speckle pattern, 2) deposition of particles, 3) etching tech-
nique, and 4) grid technologies.

1) The “speckle pattern technique” uses fine powder particles
of black paint sprayed on a white background. A fine aerosol of
the paint is obtained using airbrush technology. The size of paint
droplets can be adjusted by a nozzle. The obtained speckle pat-
tern has to meet high requirements both regarding the speckle
dimensions and the speckle distribution. In the best case, the
black droplets are arranged randomly, the contrast covers a wide
dynamic range, and there are sharp contrast changes between
individual pixels. The application of the speckle pattern for
DIC covers a wide range of specimen dimensions up to large-
scale components in combination with all-optical-microscopic
image-recording techniques like a digital camera, high-speed
camera, long-distance microscope, and confocal laser scanning
microscope. However, the application of a speckle pattern is lim-
ited by the testing conditions. Thus, large deformations and/or
the combination with high temperature can result in the damage
and failure of the paint layer. Consequently, this yields a loss of
correlation between reference image f and image of deformed
state g. A possibility for large deformations could be the applica-
tion of metal powder. However, for DIC analysis in combination
with SEM, the speckle paint pattern technology is unfavorable
and one of the three other techniques described in the following
is more convenient.

2) The “deposition of particles” is a method which is mostly
used in combination with SEM. Fine particles of precious metals
(gold, silver) with a size in the nanometer range were deposited
on the specimen surface by the vapor-assisted remodeling of thin
metal films. Thus, Luo et al.[62] exposed ultrathin gold films
(<20 nm) from condensable vapors of volatile solvents at rela-
tively low temperatures (60–120 �C), which resulted in spherical
gold nanoparticles with diameters between about 100 to 500 nm
depending on the initial thickness of the gold layer and the vapor
exposure. This method was improved and enhanced by Scrivens
et al.[63] to a broad variety of substrate materials (e.g., glass, sili-
cone rubber, epoxy resin, aluminum, silicon, stainless steel), as
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well as different patterned metal films (e.g., chromium, copper,
silver, combined gold, and silver). Finally, Scrivens et al.[63]

obtained particle sizes between 25 and 500 nm. A further method
for deposition of nanosized particles is thorough thin-film abla-
tion (TTFA) by laser techniques.[64] The apparent drawbacks of
these technologies are the connectivity of the nanoparticles to
specimen surface, the pattern stability at elevated temperatures,
and possible agglomeration of particles.

3) The well-established technique of “etching” is one of the
best methods to obtain a randomly distributed and small-sized
contrast pattern on the specimen surface (e.g., ref. [10]). Fine etch
pits were obtained depending on the materials under investiga-
tion. The benefit of this technique is the durability of the etch pit
pattern during the entire (even large) plastic deformation process
even at higher temperatures.

4) The “grid technology” is based on the application of micro-
grids onto the specimen surface. These microgrids can be
obtained by different techniques such as 1) electron beam lithog-
raphy (e.g., ref. [65]) and 2) deposition of gold or other precious
metals on a nickel grid glued onto the specimen surface (e.g.,
ref. [66]). The challenge of grid technology is to find a compro-
mise between line width and mesh size of the grid regarding
accuracy of measurements and the size of the observed field.[67]

However, in some cases, even the natural structure of the
studied material can be sufficient for sensitive correlation results
like 1) two-phase microstructures (e.g., DP steel,[68] Ni-base
superalloys[64,69,70]), 2) layered microstructures (e.g., Al lami-
nates produced by accumulative roll bonding[42]), and 3) meshed
structures produced by powder-bed fusion additive manufactur-
ing (e.g., selective laser melting or electron beam melting of
TiAl6V4 alloy,[44,71] respectively). However, the main drawback
here could be preferred orientation of the natural pattern (e.g.,
layered arrangements of two phases in duplex stainless steel).

2.5. Presentation of 2D DIC results

The first outcomes of 2D DIC are in-plane displacement vectors.
Thus, a displacement vector will be obtained in the image of g of
the deformed state for each measuring point. The entirety of in-
plane displacements is given by the second-order displacement
tensorU. In analogy with the displacement tensorU, the second-
order strain tensor ε can be calculated and is given in
Equation (2)[72]

ε ¼
�
ε11 ε12
ε21 ε22

�
¼
�
εxx εxy
εyx εyy

�
¼
 

∂ux
∂x

∂uxþ ∂uy
∂x

∂uxþ ∂uy
∂y

∂uy
∂y

!
(2)

Here, u is the displacement in x- and y-direction, respectively.
Consistent with the definition of normal stresses and shear
stress, εxx and εyy are the normal strains acting perpendicular
to a face element in x- and y-direction, respectively, whereas
εxy is the shear strain acting parallel to a face element.
Considering the resolved strain, different strain (deformation)
theories can be applied resulting in different strain measures like
1) stretch ratio, 2) engineering strain εeng, 3) true strain εtrue or
logarithmic strain φ, and 4) Green’s strain.[72] The engineering
strain with εeng ¼ Δl

l0
, where l0 is the initial length and Δl is the

change in length, and the true strain with εtrue ¼ lnð1þ εengÞ,
are most commonly used.

The shear strain εxy acting parallel to a face element yields a
change in the shape of this surface element. This shape change
can be described by the shear angle γxy, which consists of two
parts (see Equation (3)), which are not necessarily identical.[72,73]

γxy ¼
∂uy
∂x

þ ∂ux
∂y

(3)

For small strains the strain tensor ε can be then written as[72]

ε ¼
�
ε11 ε12
ε21 ε22

�
¼
�
εxx εxy
εyx εyy

�
¼
�

εxx
1
2 γxy

1
2 γyx εyy

�
(4)

However, εxy ¼ 1
2 γxy is valid only for the small strain theory

and not applicable for large plastic deformations. It is obvious
from these arguments that a symmetric strain tensor will result
only in a parallelogram shape of the strain field, where the ori-
entation of the parallelogram is fixed to the defined coordinate
system of the specimen surface (x- and y-direction).
Consequently, the displacement tensor U cannot describe the
rotation of points. Therefore, the rotation tensor R is necessary,
resulting together with the (right-hand) displacement tensorU in
the complete transformation tensor F given as[72]

F ¼ R °U (5)

The rotation tensor R describes both the rotation and the direc-
tion of rotations of points. Therefore, in addition to the global
coordinate system ðx � yÞ, two additional local coordinate sys-
tems are necessary: 1) the system ðx0 � y

0 Þ describing points
in the undeformed state and 2) the system ðx 00 � y

00 Þ related
to points in the deformed state. The latter one is independent
on rigid-body rotations and translations. The x 00 and y 00 directions
are, therefore, the directions of the normal strain εxx and εyy,
respectively.[73] Finally, it is obvious that the strain values εxx
and εyy depend on the coordinate system. To obtain independent
strain values, a principal axis transformation of the displacement
tensor U can be conducted. As a result, the two eigenvalues λ1
and λ2 of the principal axis will be obtained.

[72] Depending on the
chosen strain measure (ε or φ), the larger eigenvalue corresponds
to the major strain ε1 (φ1) and the lower eigenvalue to the minor
strain ε2 (φ2). The related eigenvalue vectors correspond to the
directions of major and minor strain, respectively. Along with
the major and minor strains, equivalent strains according to
the von Mises (εvM) and Tresca (εT) approaches may be of
interest.[73] All strain values (εxx, εyy, εxy, γxy, ε1, ε2, εvM, εT)
can be plotted for the AOI as false-color representations.
Displacement and rotation vectors can be presented in
trajectory plots.

2.6. Sources of Errors in 2D DIC

Possible errors occurring during 2D DIC can be subdivided into
three groups: 1) errors related to the experimental setup, 2) errors
related to the image pattern contrast, and 3) errors related to the
principle of DIC (shape functions, correlation algorithm, subset
size). A detailed overview on these errors was given recently by
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Zhao et al.[74] At first, the sources of errors will be discussed for
the application of optical imaging techniques. At the end of this
section, 4) a separate paragraph will discuss errors of DIC in
combination with SEM—called SEM–DIC.

1) Errors from experimental setup. Here, the influence of
1) the used camera system, 2) the experimental environment,
and 3) the out-of-plane displacement has to be discussed.
While the first one can introduce image distortions, the second
one has an influence on the noise level in the digital images. The
“noise level” of digital images is caused mainly by fluctuations of
the illumination and the acquisition hardware resulting in 1) ther-
mal noise, 2) read-out noise, and 3) cut-off noise.[74] In particular,
the accuracy of image registration and subpixel interpolation will
be influenced by these noises. The application of low-noise cam-
era systems and image averaging can reduce the image noise.
Another way is the application of a Gaussian low-pass filter with
a kernel of 5� 5 pixels to the digital images before the correlation
analysis.[75] The influence of fluctuations of the illumination can
be encountered by the application of ZNCC or ZNSSD correla-
tion algorithm (see Section 2.2 and point 3) this section). The
used camera system can also yield “image distortions” due to
lens distortion or self-heating of the digital camera. The effect
of lens distortion on the accuracy of DIC calculations can be
neglected for macroscopic measurements but is of particular
interest at the microstrain scale. However, this effect can be
reduced by high-quality lenses in combination with charged cou-
pled device (CCD) sensors. The self-heating of the camera and/or
sensor can result in complex image distortions. According to Pan
et al.,[75] the application of bitelecentric optics, however, helps to
solve the problem of self-heating. Bitelecentric optics are special
optical lenses, where the entrance and exit pupil is at infinity,
resulting in an orthographic view of the object. Thus, these optics
provide the same magnification at all distances and distortion-
free images. However, drawbacks of these optics are the fixed
FOV and the limited depth in focus. The influence of “out-of-
plane displacements” has to be considered, in particular, for
2D DIC. Out-of-plane displacements lead to motion of the inves-
tigated specimen surface (both forward and backward translation
and rotation) relative to the imaging sensor. In general, the sen-
sitivity to out-of-plane motion is higher, the higher the displace-
ment gradient. For 2D DIC, this effect can be minimized or
suppressed also by the application of bitelecentric optics.[75]

Otherwise, a multicamera setup can be used for 3D DIC account-
ing of out-of-plane displacements.

2) Errors related to image pattern contrast. Together with the
subset size, the image pattern contrast has the strongest influ-
ence on the accuracy of DIC calculations. Therefore, the quality
of the image pattern contrast (speckle pattern) has received wide
attention and is still a hot topic for researchers. The attractiveness
of this topic is related to the following goals: 1) to provide a guide
for speckle pattern preparation, 2) to allow a forecast of the accu-
racy of DIC, and finally, 3) to provide a standard speckle pattern.
The performance metrics of speckle patterns can be subdivided
into local and global parameters. The local quality of speckle pat-
terns can be assessed, for instance, by the subset intensity gra-
dient, whereas a global indicator could be the mean subset
fluctuation.[74] Regarding the object speckle dimensions, it can
be stated that the speckle size should be sufficiently small for
a good resolution of displacement determination and strain

calculation but also sufficiently large to be fully resolved by
the used camera system.

3) Errors related to DIC principle. These errors are related to
1) the shape functions, 2) the correlation algorithm, 3) the
applied interpolation, and 4) the subset size. Excluding the subset
size, all other parameters are inherent to the used commercial
DIC software package or have to be reviewed in case of open
source software packages or have to be correctly chosen in case
of self-written DIC software. As already mentioned in
Section 2.1, “shape functions” have to be regarded for the shape
change of the target subset in the image of the deformed state g.
Zero-order, first-order, and second-order shape functions are
known[56]: Zero-order shape functions describe solely rigid-body
translations and/or rotations, which means that the displace-
ments are identical for each point within the subset. First-order
and second-order shape functions are needed to describe local
translations, rotations, normal strains, and shear strains.[26,76,77]

The different “correlation algorithms”—CC and SSD—were
introduced in Section 2.2. In addition, approaches using the
parametric sum of squared differences (PSSD) are known.
Here, for instance, two additional parameters a and b accounting
for a change in the 1) scale of intensity and 2) change in the offset
of intensity in the subset are introduced, leading to so-called
PSSDab. Pan et al.[78] showed, in a comparison of ZNCC,
ZNSSD, and PSSDab, the robustness and equivalence of the
three correlation criteria. Furthermore, the “interpolation” of
the intensity plays a significant role in achieving subpixel accu-
racy of DIC calculations (see Section 2.2). Here, different poly-
nomial interpolation functions like B-spline interpolation or
bicubic interpolation are widely used. Gao et al.[12,79] introduced
a new method, which allows to capture subpixel shifts by the
camera due to the application of integral pixel shifts to the image
shown on the screen. The highest impact among the other fac-
tors of group (3) is the “subset size.” The subset size is, among
the other three parameters, the sole, which can be influenced
directly by the user of the DIC software. In general, the choice
of the subset size is a compromise between the achievable lateral
resolution and the precision of the displacement calculations.
The lateral resolution of DIC calculations scales directly with
the size of the subset—the smaller the subset, higher the lateral
resolution. However, too small subset sizes cause miscalcula-
tions of displacement vectors as very low lateral information is
available. Otherwise, too large subsets will result in systematic
errors and are costly in terms of time.

4) Errors related to SEM–DIC. The combination of DIC with
in situ deformation in the scanning electron microscope—SEM–
DIC—provides a powerful tool for the measurement of 2D, in-
plane displacement fields in combination with the characteriza-
tion of microstructural processes at high lateral resolution.[27,80]

However, SEM–DIC is affected by technical issues, which are
inherent to the mode of operation of SEM (stability of electron
beam, image drift, specimen charging, image distortion, dwell
time), and by challenging requirements on contrast patterning
at the specimen surface, which has to be compromised by the
user. Sutton et al.[12] studied the image errors in SEM for differ-
ent SEM systems. It was confirmed that image errors are a
generic feature of SEM as image shifts occur at random positions
during the image scanning process.[46] However, the effect of
image drift on displacement calculations can be minimized by
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image integration procedures without increasing overall scan
time. In addition, Kammers et al.[27,81] and Di Gioacchino
et al.[82] showed for SEM with a tungsten cathode that the noise
of SEM images can be reduced by 1) large spot size or beam cur-
rent, 2) a longer dwell time, and 3) multiple image integrations.
This holds also for field-emission SEM (FESEM), as the overall
noise of an FE cathode is already smaller than that for tungsten
cathode.[82] Both the secondary electron (SE) and backscattered
electron (BSE) contrast provide high-resolution micrographs
with grayscale information. However, the sole application of
the SE contrast is limited due to its high sensitivity for surface
topography, leading to pronounced changes in grayscale contrast
and outshining of some regions (e.g., surface steps, crack edges,
etc.) during deformation. As the BSE contrast is very sensitive to
orientation changes, its sole application is limited as well. Thus,
an additional, randomly distributed, high-contrast pattern on the
specimen surface is needed for good correlation results using
SEM micrographs. Methods, which were tested in the past for
high-quality and high-resolution DIC results, are microlithogra-
phy,[83] the etching method,[10] or the application of colloidal,
fine-dispersed, nanosized particles[15,84–86] onto the specimen
surface. Kammers and Daly[87] described different patterning
techniques applied for SEM–DIC such as FIB technique, nano-
particle patterning, or electron beam lithography accounting for
both advantages and drawbacks of the different techniques.

3. DIC in MSE

Since the invention of DIC in 1983 by Sutton et al.,[40] this
method has been subjected to large development and improve-
ment regarding, in particular, the correlation algorithms and
subpixel accuracy,[57] which is still an ongoing process, cf. H-
DIC.[60,61] In the past 40 years, numerous publications on DIC
in the field of MSE occurred.

To give an impression on the large variety of DIC applications
in the last 20 years, Table S1, Supporting Information, shows a
chronological overview of DIC in combination with OM and
SEM but also with AFM, FIB technology, and CT. DIC in com-
bination with AFM and FIB is mainly used for analysis of elastic
properties of MEMS and residual stresses, respectively. It turned
out that majority of DIC investigations were conducted in the
field of plasticity, but they is also applied in the fields of fatigue
and fracture mechanics. Finally, DIC serves for modeling and
parameter identification (e.g., ref. [33]). The chronological over-
view starts in 2000 and includes scientific publications until
2020. However, it is impossible to issue a guarantee for com-
pleteness of these data.

In the following paragraphs, two major parts of DIC
applications—DIC with OM and DIC with SEM—will be
regarded in more detail.

3.1. DIC and OM

However at the end of the 1980s and in the 1990s, a majority of
publications were related to the development and improvement
of the method, and the number of publications using DIC for
materials research increased rapidly in the 21st century. The
DIC in combination with OM was applied in manifold research

fields spanning from plasticity over fatigue and fracture mechan-
ics to modeling. However, in the following section, only few of
the numerous publications will be highlighted for different
research fields. Although the resolution of DIC together with
OM was limited to the grain scale, significant improvement
was achieved in the past years due to the application of
multiscale image techniques and the resolution was shifted
to subgrain scale.

Plasticity. In the field of plasticity, DIC was applied in combi-
nation with OM under different loading conditions such as ten-
sile or compressive loading, at different temperatures, and on
various kinds of materials like aluminum, copper, titanium, var-
ious types of steels, and shape memory alloys, most of them in
coarse-grained conditions. One of the first publications in the
beginning of the 2000s was by Raabe et al.[88] and Sachtleber
et al.[89] In these studies, 3D plastic displacement fields were
investigated on coarse-grained polycrystalline aluminum during
compression tests using the photogrammetry method. The pho-
togrammetry method is comparable with DIC and was developed
in the mid-1970s. Digital stereo pair images of the speckle pat-
tern on the specimen surface were acquired using two high-
resolution CCD cameras to measure the 3D surface coordinates
of the specimen. In combination with grain orientation measure-
ments by EBSD, strain localizations were identified at grain triple
points and at grain boundaries aligned close to 45� to the com-
pressive loading axis (LA). In addition, the experimental results
were validated by CP finite element simulations.

Schroeter et al.[90] used the microgrid technique produced by
photolithography to study large stretch and rotation fields during
compressive and torsional loading of coarse-grained oxygen-free,
high-conductivity (OFHC) copper (grain size: 70 μm) on a sub-
grain scale. It was shown that photolithography allows grid res-
olutions on the micrometer scale, resulting in measurements of
intragranular deformation gradients in polycrystals with reason-
able grain sizes. Moreover, the grid-line method was identified as
a robust method to measure in-plane displacements on heavily
deformed specimens over wide fields of view.

Zhang and Tong[91] conducted tensile tests on a binary coarse-
grained Al-0.5 wt.%–Mg alloy in combination with optical
records of the ink-decorated surface of the entire gauge length
using a digital video CCD camera under white light illumination.
Local plastic deformation fields and in-plane rigid-body rotations
were obtained and correlated with a detailed Schmid factor and
slip-system analysis and CP finite element simulations.

Fonseca et al.[92] described the technique of DIC in detail
together with important experimental aspects as well as potential
and shortcomings at that time. Furthermore, two case studies
were presented—antler bone and ferritic steel—illustrating the
wide field of applications in materials science ranging from bio-
medicine to materials engineering, “opening up a new quantita-
tive front in in situ microscopy”.[92]

Serrated plastic flow caused by dynamic strain aging such as
PLC effect was studied by Zdunek et al.[93] using DIC on an alu-
minum alloy AA5182 with a grain size of 30 μm. The serrated
plastic flow was correlated with the initiation of bands of strain
localizations. Quite recently, Eskandari et al.[94] described the
application of DIC using a speckle pattern in combination with
macroscopic tensile tests at different temperatures (from room
temperature [RT] up to 400 �C) and different strain rates on a
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TWIP steel for studying serrated plastic flow as well. Strain local-
izations within individual bands were correlated with
stress-assisted formation of ε-martensite and strain-induced
α 0-martensite at RT up to 180 � and with twinning up to 400 �C.

Chow et al.[95] proposed a method for evaluation of total and
elastic strains at the grain scale in a coarse-grained aluminum
specimen under tensile loading by combination of in situ X-
ray diffraction (XRD) (elastic strain) and DIC (total strain) meas-
urements. Heterogeneities were found for both total and elastic
strain values within individual grains, and locations of these het-
erogeneities were not necessarily identical.

Fatigue and fracture mechanics. In this research field, inves-
tigations using DIC based on optical micrographs were con-
ducted to study the fatigue damage in terms of crack
initiation and crack propagation including investigations on
the size of the plastic zone in front of a crack tip. Bartali
et al.[96,97] studied the micromechanisms of fatigue damage
occurring in duplex stainless steel during low-cycle fatigue
(LCF). The DIC calculations were conducted based on optical
images of the specimen surface after electrochemical etching.
Strain heterogeneities were detected on the grain scale and
intense strain localizations were correlated with slip markings
appearing on the specimen surface.

The work of Niendorf et al.[98] seems to be the first one where
DIC measurements were carried out on ultrafine-grained mate-
rials using a Keyence digital microscope.

Sangid et al.[43] studied the fatigue crack growth and the evo-
lution of the plastic zone in front of a crack tip both in nanocrys-
talline Ni–Co alloys and in poly- and single-crystalline AISI 316L
steel specimens. In all cases, it was shown that DIC allowed for
precise measurements of the displacement and strain fields dur-
ing fatigue crack growth.

Mao et al.[99] conducted high-temperature (up to 1600 �C) DIC
on C/SiC composite material during bending tests using
single-edge-notched bending specimen (SENB) specimen geom-
etry. For these investigations, a special high-temperature-
resistant speckle pattern was developed consisting of a mixture
of a high-temperature-resistant glue and ZrO2 powder with
particle sizes of about 10–20 nm, which was sprayed on the
specimen surface using a high-pressure air brush gun.

In 2009, the first idea of fully coupled full-field measurements
by combining DIC and IR-TG during fatigue experiments was
established by Chrysochoos et al.[100] The deformation energy
and the mean dissipated energy were estimated per cycle during
fatigue of a DP steel DP 600 using the kinematic and thermal
data recorded simultaneously by a two-camera setup on two
opposite faces of a flat specimen. It turned out from these inves-
tigations that the mean deformation energy per cycle is homo-
geneously distributed, whereas a localization of dissipation
energy is present already from the early start of the fatigue
experiments.

Ahadi and Sun[51] used a two-camera setup on opposite sides
of a compact tension specimen for fully coupled full-field meas-
urements of displacement and temperature fields on a superelas-
tic NiTi alloy with different grain sizes varying from 10 nm up to
1500 nm. Both in situ measurements showed continuous reduc-
tion in the size of the phase transformation zone at the crack-tip
region with decreasing grain size. Moreover, the infrared meas-
urements revealed regions of heating and cooling due to forward

and reverse martensitic phase transformation (MPT) at the crack
tip and the crack edges, respectively.

Modeling. As mentioned already in the introduction, the com-
bination of DIC with numerical simulations is a very hot topic, in
particular in the field of parameter identification. In particular, if
spatial resolution of strain or stress heterogeneities at the scale of
the existing microstructure is required, then so-called full-field
computations using FEM have to be applied.[83] In contrast,
for macroscopic mechanical response of polycrystalline material,
either mean-field homogenization techniques or numerical sim-
ulations such as FEM were used, whereas homogenization mod-
els were applied for estimates on average response of the
different phases including intraphase fluctuations.[83]

Besnard et al.[101] developed a new approach, which bridges
experimental DIC measurements and numerical simulations.
The approach is based on the application of so-called Q4–P1 kine-
matic functions known as FE simulation. However, it is not a real
FE simulation, it uses only kinematical functions used in FE sim-
ulations for treatment of digital images in the sense of DIC for
calculation of local strain fields. This approach was tested on alu-
minum alloy (AA5005) exhibiting PLC effect and revealed rea-
sonably good spatial resolution also within localization bands,
allowing, therefore, for space–time kinematic analysis of the
PLC effect.

Héripré et al.[83] presented a methodology coupling experi-
mental characterization of the microstructure, in situ and/or
ex situ mechanical tests, and local strain field measurements
with FE simulations. This linked methodology allows both for
better understanding of the mechanical behavior of polycrystal-
line zirconium and titanium at the grain scale and for the iden-
tification of parameters of the crystallographic constitutive laws
used for FE simulations. The Lueders band effect was studied by
Avril et al.,[102] combining DIC measurements with the virtual
field method (VFM) for the identification of elasto–visco plastic
constitutive parameters.

Besides propagating strain localization phenomena, the plas-
ticity of polycrystals and the resulting surface roughening includ-
ing slip bands were also in the focus of coupled approaches such
as those conducted by Zhao et al.[103] on oligocrystalline pure alu-
minum specimens, presenting a detailed comparison of CP
finite element simulations and DIC results obtained during ten-
sile deformation. The investigations showed that both the spatial
arrangement of grain boundaries and the grain orientation have
a significant influence on the origin of strain heterogeneity.
Thus, strain localizations were promoted by the absence of dis-
location barriers caused by grain boundaries, and inclined grain
boundaries introduce additional shear strains, resulting in dis-
crepancies with the crystal plasticity finite element method
(CPFEM) simulations.

Saai et al.[104] presented a first approach on the combination of
fully coupled full-field measurements of strain and temperature
fields with micromechanical modeling of the global and local
thermo–mechanical response on an aluminum bicrystal tested
under tensile loading. The numerical results obtained by imple-
menting dislocation-based constitutive laws of the single-crystal
behavior FE code (ABAQUS Explicit) revealed, together with the
experimental results, that the proposed model can predict heter-
ogeneities in both strain and heat source fields caused by differ-
ent grain orientations and grain interactions. Furthermore, it was
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shown that variations of local strain and local heat source within
grains are significantly higher in central parts of grains compared
with grain boundaries.

Hosdez et al.[33] studied the evolution of a plastic zone in front
of a crack tip using coupled elastic–plastic FEM simulations and
experimental DIC measurements. The model approach was vali-
dated by a fatigue crack growth experiment on silicon and molyb-
denum-alloyed cast iron with spheroidal graphite. The coupled
DIC-FEM approach uses the measured displacement fields as
boundary conditions in elastic–plastic computations. The results
of this coupled approach were compared with results applying
the Irwin model for perfect plastic behavior under confined plas-
ticity and plane stress condition. It turned out that no significant
difference in terms of plastic zone size was found when applying
either linear kinematic hardening or perfectly plastic behavior.

Improvement of resolution. While during the early 2000s the
development of DIC technique and its applicability to various
kinds of loading scenarios was in focus, in the beginning of
the 2010s, the spatial resolution of DIC calculations became
increasingly important. Thus, local strain measurements, which
can be correlated with microstructural features, require a mea-
surement technique with subgrain-level spatial resolution.
Consequently, the subset size should be several times smaller
than the grain size of the investigated material to guarantee a
certain number of measuring points within an individual grain.
Thus, grain size and magnification are the two main parameters
for obtaining a large ratio of grain size to subset size.[105] There
are two approaches to solve the problem of adequate spatial res-
olution: 1) using materials with large grain sizes observable at
low magnification or 2) applying higher magnification. While
the first approach has the benefit of larger optical depth of field,
an easier speckle pattern creation, and easier alignment of strain
fields with microstructure, most structural materials have
smaller grain sizes of at least <100 μm.[105] The realization of
second approach of DIC on grain size level in combination with
in situ testing at conventional load frames retrieves other diffi-
culties such as vibrations, optical limitations, and speckle pattern
quality. According to Carroll et al.,[105] the limitation of all in situ
techniques is their restriction to a single FOV and with this to the
observation of only a small number of grains. However, as DIC
does not possess an inherent length scale, a technique allowing
multiscale strain investigations using DIC measurements based
on different optical magnifications was developed by different

researchers. Thus, Carroll et al.[105] and Efstathiou et al.[45]

applied a method of interrupted monitoring in combination with
capture of multiple images of the FOV at the desired magnifica-
tion, which were then stitched together before DIC calculations.
Abuzaid et al.[106] used the same technique for the description of
plastic strain localizations and fatigue microcrack formations
in a nickel-base superalloy. Figure 2 shows an example from
Carroll et al.[105]

3.2. DIC and SEM

Similar to DIC in combination with OM, the application of DIC
together with SEM has experienced rapid growth since 2000. On
the one side, significant effort has been done for the evaluation of
SEM inherent sources of errors and their handling and/or avoid-
ance. On the other hand, significant efforts have been done also
in the development of procedures for contrasting specimen sur-
faces for application of SEM–DIC. Different methods were devel-
oped and improved in the last years, starting from etching
techniques over the application of grid technologies and lithog-
raphy in the late 1990s up to deposition of nanoparticles and
application of FIB technology. DIC in combination with SEM
was applied in manifold research fields spanning from plasticity
over fatigue and fracture mechanics up to modeling. However, in
the following section, only few of the numerous publications will
be highlighted for different research fields and a distinction will
be done regarding the applied contrast technology. Although
SEM–DIC is already well established since several years, signifi-
cant progress was achieved with the aim of submicrometer res-
olution of local strain fields.

Natural pattern. In some cases, the natural surfaces of speci-
mens can be used for DIC. Thus, materials after electrodeposi-
tion (e.g., ref. [107]), martensitic–ferritic and ferritic–pearlitic
steels (e.g., ref. [108]), nickel-base superalloys (e.g.,
CMSX4[109]), or graphite cast iron,[110] provide sufficient surface
pattern contrast suitable for DIC calculations with a resolution at
least at the grain scale.

Etching. Besides the grid technique and the deposition of
nanosized particles, the etching technique can be used as a much
simpler technique, yielding good DIC calculation results. Tatschl
et al.[10,111] used etching with a Fe(III)-chloride/hydrochloric acid
solution on OFHC, resulting in fine micropits on the specimen
surface. The studies on in situ tensile tests revealed strong

Figure 2. Results of DIC in combination with optical images. a) Low-resolution DIC—strain field εyy obtained on a single image of the whole AOI taken at
lowmagnification (5�). b) High-resolution DIC—strain field of εyy with an overlaid grain boundary structure of the same AOI shown in (a). However, here
the reference images and images of deformed states are stitched of 316 individual images of 31�magnification taken ex situ. c) Marked area in (b) with
an indicated subset size. Note that the subset size in (c) is significantly smaller (14 μm) than the one used in (a) (89 μm), which results in higher
resolution with subgrain-level accuracy. Reproduced with permission.[105] Copyright 2010, Elsevier.
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heterogeneities of in-plane strain and local lattice rotations
within individual grains.

Etching with 2% Nital agent was used by Kang et al.[112] for
DIC on martensitic–ferritic steel in two different annealing
states, revealing different strain distributions in both phases.
Thus, it turned out that martensite starts to deform earlier in
the tempered condition compared with the intercritical-annealed
condition, where martensite does not deform until necking
occurs. Moreover, local strains for crack initiation are higher
in the tempered condition compared with the intercritical-
annealed one. A similar procedure was applied by Ghadbeigi
et al.[113] also on a DP steel. It was shown that the strain distri-
bution is heterogeneous within the microstructure. Deformation
bands developed with an inclination angle of 45 � with signifi-
cantly increased local strain values compared with the applied
strain. High strain localizations were found also at interphase
boundaries of martensite/ferrite.

While the resolution of the previous studies applying etching
technique is more or less restricted to grain scale, Stinville
et al.[114] showed, for a nickel-base superalloy (René 88 DT) after
chemical etching, a resolution of DIC calculations in the
micrometer range. The chemical–mechanical polishing process
for 12 h resulted in fine secondary and tertiary γ 0 precipitates
with dimensions from 10 nm up to 200 nm. Based on the sub-
grain microstructure speckle pattern, strain heterogeneities can
be captured at the micrometer scale. Using this chemical–
mechanical etching process, Stinville et al.[115] conducted fatigue
tests on the nickel-base superalloy in combination with a rather
newmethod for DIC—the so-called H-DIC[60] (see section 2.2). It
was shown for this new method that the resolution of DIC cal-
culations is so high that it is possible to measure slip reversibil-
ity/irreversibility and slip accumulation during LCF loading.
Figure 3 shows impressively the high resolution of the local
strain fields determined using the H-DIC approach separated
in the tensile half cycle (Figure 3a) and the compressive half cycle
(Figure 3c), resulting, finally, in the recoverable slip after the first
complete cycle (Figure 3d).

Stinville et al.[116] proposed even a new method based also on
the H-DIC for time-resolved DIC. With this method, it is possible
to capture the evolution of both strain fields and strain localiza-
tions during deformation at the time scale from seconds to
hours.

Electron lithography/grid technology. Efstathiou et al.[45] gave
a short overview on the evolution and application of both tech-
niques from the end of the 1990s to 2010. Thus, electron lithog-
raphy/grid technology was applied in combination with SEM
imaging on different types of materials varying from steel
(e.g., refs. [117-120]) over copper and iron single crystals[80,121]

and polycrystals,[90] respectively, to zirconium and titanium alu-
minides.[83] Thus, Amar et al.[67] introduced a special microgrid
technology developed for in situ testing SEM in combination
with local strain field measurements using DIC. The microgrid
was created on the specimen surface by electron beam lithogra-
phy. The width of the grid lines was about 0.25 μm and the dis-
tance between grid lines was about ten times the line width.
Bugat et al.[120] applied a gold grid vacuum deposited by
micro-electrolithography technique with a grid step size of
38 μm for investigations on crack initiation in a duplex stainless
steel.

Crostack et al.[122] used photolithography and electron beam
lithography to produce gratings of gold dots with dimensions
of 5 and 1.5 μm for the first method and 0.5 μm for the latter
method on the surface of metal–matrix composites (Ag/Ni
and Al/Al2O3). In addition, the experimental investigations were
corroborated by FE simulations. Strain localizations were found
to occur in the ductile matrix in terms of narrow bands with an
inclination angle of 45� with respect to the LA. A good agreement
between experiments and FE simulations was found as well.

The microgrid technology was further improved by Biery
et al.[66] using gold deposition on a glued nickel grid at the

Figure 3. Slip localization during LCF loading of René88DT at a maximum
applied stress of 1140MPa during the first cycle after a) tension and
c) compression as shown in (f ) and after e) 400 cycles. HR-DIC measure-
ments were carried out ex situ after unloading the specimen. a,c,d) The
amplitude of the in-plane slip that describes the local displacement/step at
the surface of the specimen induced by slip. b) Inverse pole figure (IPF)
map of the associated microstructure given by EBSD measurements.
d) Percentage of the slip irreversibility, which presents for each single slip
band the amount of local in-plane displacement/step that is not recovered
during the first cycle between the tensile and compressive loading. The slip
irreversibility is calculated from the difference between the value of the
amplitude of the in-plane slip after tensile and compressive load during
the first cycle. This difference is normalized according the value of the in-
plane slip after tensile load of the first cycle. Reproduced with permis-
sion.[115] Copyright 2019, Elsevier.
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specimen surface for in situ SEM investigations, which is much
faster and less expensive than electron beam lithography. The
authors[66] tested differences between grids well aligned with
the scanning direction of the electron beam and nonaligned
grids. It was shown that the best resolution is obtained when
the boundaries of the grid markers are aligned by 45� with
respect to the scanning direction.

Heripré et al.[83] introduced multiscale coupling of experimen-
tally determined microstructural parameters such as morphology
and texture and mechanical strain field analysis with finite ele-
ment simulations. Morphology and textures of grains of zirco-
nium and titanium aluminide polycrystals were evaluated
from EBSD measurements. Microlithography was used for the
application of a gold grid with a grid step size of 2 μm and a grid
width of 300 nm. The investigations address both the macro-
scopic and the grain scale. In addition, possible sources of error
of the measurements and several issues in the simulation regard-
ing mesh refinement and boundary conditions were discussed.

Walley et al.[65] used the electron beam lithography for produc-
ing both a grid pattern and hafnium oxide speckle pattern at the
surface of the nickel-base superalloy [René 104]. The used grid
step size was 10 μm and electron lithography resulted in ran-
domly distributed square-shaped hafnium oxide speckles with
dimensions from 0.45 up to 0.7 μm. This kind of speckle pattern
was successfully applied to in situ SEM creep tests at tempera-
tures of >700 �C. However, it was also demonstrated that the
square-shaped speckle pattern yields some limitations regarding
the spatial resolution of DIC calculations.

Marteau et al.[123] used a gold microgrid with grid step sizes of
1 and 2 μm and bar widths of the grid in the range from 250 up to
50 nm for SEM–DIC calculations on ferritic and ferritic–
martensitic steels. It turned out that in all investigated materials,
occurring strain heterogeneities seem to be independent of the
grain orientation, shape, or size but are significantly influenced
by the surrounding grain. Strain partitioning between ferrite and
martensite in DP steels was investigated also by Han et al.[124]

Instead of microelectron beam lithography, the FIB technique
was used for producing a microgrid with a grid step size close
to 1 μm in a grid area of 40� 40 μm2. It was observed that strain
partitioning seems not to occur preferentially at ferrite–
martensite interfaces. Furthermore, it turned out that indepen-
dent on the orientation of the ferrite, the local morphology of the
surrounding microstructure at ferrite–martensite interfaces
seems to be responsible for high strain localizations.

However, although a high accuracy of strain measurements
can be guaranteed by the application of a grid pattern on the spec-
imen surface, the distance between grid lines or other markers
restricts the resolution of strain measurements.[66] Therefore,
techniques come into focus for contrasting specimen surface
for high-resolution SEM–DIC.

Nanoparticle technology. The application of nanoparticles
allows for a significant improvement of the resolution of
SEM–DIC. Thus, different procedures of particle deposition
use different types of particles ranging from precious metals
(gold, silver, platinum, palladium) over “classical” metals (e.g.,
chromium, copper) to ceramic materials (e.g., SiO2). Some appli-
cations of nanoparticles for studying phenomena of plasticity
with micrometer resolution are reviewed in the following
paragraphs.

Li et al.[125] used a method described by Scrivens et al.[63] for
deposition of gold particle diameters in the range from 100 to
150 nm for both distortion correction and calibration of SEM
imaging and validation of thermal experiments in SEM. Thus,
the gold nanoparticles allowed during heating experiments on
aluminum specimens in the range between 30 and 125 �C a stan-
dard deviation of 150� 10�6 for strain measurements.

Pt nanoparticles deposited by the laser ablation process known
as TTFA were used by Tschopp et al.[64] during in situ tensile
tests on René 88DT in combination with SEM–DIC and
EBSD. A correlation of maximum shear strain values with
microstructure-related parameters such as the Schmid factor
or distance from the grain boundary was found. Thus, increased
maximum shear strain values were found with concurrently high
Schmid factors close to grain boundaries or triple-junction
points.

Joo et al.[126] used Ag nanodots of different dimensions for
SEM–DIC on a DP steel. For the formation of nanodots, thin
Ag films with thicknesses of 25, 50, 75, and 150 Å were grown
on the steel specimen surface, which were then annealed at
300 �C for 5min in vacuum. The sizes of the obtained nanodots
were 23, 53, 95, and 189 nm, respectively, and the average spac-
ings between individual nanodots were 20, 46, 70, and 135 nm,
respectively. The Ag nanodots allowed for the quantitative analy-
sis of strain localization even in small martensite islands with
average sizes of 1–3 μm.

Submicron resolution of SEM–DIC measurements was
obtained by Gioachinno et al.[82] using a gold speckle pattern
on the surface of AISI 304 steel specimen. The gold speckles
were obtained by an accelerated remodeling process of a thin
gold layer resulting in gold nanodots in dimensions and spacings
from about 30 up to 150 nm. It was shown that it was possible to
observe strain localizations related with slip bands within austen-
itic grains with average grain size of 100 μm. Gioachinno et al.[85]

even improved this technique to high-resolution DIC (HR-DIC),
where it was possible to study the development of plastic strain at
the microstructural scale and link it to the development of lattice
curvature. Two different mechanisms were introduced, leading
to lattice curvature caused by gradients of shear strains within
slip bands approaching grain boundaries: 1) attenuation of slip
within the primary SS and/or 2) activation of secondary SS in the
vicinity of a grain boundary.

Kammers et al.[81] introduced a self-assembled citrate-
stabilized gold nanoparticle surface-patterning technique pro-
ducing from 15 nm-sized up to 136 nm-sized gold nanoparticles,
enabling HR-DIC with 4 nm/pixel. The Au nanoparticles were
tested in combination with two organosilane solutions, which
are responsible for the self-assembling of the Au nanoparticles
on the specimen surface. The Au nanoparticles were tested for
HR-DIC during tensile tests on different materials such as pure
aluminum, an aluminum alloy AA1100, nickel–chromium
superalloy, and silicon carbide with comparable success.
However, although a resolution of 4 nm/pixel was achieved,
the slip bands revealed by Gioachinno et al.[82,85] in steel AISI
304 are sharper and straighter.

Kimiecik et al.[127] used also the self-assembled Au nanopar-
ticles obtained by the method introduced by Kammers et al.[81]

for studies on local strain fields in a superelastic NiTi shape
memory alloy with an average grain size in the range from
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3.5 up to 5 μm. The strain accommodation due to the thermoelas-
tic MPT was highly heterogeneous. Moreover, for the martensitic
band strain localization, up to 20% strain was detected, whereas
for the austenitic regions, the strain remained as low as 1%.

Tasan et al.[84] used SiO2 nanoparticles with dimensions of
11 nm in combination with SE imaging using an in-lens detector
during the in situ biaxial tensile tests of two different DP steels
with average grain sizes of the ferrite of 8.5 and 5 μm and 2.7 and
1.7 μm, respectively, for martensitic grains. Figure 4 shows local
strain fields with a resolution of DIC at the micrometer scale.

Tasan et al.[30] demonstrated the example of a DP steel where a
coupled experimental–numerical methodology can be used to
strengthen the understanding of the microstructure and
mechanical properties of this alloy. The DP steel was used as
model material for stress and strain partitioning as the two
phases with comparable volume fractions—martensite and
ferrite—experience different mechanical behaviors during
mechanical loading. This integrated method combines the exper-
imental investigations on the evolution of the deformed micro-
structure by EBSD and the evolution of strain localizations by
DIC with the 2D full-field CP simulations. The model used
for simulation was designed directly form microstructural data
obtained from EBSD measurements, and the properties of the
individual phases were obtained by additional inverse CP simu-
lations of nanoindentation experiments on the initial microstruc-
ture. A good agreement between the results obtained from
experimental investigations and simulations was achieved.
However, the occurring discrepancies were related to known lim-
itations in the experimental (3D effects) and numerical (damage
and strain-gradient effects) methodologies.

Lim et al.[128] used CP simulations in combination with exper-
imental results obtained on tensile-deformed oligocrystalline tan-
talum. The experiments were conducted with three aims:
1) measurement of the occurring grain rotation using EBSD,
2) measurement of the evolution of local strain fields using
DIC, and 3) measurements of the surface profile with respect
to out-of-plane distortions using an optical profilometer. The
model used for CP simulations was carefully replicated from
the initially measured microstructure. A reasonably good agree-
ment between experimental observations (both in plane and out
of plane) and model predictions with respect to the evolution of
heterogeneous strain fields on the subgrain scale was achieved.
Furthermore, it was shown that simple Schmid analysis seems
not to be sufficient for predicting strain fields due to the influ-
ence of neighboring grains.

Jiang et al.[72] applied coupled HR-DIC and HR-EBSD on a
single-crystalline nickel-base superalloy during in situ bending
tests. The aim of these studies was to explore the mechanical
behavior of the nearly [111] oriented single crystal and unravel
the contributions of elastic deformation gradients and slip and
rigid-body rotations to the entire deformation gradient.
Opposite specimen surfaces were prepared either for HR-
EBSD or for HR-DIC. For HR-DIC, polishing suspensions con-
taining 250 nm-sized SiO2 particles were shaken in an ultrasonic
bath to obtain an even distribution of colloidal SiO2 particles.
They were then put on the ROI and, finally, dried on a hot plate
at 150 �C for 5min. Tests were done in the manner of inter-
rupted monitoring. After each loading step of ΔF¼ 100 N pass-
ing the yield strength, the AOI was imaged in SEM using an in-
lens SE detector for DIC and the other surface was analyzed by
HR-EBSD using two different SEM devices, respectively. Finally,
it turned out that with the proposed method localized measure-
ments of both the total deformation (HR-DIC) and the elastic
deformation (HR-EBSD) were achieved. The link between both
total and elastic deformation is bridged by the continuum or plas-
tic deformation occurring on either side of the slip bands.[70]

Guan et al.[129] applied coupled CP modeling and HR-DIC
single- and oligocrystalline nickel-base superalloys (CMSX4,
MAR002) during cyclic loading using three-point bending experi-
ments. SiO2 particles with dimensions from 50 to 250 nm were
used on one side of the specimen for HR-DIC, whereas the rare
ones are used for HR-EBSD measurements. A significantly het-
erogeneous slip activation and plastic deformation have been
found both in single crystals and in oligocrystals. However, a cor-
relation between the addressed slip heterogeneities and strain
localizations in both material states and the crack nucleation
was not successful.

4. Case Studies of High-Resolution SEM–DIC

4.1. High-Alloy-Cast TRIP/TWIP Steels

For several decades, high-alloy TRIP and TWIP steels are, due to
their exceptional mechanical properties, in the focus of scientific
researches and industrial applications. While the TRIP effect
with high work-hardening rates at concurrently excellent ductility
(e.g., ref. [130]) is caused byMPT (e.g., ref. [131]), the TWIP effect
caused by strain-induced twinning (e.g., ref. [132]) results in
lower work hardening at even more pronounced ductility (e.g.,
ref. [133]). Recently, low-carbon, high-alloy CrMnNi-cast TRIP/

Figure 4. High-resolution SEM–DIC on DP steel DP800 at two different average equivalent Von Mises strains. a) Band contrast (BC) map of EBSD
measurement. b) εvM¼ 0.061. c) εvM¼ 0.096. Reproduced with permission.[84] Copyright 2014, Elsevier.
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TWIP steels were developed by Weiss et al.[134] based on a chemi-
cal design concept enabling both TRIP and TWIP effect depend-
ing on the chemical composition and the application
temperature. The CrMnNi steels (0.05 wt% C, 0.05 wt% N,
16 wt% Cr, and 7 wt% Mn) with varying Ni content (3 wt
%≤ cNi≤ 9 wt%) were intensively studied in coarse-grained,
as-cast, as well as fine-grained powder metallurgical states under
different loading conditions.[135–139] The microstructural pro-
cesses behind the outstanding mechanical properties such as dis-
location glide, strain-induced twinning, and MPT (e.g., ref. [140])
as well as their kinetics are quite well understood (e.g., refs. [141–145]).
Both the chemical composition and the deformation temperature
influence the TRIP and TWIP effect,[146] as they have a signifi-
cant influence on austenite stability as well as on SFE. The aus-
tenite stability can be expressed by the martensitic start
temperatureMs, which can be calculated from the chemical com-
position according to the approach of Jahn et al.[147] The SFE
energy was determined experimentally by Rafaja et al.[148,149]

by in situ XRD during three-point bending experiments. In gen-
eral, the lower the nickel content, the lower the austenite stability
and the SFE at the given chemical composition with respect to
carbon, nitrogen, chromium, and manganese. Thus, MPT is the
predominant mechanism[140] at low austenite stability and low
SFE, respectively, whereas strain-induced twinning dominates
in steels with higher austenite stability and SFE. Table 2 shows
the chemical compositions as well as characteristic properties of
several batches of as-cast specimens describing the austenite sta-
bility and dominating deformation mechanisms.

4.2. Deformation Mechanisms and Microscopic Strain
Localizations

Detailed microstructural investigations revealed that the MPT
occurs in deformation bands. The structure of these bands—
called ε-martensite in the literature[150]—is indexed as hexagonal
lattice structure by EBSD as well as XRD experiments. However,
the high density of stacking faults (SFs) within these bands yields
a regular arrangement on, in average each second, {111} lattice
plane, causing a stacking sequence of atomic layers of type
ABAB, which is related to a hexagonal close-packed (hcp) lattice
structure in contrast to ABCABC sequence of a face-centered
cubic (fcc) crystal lattice in average over a larger vol-
ume.[148,151,152] In contrast, the ε-iron phase obtained at high
hydrostatic pressures exhibits a real hexagonal lattice struc-
ture.[153] Therefore, it has to be distinguished between
deformation-induced ε-martensite with a hexagonal structure
formed inside deformation bands and pressure-induced hcp ε-

iron phase.[153] Therefore, in the following paragraphs, the defor-
mation bands with hexagonal structures were treated as highly
distorted austenite due to the high density of SFs
(compare[148,151,152]). MPT γ! α 0 is, consequently, considered
as a shear interaction of SFs on different slip planes (SP) in
agreement with various studies.[154–156] The kinetics of these
deformation mechanisms were analyzed in the past depending
on the austenite stability (variation in the chemical composition)
and the SFE (different deformation temperatures) using in situ
acoustic emission (AE) measurements during quasistatic tensile
loading.[141–145] It turned out that besides movement of partial
dislocations forming either ε-martensite bands or twin bundles,
the movement of regular dislocations has an important contribu-
tion to the strain-hardening behavior of these steels.
Furthermore, it was shown that the importance of movement
of regular dislocations increases with an increase in austenite
stability and deformation temperature. Moreover, the formation
of α 0-martensite decreases with an increase in both austenite sta-
bility and SFE.

Finally, the resulting microstructure, in particular of TRIP
steels, is very complex (see Figure 5) and consists of 1) deformed
austenite containing regular and partial dislocations as well as
SFs, 2) deformation bands, which contain a high density of
largely extended SFs resulting either in ε-martensite (hcp) or
twin configuration (fcc), and, finally, 3) α 0-martensite grains
inside the ε-martensite bands.

Table 2. Nominal chemical compositions and characteristic properties of the investigated CrMnNi TRIP/TWIP steels including relevant deformation
mechanisms.

Nominal chemical composition (wt %) Characteristic properties

C N Cr Mn Ni Si Al Ms[K] SFE [mJ m�2] Deformation mechanisms

1 ≤0.05 ≤0.05 16 7 3 ≤1 ≤0.8 333 9 Formation of ε-martensite and α 0-martensite

2 ≤0.05 ≤0.05 16 7 6 ≤1 ≤0.8 243 17 Formation of ε-martensite, α 0-martensite, and SF-mediated twinning

3 ≤ 0.05 ≤ 0.05 16 7 9 ≤ 1 ≤ 0.8 233 25 Movement of regular dislocations and SF-mediated twinning

Figure 5. Microstructure of steel X5CrMnNi16-7-6 after quasistatic tensile
loading at RT up to ε¼ 15% consisting of deformed austenite, deforma-
tion bands containing SFs resulting in ε-martensite (yellow) or microtwins
(red) and α 0-martensite (blue). Reproduced with permission.[168]

Copyright 2015, Springer.
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According to Brechet and Louchet,[5] the formation of defor-
mation bands consisting of a high density of SFs can be under-
stood as a static strain localization on themicrometer scale. Thus,
the term “deformation band” is defined as a band-like region
with deviating strain state in comparison with the surrounding
material, which is often accompanied by variation in orientation
and/or dislocation density. The term “deformation band” covers
also regions with packages of fine strain-induced twins—so-
called twin bundles or SF-mediated twins. Deformation bands
are restricted to the grain size, as analogous to slip bands they
are determined by the crystallographic nature of the material
due to the occurring deformation mechanisms’ dislocation glide
or twinning. The strain localization in deformation bands is
caused by pile-ups of regular dislocations or partial dislocations
and is, consequently, influenced by grain size. Thus, the grain
boundaries of a material act as barriers for dislocation motion
leading to pile-ups. In addition, dislocation sources in the grain
interior (e.g., Frank–Read sources) are active during plastic
deformation. Consequently, a decrease in grain size will lead
to so-called double-ended slip bands by pile-ups on two opposite
grain boundaries. Therefore, stress concentrations arise at the
grain boundaries, leading either to activation of parallel slip
bands in close vicinity within the same grain or the slip transfer
into neighboring grains.

An excellent method for the determination of local strain fields
is DIC in combination with in situ deformation tests in high-
resolution SEM. In the past, several investigations on low-carbon
martensitic steels,[157] duplex steels,[84] DP steels,[113,158] or other
materials (e.g., ref. [127]) have already demonstrated that local
strain fields within deformation bands can be evaluated using
this method with a resolution in the range of several micro-
meters. However, in case of metastable austenitic steels, the
strain localization caused by the formation of deformation bands
is accompanied by a second strain localization caused by MPT.
The experimental evaluation of strain localization caused by indi-
vidual α 0-martensite grains is still an open question. Moreover,
as both the thickness of these deformation bands and the size of
the formed α 0-martensite variants are in the range of few micro-
meters (see Figure 5) only, there is a strong request on the high-
resolution DIC method to resolve the shear values and directions
within individual α 0-martensite islands.

In the following section, local strain fields and calculated mag-
nitudes of shear obtained via high-resolution DIC in the submi-
crometer range—called μDIC—are presented. The term high-
resolution is related to both the lateral resolution of DIC calcu-
lations and strain resolution.

4.3. High-Resolution μDIC on Cast TRIP/TWIP Steels

The high-resolution μDIC experiments were conducted on low-
carbon, high-alloy metastable austenitic steels in as-cast condi-
tions after solution annealing (1323 K, 30min, N2-gas quench-
ing), showing TRIP/TWIP effect. The grain size of the as-cast
microstructure covered a quite large range from 50 to
2000 μm. Miniaturized flat tensile specimens (total length:
50mm) with a gauge length of 12mm and a rectangular cross
section of 4� 2.25mm2 were prepared by careful grinding
and polishing up to 1 μm grade. Final preparation step was

vibration polishing for 24 h (Bühler VibroMet) using colloidal
SiO2 suspension with 0.02 μm particle size followed by carefully
water cleaning for 1 h.

In situ tensile deformation experiments were conducted via
FESEM (MIRA3 XMU, TESCAN, Czech Republic) using a
push–pull loading stage (Kammrath & Weiss, Germany),
enabling maximum load range of �10 kN. The tensile tests were
conducted both at RT and at elevated temperatures (373 or
473 K), respectively. Heating was realized using a heating device,
allowing for temperatures up to 1073 K. The loading stage was
cooled using a water pipe system. The tests were interrupted
at defined intervals of elongation (Δl¼ 50 μm) up to a total strain
of ε¼ 15%. High-resolution SEMmicrographs (2048� 1536 pix-
els) using SE contrast were taken from a randomly chosen AOI.
This results in a pixel resolution of 25 nm/pixel at 4000� mag-
nification. Due to stress relaxation effects during interruption of
tensile deformation after each loading step, a stress stabilization
for 90 s was maintained before taking the micrographs to avoid
drift distortions of the captured micrographs. A line iteration
(20� line average) and a dwell time of 1 μs pxl�1 were used to
capture the micrographs, which resulted in nearly distortion-free
micrographs with a capture time of 67 s per micrograph at the
given image resolution.

As described previously, the essential prerequisite for success-
ful DIC is a suitable contrast pattern at the surface of the investi-
gated specimen. Among different possibilities creating contrast
patterns at the specimen surface (SiO2 particles, Pt nanopar-
ticles), the well-known etching technique provided the best
results of contrast patterning for high-resolution μDIC.
Therefore, the surfaces of the specimens were carefully etched
using the V2A etching agent (100ml distilled water, 100ml
hydrochloric acid, 10ml nitric acid, and 0.3 ml pickling inhibitor)
for 1 min at 333 K. Applying this procedure, randomly distrib-
uted etch pits with dimensions less than 200 nm were obtained,
giving high-contrast patterns recommended for good DIC corre-
lation results.

The software ARAMIS (GOM, Germany)[73] was used for cal-
culation of displacement fields using a reference field size of
30� 30 pixels and a step size of ten pixels. Local strain fields
were calculated from the displacement fields and were displayed
in terms of the von Mises equivalent strain (εvM). In addition,
different components of the strain tensor (εxx, εxy) and major
and minor strains (ε1, ε2) were displayed, and magnitudes of
shear were calculated along defined lattice directions.

After finishing the tensile tests at maximum elongation of
ε¼ 15%, the etched specimen surfaces were removed again
by vibration polishing for 12 h or multiples of it. Finally, the
microstructures of the AOIs were investigated using EBSD
technique.

In the following, the results of the local strain field measure-
ments will be discussed for three CrMnNi cast steels with differ-
ent austenite stabilities (see Table 2) at two test temperatures
each. First, the steel with the highest austenite stability will be
discussed.

Steel X5CrMnNi16-7-9 at RT. Figure 6 shows the evolution of
the local strain fields within one individual austenitic grain dur-
ing tensile loading at different global strain levels. The complete
evolution over the entire loading path up to ε¼ 15% is shown in a
video sequence provided in Supporting Information, S2. At an
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applied strain of about 1 % (see Figure 6a), deformation bands
aligned along two SSs appear at different angles β related to the
LA: β1¼ 37� (dashed white line) and β2¼ 122� (bold white line),
respectively. The latter one (β2¼ 122�) belongs to the primary SS
with the highest Schmid value (μ¼ 0.45), whereas the former
one (β1¼ 37�) is related to the secondary SS with a significantly
lower Schmid value (μ¼ 0.36). Only few bands of the primary SS
have been developed, whereas the number of bands related to the
secondary system is significantly higher. The strain is homo-
geneously localized inside the bands, whereas the austenitic
matrix between the bands remains almost unstrained (see
Figure 6a). Already at ε¼ 1%, the equivalent strain εvM inside
the bands is significantly increased (εvM> 10 %). The local strain
values increase within these bands during further plastic defor-
mation. In addition, at about ε¼ 2%, a significant shear of the
deformation bands arranged at 122� becomes apparent at the
intersection point of both systems indicated by the bold and
dashed black lines together with the two black arrows in
Figure 6b. In some of the deformation bands belonging to the
secondary system (β1¼ 37�), higher local strain values start to
develop (εvM> 50%). At ε¼ 15% (Figure 6d), the strain is more
or less homogeneously distributed within the austenitic grain at
εvM � 30%, except for few bands with significantly higher strain
values (εvM> 70 %).

Figure 7 shows the correlation of the bands with increased
strain values (Figure 6d) with the developed microstructure
(Figure 7b,c). It becomes apparent that these bands are related
to twin bundles formed in the austenitic grain.

Twin boundaries, which are characterized by a misorientation
angle/axis pair of 60�〈111〉, are highlighted in red color in
Figure 7c. However, it is also visible that not all developed
deformation bands have been indexed as twin configurations
by EBSD. In addition, tiny twins have been formed also
along the primary system, indicated by black arrows
(Figure 7a–c), which were hardly resolved in the local strain
field (Figure 7a).

Steel X5CrMnNi16-7-9 at 473 K. The increase in temperature
results in a change in the ongoing deformation mechanisms.
Thus, the ability to form Shockley partial dislocations contribut-
ing to twin formation decreases due to an increase in the SFE,
ΔγSF. Remy[159] reported an increase from about 0.05 up to
0.1mJm�2 for a temperature increase of ΔT¼ 1 K. For the pres-
ent case, this means that the SFE will increase for deformation at
473 K by 10mJm�2≤ΔγSF≤ 20mJm�2. The principal defor-
mation mechanisms for steel X5CrMnNi16-7-9 at 473 K will
be, therefore, expected to be the movement of regular disloca-
tions. This becomes apparent both from the evolution of local
strain fields and from microstructural investigations. Figure 8
shows the von Mises equivalent strain fields at ε¼ 2%
(Figure 8a) and ε¼ 15% (Figure 8b). The formation of numerous
slip bands along the primary SS with increased strain values
becomes apparent from the beginning of the deformation pro-
cess. With increasing applied strain, both the number of slip
bands and the strain within the bands increase. Finally, the strain
seems to be more or less homogenously distributed in the entire
austenitic grain. The EBSD measurements at ε¼ 15% revealed a

Figure 6. Local strain fields in terms of von Mises equivalent strain εvM for steel X5CrMnNi16-7-9 evolving during quasistatic tensile loading at RT.
a) ε¼ 1%, b) ε¼ 2%. c) ε¼ 5%, and d) ε¼ 15%. LA is parallel to x-direction. Crystallographic orientation of austenitic grain is given in schematic
stereographic standard triangle (SST). Adapted with permission.[141] Copyright 2020, Springer.

Figure 7. a) Local strain field εvM of steel X5CrMnNi16-7-9 obtained at ε¼ 15% at RT corroborated by results of EBSD measurements (b,c).
b) Crystallographic orientation map of region (a) in IPF color code related to LA (horizontal). c) BC map with indicated twin boundaries (red lines).
Adapted with permission.[141] Copyright 2020, Springer.

www.advancedsciencenews.com www.aem-journal.com

Adv. Eng. Mater. 2021, 2001409 2001409 (16 of 27) © 2021 The Authors. Advanced Engineering Materials published by Wiley-VCH GmbH

http://www.advancedsciencenews.com
http://www.aem-journal.com


fully austenitic microstructure without twin bundles. Thus, nei-
ther ε-martensite nor α 0-martensite nor twins were formed at
T¼ 473 K.

These findings agree well with studies on the kinetics of defor-
mation mechanisms for this steel conducted by AE measure-
ments both at RT[142] and at 373 K.[143] The AE results
demonstrated that a change in the principal deformation mecha-
nism for this steel occurs. Thus, at RT, both the formation of
twins by partial dislocations and the movement of regular dislo-
cations were identified as deformation mechanisms, whereby
twin formation is the principal mechanism. At 373 K, the move-
ment of regular dislocation was found to be the sole deformation
mechanism.

Steel X5CrMnNi16-7-6 at RT. Figure 9 shows the evolution of
the local strain field within one individual austenitic grain during
tensile loading at different global strain levels. The formation as
well as the growth of deformation bands in thickness and number
can be followed for the complete loading path up to ε¼ 15% both
on the etched surface and in the local strain field images in the
video provided in SupplementaryMaterials S3. At an applied strain
of about 1%, already several deformation bands aligned along one
activated SS can be recognized. The strain is localized inside the
bands as it becomes evident from the displayed strain fields in
Figure 9. However, the austenitic matrix between the deformation
bands remains nearly unstrained, the strain inside the bands is
significantly increased (>8%) already at 1% of applied strain.
However, the strain is homogenously distributed within the bands.

The local strain inside these deformation bands increases with
a further increase in global strain. At around ε¼ 5%, additional
areas with higher localized strain values were detected. With
ongoing deformation, the number of such areas of higher local
strain values increases as well.

Figure 10 shows the calculated local strain field at ε¼ 15%
(Figure 10a) and results of EBSD measurements on this AOI
showing the phase composition (Figure 10b) and the crystallo-
graphic orientation of the α 0-martensite grains with respect to
the LA (Figure 10c). It becomes obvious from EBSD measure-
ments that the regions with homogenously localized strain cor-
relate well with hexagonally indexed regions formed by the high
density of SFs. The areas with highest local strain values were
identified as α 0-martensite that formed inside the deformation
bands (compare Figure 10a,c). The narrowest deformation band
detected by DIC (see white arrows in Figure 10a) had a thickness
of about 500 nm, which was confirmed by the EBSD phase map.
Thus, even strain localizations in bands with a thickness less
than 1 μm were detected by this high-resolution DIC method
based on the etched-pattern contrast at the specimen surface
in combination with high-resolution SEM images in SE contrast,
which is really worth to be emphasized as μDIC.[160]

Steel X5CrMnNi16-7-6 at 373 K. The steel X5CrMnNi16-7-6
undergoes a change in the occurring deformation mechanisms
with an increase in temperature. However, at RT, the MPT from
austenite via ε-martensite into α 0-martensite occurs; at tempera-
ture T≥ 313 K, the deformation mode changes to the formation

Figure 8. Local strain fields in terms of vonMises equivalent strain εvM for steel X5CrMnNi16-7-9 evolving during quasistatic tensile deformation at 473 K:
a) ε¼ 2% and b) ε¼ 15%. LA is parallel to x-direction. Crystallographic orientation of austenitic grain is given in schematic SST. Adapted with permis-
sion.[141] Copyright 2020, Springer.

Figure 9. Local strain fields in terms of von Mises equivalent strain εvM for steel X5CrMnNi16-7-6 evolving during quasistatic tensile deformation at RT.
a) ε¼ 1%, b) ε¼ 2%, c) ε¼ 5%, and d) ε¼ 15%. LA is parallel to x-direction. Crystallographic orientation of austenitic grain is given in schematic SST.
Adapted with permission.[141] Copyright 2020, Springer.
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of twin bundles (see ref. [141]). This effect is caused both by an
increase in the SFE and by a decrease in the thermodynamic driv-
ing force for the strain-induced MPT. This change in the defor-
mation mechanisms becomes apparent also from the evolution
of local strain fields at 373 K. Figure 11 shows the evolution of the
local strain fields within one individual austenitic grain during
tensile loading at different global strain levels. The formation,
the growth of deformation bands in thickness and numbers,
as well as the change in the alignment of the deformation bands
with respect to the LA can be followed for the complete loading
path up to ε¼ 15% both on the etched surface and in the local
strain field images in a video provided in Supporting

Information, S4. Comparable with the results obtained at RT,
deformation bands start to develop early in the deformation pro-
cess at around ε¼ 1% characterized by homogenous strain local-
izations at around εvM> 6% (Figure 11a). With an increase in
applied strain, again the number of bands, their thickness, as
well as the strain within some of these bands increase as well
(Figure 11b-d). In addition, a pronounced curvature of the defor-
mation bands at higher strain values is apparent, indicated by
black dashed lines in Figure 11d.

Results of EBSD measurements conducted at ε¼ 15% at the
AOI are shown in Figure 12. These measurements revealed that
the majority of the developed deformation bands exhibits a twin

Figure 10. a) Local strain field εvM of steel X5CrMnNi16-7-6 obtained at ε¼ 15% at RT corroborated by results of EBSD measurements (b,c). b) BC map
with superimposed phase map: gray: austenite; yellow: ε-martensite; blue: α 0-martensite. c) BC map with superimposed crystallographic orientation map
of α 0-martensite of region (a) in IPF color code related to LA (horizontal). Adapted with permission.[141] Copyright 2020, Springer.

Figure 11. Local strain fields in terms of von Mises equivalent strain εvM for steel X5CrMnNi16-7-6 evolving during quasistatic tensile deformation at
373 K. a) ε¼ 1%, b) ε¼ 2%, c) ε¼ 5%, and d) ε¼ 15%. LA is parallel to x-direction. Crystallographic orientation of austenitic grain is given in schematic
SST. Adapted with permission.[141] Copyright 2020, Springer.

Figure 12. Results of EBSD measurements of steel X5CrMnNi16-7-6 obtained at ε¼ 15% at 373 K. a) Phase map: red, austenite; yellow, ε-martensite;
black, nonindexed. b) Crystallographic orientation map of austenite and ε-martensite in IPF color code related to LA (horizontal). c) BC map with indi-
cated twin boundaries (red lines). Adapted with permission.[141] Copyright 2020, Springer.
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orientation to the austenitic matrix (Figure 12b,c). Minor part of
these bands exhibits a hexagonal lattice structure (see yellow
color in Figure 12a). Thus, both the formation of ε-martensite
(hcp) and the formation twin bundles occurs at this deformation
temperature. Moreover, these bands, which have transformed
already to the twin configuration, are related to higher strain val-
ues εvM> 20%.

These results agree well with investigations conducted by
XRD,[161] TEM,[162] and AE measurements.[142] All these investi-
gations showed, together with the mechanical properties under
quasistatic loading in tension or compression at different tem-
peratures,[159] that a transition from TRIP to TWIP effect occurs
at temperatures T≥ 313 K.

Steel X5CrMnNi16-7-3 at RT and 373 K. This steel exhibits the
lowest austenite stability and, therefore, the highest ability for
MPT as the martensite start temperature is Ms¼ 333 K well
above RT. Thus, this steel shows a strain-induced MPT both
at RT and at 373 K but of course to a lower extent at the higher
temperature. Figure 13 and 14 show the local strain fields and
results of EBSDmeasurements obtained at RT and 373 K, respec-
tively. At both temperatures, the formation of deformation bands
along two activated SSs occurs accompanied by strain localization
within these bands (Figure 13a and 14a). Comparable with
previously described steels, the number of bands, their thickness,
as well as the localized strain values increase with an increase
in applied strain (Figure 13b and 14b). The correlation with
the microstructure reveals in both cases that the high strain

values were caused by the formation of ε-martensite and
α 0-martensite.

However, the thickness of the deformation bands and, conse-
quently, the size of the α 0-martensite grains is significantly
smaller compared with steel X5CrMnNi16-7-6. Therefore, a cor-
relation of high strain values with individual α 0-martensite var-
iants, as shown in Figure 10b,c, is not possible. At T¼ 373 K, the
formation of α 0-martensite is less pronounced but still present
resulting also in strain localizations.

4.4. Magnitude of Shear for α 0-Martensite, ε-Martensite, and
Twin Bundles

Strain localizations occurring in high-alloy TRIP/TWIP steels are
caused both by the formation of deformation bands consisting of
either ε-martensite (high density of SFs) or SF-mediated twin
bundles and by the formation of strain-induced α 0-martensite.
Both intersection points of deformation bands on different
SSs and intersection points of two individual SFs on different
{111} planes are favored sites for the formation of
α 0-martensite.[150]

It is known from theoretical considerations[150,155,156] that the
formation of ε-martensite takes place by shear on {111} planes
along a 〈112〉 direction comparable with the twinning mecha-
nism. While the magnitude of shear s for twins is known to
be stwin ¼ ffiffiffi

2
p

=2 ¼ 0.707, the magnitude of shear for
ε-martensite is only half of the twinning shear

Figure 13. Local strain fields in terms of vonMises equivalent strain εvM (a,b) for steel X5CrMnNi16-7-3 evolving during quasistatic tensile deformation at
RT together with results of EBSDmeasurements at ε¼ 15%. a) ε¼ 3% and b) ε¼ 15%. c) BCmap with superimposed phase map: gray, austenite; yellow,
ε-martensite; blue, α 0-martensite. d) BCmap with superimposed crystallographic orientationmap of α 0-martensite/δ-ferrite of region (b) in IPF color code
related to LA. LA is parallel to x-direction. Crystallographic orientation of austenitic grain is given in schematic SST. Adapted with permission.[141]

Copyright 2020, Springer.

Figure 14. Local strain fields in terms of vonMises equivalent strain εvM (a,b) for steel X5CrMnNi16-7-3 evolving during quasistatic tensile deformation at
373 K together with (c) results of EBSD measurements at a) ε¼ 12%, b) ε¼ 3%, and c) ε¼ 12%. BC map with the superimposed phase map: gray:
austenite; yellow: ε-martensite; and blue: α 0-martensite. LA is parallel to x-direction. The crystallographic orientation of austenitic grain is given in the
schematic SST. Adapted with permission.[141] Copyright 2020, Springer.
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sε ¼
ffiffiffi
2

p
=4 ¼ 0.35. Furthermore, it was shown by Schumann[155]

that the interaction of two partial dislocations on two SPs of type
{111} can yield double shear in the intersection area, which is
beneficial for the formation of α 0-martensite nucleus.
Therefore, the formation of α 0-martensite is energetically more
favorable through the intermediate state of ε-martensite or SFs
(γ ! ε/SF ! α 0). Furthermore, Schumann[156] mentioned that
not all shear directions in the activated SPs lead to beneficial
shear and, thus, a variant selection of the formed α 0-martensite
is expected. The mechanisms of the formation of α 0-martensite
as well as the variant selection of α 0-martensite were investigated
by numerous authors (e.g., refs. [163,164]) even by MD simula-
tions (e.g., refs. [165–167]). However, up to now, the magnitude
of shear could not be determined experimentally, neither for the
deformation bands with high density of SFs and nor for twin
bundles or for α 0-martensite. Thus, to prove the theoretical pre-
dictions, μDIC seems suitable to verify the magnitudes of shear.

The discussion of magnitude of shear for different microstruc-
tural constituents of the studied steels will start with the alloy
X5CrMnNi16-7-6, which shows an intense formation of
α 0-martensite at RT and formation of SF-mediated twin bundles
at 373 K. This will be followed by results on steel X5CrMnNi16-7-9,
exhibiting formation of SF-mediated twins at RT.

X5CrMnNi16-7-6 at RT. The discussion is focused on the part
of deformation bands, showing a high number of martensitic
grains with different orientations (see lower right corner in
Figure 10b,c). Figure 15 shows the evolution of the normal strain
εxx, the minor strain ε2, the shear strain εxy, and the absolute
value of the magnitude of shear s½01̄1� of the AOI at different
applied strain values (ε¼ 2% (a), ε¼ 4% (b), ε¼ 7% (c), and
ε¼ 12% (d)). In addition, the direction of the minor strain
(Figure 15a–d, εxx, first row) and the direction of the major strain
(Figure 15a–d, ε2, second row) are indicated by small black
arrows. The visualization of normal strain εxx reveals

Figure 15. Evolution of the normal strain εxx (first row), the minor strain ε2 (second row), the shear strain εxy (third row), and the absolute value of the
magnitude of shear s½01̄1� (last row) of the AOI for a) ε¼ 2%, b) ε¼ 4%, c) ε¼ 7%, and d) ε¼ 12%. Adapted with permission.[141] Copyright 2020,
Springer.
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homogenous strain localizations within the deformation bands
with values up to εxx 12% at an applied strain of ε¼ 2 %

At an applied strain of ε¼ 4%, higher local strain values of up
to εxx¼ 27% occur. These increased strain values εxx correlate
with a butterfly contrast of negative and positive minor stain val-
ues ε2 indicated by black arrows at ε¼ 4%, 7%, and 12%, respec-
tively. Moreover, the negative values of the minor strain ε2
correspond to regions, which show high shear strain εxy marked
by white arrows (Figure 15b–d, εxy, third row). The direction of
minor strain can be described by an angle of 107� to the LA
(small black arrows in Figure 15a–d, first row), which is in good
agreement with the ½01̄1� direction, which is the cutting edge of
the two activated SPs (111) and ð1̄11Þ.[160]

The absolute value of the magnitude of shear s was calculated
with respect to the ½01̄1� direction shown in Figure 15a–d (last
row). The shear is concentrated inside the deformation bands.
A correlation with the developed microstructure shown in
Figure 16 allows a clear interpretation of the shear values.
Absolute values of the magnitude of shear s½01̄1� between 0.2
and 0.3 were obtained in regions of deformation bands of
ε-martensite without α 0-martensite. This is in good agreement
with theoretical considerations,[150,155,156] where the magnitude
of shear for ε-martensite or individual SFs was given by
sε ¼

ffiffiffi
2

p
=4 ¼ 0.35. Values of shear higher than 0.35 were

observed in regions of α 0-martensite islands.

However, a comparison of both the shear strain εxy and the
absolute value of the magnitude of shear s½01̄1� with the map
of crystallographic orientation demonstrates that differences
occur between several martensite variants. Thus, α 0-martensite
variants with high shear strain εxy and high magnitude of shear
s½01̄1� are accompanied by martensite grains with low shear strain
values. The α 0-martensite variants with high shear strain and
high magnitude of shear, which correspond to the areas with
negative minor strain ε2 (see Figure 15b), are related to the mar-
tensitic variant shown in green color in Figure 16b. However, the
green-colored martensite variant is always accompanied by a var-
iant shown in orange color, which exhibits a twin orientation
relationship (OR) to the green variant and is, in addition, related
to lower shear strain and lower magnitude of shear. For interpre-
tation of the local strain values and values of magnitude of shear,
a detailed analysis of activated SSs was conducted based on crys-
tallographic orientation data obtained from EBSD measure-
ments. Thus, the activated SSs including trace angles of SPs
and Burgers vectors at the surface as well as Schmid values μ
for regular and partial dislocations were calculated for austenite
and α 0-martensite using the g-matrices of the individual grains.
The results of the analysis of the SSs are shown in Table 3.
However for the austenite (see Table 3a), the primary and sec-
ondary SSs are given both for regular and for partial dislocations,
the ternary and quaternary SSs are given only for the regular

Figure 16. Local shear strain a) εxx and magnitude of shear c) s½01̄1� complemented by b) crystallographic orientation of γ-austenite (fcc), ε-martensite
(hcp), and α 0-martensite (bcc) at an applied strain of ε¼ 15%. Adapted with permission.[141] Copyright 2020, Springer.

Table 3. Activated SSs of the investigated austenitic grain (a) and α 0-martensite variants (b) in X5CrMnNi16-7-6 TRIP steel deformed in tension at RT (see
Figure 16). (SS: SS; SP: slip plane; SDreg: slip direction of regular dislocations; SDP1: slip direction of leading partial dislocations, SDP2: slip direction of
trailing partial dislocations; ß: trace angle of the SP at the specimen surface). Adapted with permission.[141] Copyright 2020, Springer.

a) Primary SS Secondary SS Third SS Fourth SS

SP β SDreg SDP1 SDP2 SDreg SDP1 SDP2 SDreg SDreg

½1̄01� ½2̄11� ½1̄ 1̄ 2� [101] ½11̄2� [211] ½01̄ 1̄� ½1̄10�
(111) 110� 0.48 0.45 0.36 — — — — —

ð1̄11Þ 105� — — — 0.37 0.37 0.31 — —

ð111̄Þ 25� — — — — — — 0.34 —

ð11̄1Þ 6.5� — — — — — — — 0.31

b) Martensite variants Primary SS Secondary SS

μ SP β SD β μ SP β SD β

α 0
i (green) 0.48 ð1̄01Þ 110� [111] 160� 0.46 (101) 156� ½1̄11� 31�

α 0
ii (orange) 0.49 ð1̄01Þ 112� [111] –28� 0.48 (101) 108� ½1̄11� 157�

α 0
iii (purple) 0.41 ð1̄01Þ 57� [111] –129� 0.34 ð01̄1Þ 113� ½111̄� 113�
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dislocations. As mentioned earlier, the trace angles of the pri-
mary and secondary SP are close together with β¼ 110� and
β¼ 105�, respectively. The α 0-martensite grains are formed by
the two-step shear mechanism including the leading partial dis-
locations (P1) of both systems. In addition, the activated SSs were
calculated for the three identified martensite variants (green,
orange, and purple) (see Table 3b).

It turned out that the α 0-martensite variant α’i (green color) was
oriented to the parent austenite according to the Kurdjumov–
Sachs’ OR[165] (KS–OR), ð111Þγ jjð1̄01Þα’ and ½1̄01�γ jj½111�α’, and
primary SSs of austenite and α’i martensite are compared. The
other two variants (α’ii: orange and α’iii: purple) do not fulfil this
relationship (see ref. [160]). Finally, there is no significant shear
contribution of these variants in the observed x–y plane. These
two orientations are twinning variants of the martensite variant
α’i with the highest magnitude of shear. However, the martensite
variant α’ii (orange) shows a high minor shear strain in compari-
son with martensite variant α’i, as it becomes obvious from
Figure 16. Here, KS–OR is nearly fulfilled for the primary SS
of the austenite and secondary SS of the martensite. In contrast,
the martensite variant α’iii (purple) exhibits no shear contribution
at all—neither in major nor in minor strain in the plane of
observation.

X5CrMnNi16-7-6 at 373 K and X5CrMnNi16-7-9 at RT. Both
steels undergo the formation of SF-mediated twins either during
loading at RT (X5CrMnNi16-7-9) or at 373 K (X5CrMnNi16-7-6).
The magnitude of shear was calculated for the related SSs, as
shown in Figure 17:1) primary SS ð111Þ½2̄11� for
X5CrMnNi16-7-6 at 373 K and 2) secondary SS ð111̄Þ½12̄ 1̄� for
steel X5CrMnNi16-7-9 at RT.

In case of steel X5CrMnNi16-7-6 deformed at 373 K, the cal-
culated magnitude of shear s½2̄11� (Figure 14b) is between 0.2 and
0.3 for the formed twin bundles, as shown in Figure 17a. This is
less than the theoretically calculated value stwin ¼ 0.7.[155,156] In
addition, the regions between twin bundles exhibit values of
magnitude of shear between 0.1 and 0.2.

In case of steel X5CrMnNi16-7-9 deformed at RT, the calcu-
lated magnitude of shear s½12̄1� is about 0.75 for the thicker twin
bundles (compare Figure 17c,d). This is in good agreement with
the theoretical calculations.[155,156] However, smaller twin bun-
dles exhibited significantly smaller values for magnitude of shear
(0.25–0.5). One reason for the smaller magnitude of shear is that

these regions were characterized by movement of regular dislo-
cations, in particular for X5CrMnNi16-7-6 deformed at 373 K.
Another reason could be that twins formed in these regions were
in the size of nanotwins, which were nondetectable by EBSD.
Similar to EBSD, these regions were below the resolution of
DIC measurements. On the other hand, it is more likely that
these regions exhibit also movement of partial dislocations.
Here, the magnitude of shear in the order of 0.25 would fit very
well. This agrees with Figure 12a, where parts of these bands are
indexed by EBSD as hexagonal lattice structures are formed by
SF on, in average each second, {111} lattice plane. This is even
supported by the fact that twin bundles occurring in investigated
TRIP/TWIP steels were formed by partial dislocations[141] and
are, therefore, regarded as SF-mediated twins.

4.5. Discussion

The resolution of the SEM–DIC conducted in the case studies
presented using the etching technique for the surface contrast
pattern is well below 1 μm. Sutton et al.[12] demonstrated that
the resolution of SEM–DIC is influenced by image shift and
image distortions. Furthermore, parameters like 1) FOV,
2) image resolution, 3) magnification factor, 4) subset size,
5) image displacement accuracy, and 6) image speckle dimension
have a high impact on the accuracy of DIC. Using these param-
eters, it is possible to calculate both the minimum object speckle
dimension η0 and the minimum spatial resolution ðl0Þmin achiev-
able with DIC. The SEM–DIC conditions for the present inves-
tigations are shown in Figure 18. The FOV of 51 μm� 38 μm and
the image resolution of 2048 pixels� 1538 pixels yield a resolu-
tion of 25 nm/pixel. Consequently, the subset size of 30 pixels
results in a minimum spatial resolution of ðl0Þmin ¼ 750 nm
(see Figure 18a,b). The etching pits caused by the etching tech-
niques consist of about ten pixels, resulting in an object speckle
dimension of η0 ¼ 250 nm. Thus, a spatial resolution of
≤ 750 nm is possible, considering the additional subpixel algo-
rithm implemented in the DIC software. Deformation bands
with thickness of 500 nm were resolved by the applied DIC,
as shown in Figure 10a,b. In Figure 18c,d, the minimum
spatial resolution of ðl0Þmin ¼ 750 nm is in the range of the
thickness of deformation bands (slip bands) developed in steel
X5CrMnNi16-7-9 at tensile strain ε¼ 2% at 473 K.

Figure 17. a,b) Steel X5CrMnNi16-7-6 deformed at 373 K and c,d) steel X5CrMnNi16-7-9 deformed at RT. a,c) Crystallographic orientation map of the
AOI in IPF coloring with respect to the LA. The twin systems are indicated by twin planes and shear directions. b,d) Magnitude of shear calculated in the
twin shear directions ½2̄11� (b) and ½12̄ 1̄� (d), respectively. Adapted with permission.[141] Copyright 2020, Springer.
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The resolution of SEM–DIC is also influenced by image dis-
tortions. Kammers et al.[27] showed that the strain error due to
image distortions can be as large as 0.01. The image distortion
is severely influenced by the image capturing time in combina-
tion with stress relaxations during quasi-in situ testing, where
deformation is interrupted at defined strain intervals. As men-
tioned by Kammers et al.,[27] image distortion can be neglected
for capturing times less than 120 s. In the present case, the image
capturing time was 67 s and relaxation time was 90 s for each
deformation interval. In the present case studies, no distortion
corrections were applied, as obviously in none of the analyzed
strain fields (εxx, εyy, εxy) systematically over- or underestimated
strain regions were observed.

Besides the high lateral resolution of μDIC, the absolute reso-
lution of strain is also reasonably good, considering that only in-
plane displacements were measured by the SEM–DIC, although
definitely out-of-plane displacements also occur in regions of
deformation bands and α 0-martensite grains. The achieved abso-
lute resolution of strain is about 0.001, which is perfectly dem-
onstrated by the calculated magnitude of shear. Moreover, the
orientation dependence of the magnitude of shear for different
α 0-martensite variants was demonstrated.

The applied etching technique, resulting in submicrometer
SEM–DIC, is a robust contrasting method, which covers a large
variety of testing conditions even at elevated temperatures. In
particular, the tensile tests conducted on steel X5-CrMnNi-16-
7-9 at 473 K did not reveal significantly higher drift distortions
or a loss of the spatial resolution (see Figure 18c,d).

However, the grain size has a significant influence on the
detectability of strain localizations on the microscopic level in

terms of deformation bands or martensitic grains. Thus, the
results of submicrometer SEM–DIC presented here were
obtained on high-alloy CrMnNi cast steels with a large grain size
in the range from 0.05 up to 2mm. The strain localizations start
either in the interior of a grain on pre-existing lattice defects such
as SFs, SF tetrahedrons, and subgrain boundaries and/or at
large-angle grain boundaries. A majority of these bands were
so-called single-ended bands as they did not cross the entire aus-
tenitic grains.

A reduction in the austenitic grain size will result in so-called
double-ended bands crossing the entire grains. Finally, this
yields either the activation of parallel SPs or a slip transition into
neighboring grains. Moreover, the thickness of deformation
bands will reduce and, therefore, the resolution of individual
martensite variants becomes more difficult (see ref. [141]).
Here, a much finer object speckle dimension size in the range
of few nanometers would be helpful.

5. Perspectives and Conclusion

The Review presented a comprehensive overview on DIC with
respect to both development of theoretical background and appli-
cations in the field of MSE starting from the invention of DIC in
the 1980s to the present.

The SEM–DIC results presented in the article for high-
strength steels showed that the DICmethod can be used to deter-
mine the shear contribution of individual microstructural con-
stituents to the global plastic deformation at a high lateral
resolution. It was demonstrated on the example of high-alloy

Figure 18. Resolution of SEM–DIC exemplarily shown for steel X5CrMnNi16-7-9 under quasistatic tensile deformation at 473 K. a) Reference image at
e¼ 0% with an FOV of 51 μm� 38 μm, the subset size of 30 pxl� 30 pxl, and 10 pxl distance of measuring points. b) Same FOV at e¼ 15%. Obviously
identical areas in (a) and (b) are marked by white arrows. c,d) Local strain fields in terms of von Mises equivalent strain at e¼ 2% (c) and e¼ 15% (d).
Minimum achievable spatial resolution of 750 nm is indicated by a white horizontal bar in (c) and (d). Adapted with permission.[141] Copyright 2020,
Springer.
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CrMnNi-cast TRIP/TWIP steels that the combination of in situ
deformation in SEM with well-contrasted specimen surfaces and
high-resolution SE contrast images is able to detect strain local-
izations in the submicrometer range. Moreover, it was shown by
the calculated magnitude of shear that the formation of SFs
(deformation bands, ε-martensite) and α 0-martensite results in
different contributions to the plastic deformation. The shear
values obtained for deformation bands agree with theoretical
consideration in the order of s¼ 0.35. Only α 0-martensite var-
iants with a specific crystallographic orientation fulfilling the
Kurdjumov–Sachs relationship contribute a significantly higher
amount to the global strain.

In future, the high-resolution SEM–DIC can be applied 1) for
other loading scenarios, 2) investigations on other materials with
complex deformation mechanisms including (martensitic) phase
transformation, and 3) in combination with other complemen-
tary in situ characterization techniques such as AE measure-
ments. In particular, the combination of AE measurements
with the submicrometer DIC would provide a deeper under-
standing of strain fields occurring during different microstruc-
tural processes, supporting computational simulation of
material behavior under mechanical loading.
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