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Abstract

Intrinsic absorption is o�en considered an undesirable e�ect in waveguiding appli-
cations, severely limiting the propagation length. However, with appropriate design
of a symmetric cladding, waveguiding can be achieved even with highly absorbing
media, to the degree that increasing absorption has a positive e�ect on the propagation
length. Here, this counterintuitive concept is developed further and put into perspective
with long-range surface plasmon polaritons and TM waveguide modes. �e range of
accessible optical properties is discussed and the �tness of materials for symmetric
cladding thin-�lm waveguides is calculated.

�e concept of waveguiding in lossy materials is transferred to thin-�lms of disordered
nano-composites. Experimental data of waveguides made from gold nano-particle
incubated polymer brush �lm is presented. Poly(N-isopropylacrylamide) (PNIPAM)
based functionalized surfaces are able to support symmetric cladding thin-�lm waveg-
uide modes in spite of their disorder and material loss. �e PNIPAM surface can be
made to change its thickness and permittivity depending on a variety of environmental
parameters. Waveguides made from polymer brushes may bring new optical sensing
devices that combine the versatility of nano-engineered functionalized �lms with the
well- de�ned propagation of thin �lm waveguides.

An attenuated total re
ectance (ATR) geometry is used for k-space spectroscopy to
prove the existence of modal solutions in the samples and to map out their dispersion.
A white-light interferometry technique was developed to stabilize and control the
evanescent coupling gap with nanometer precision.

Last, the limits of ATR spectroscopy are explored. Using a quantum optical approach the
ultimate sensitivity of ATR based methods such as surface plasmon resonance sensing
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(SPRS) is derived. Optical illumination and detection modes are shown that perform
optimally in the sense that they extract refractive index changes with unsurpassable
signal-to-noise ratio. A comparison with commercial-grade SPRS devices is given,
revealing the potential of using symmetric cladding thin-�lmwaveguides and optimized
sensing modes.
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Zusammenfassung

Intrinsische Absorption wird in Wellenleiteranwendungen o� als ein unerwünschter
E�ekt angesehen, der die Propagationslänge stark beschränkt. Bei Verwendung eines
symmetrischen Claddings kann jedoch auch bei stark absorbierenden Medien ein Wel-
lenleitung erreicht werden, so dass sich sogar steigende Absorption positiv auf die Pro-
pagationslänge auswirkt. Dieses kontraintuitive Konzept wird hier weiterentwickelt und
mit langreichweitigen Ober
ächenplasmon-Polaritonen und TM-Wellenleitermoden
in Verbindung gebracht. Der Bereich zugänglicher optischer Eigenscha�en wird dis-
kutiert und die Eignung von Materialien für symmetrische Dünnschichtwellenleitung
berechnet.

DasKonzept derWellenleitung in verlustbeha�etenMaterialienwird aufDünnschichten
von ungeordneten Nanokompositen erweitert. Experimentelle Daten von Wellenlei-
tern aus Gold Nanopartikel inkubierten Polymer-Bürsten�lmen werden vorgestellt.
Diese auf Poly(N-isopropylacrylamid) (PNIPAM) basierenden funktionalisierten Ober-

ächen sind in der Lage, trotz ihrer Unordnung und ihres Materialverlustes symme-
trische Dünnschichtwellenleitermoden auszubilden. Die PNIPAM-Ober
ächen kann
so gestaltet werden, dass sie ihre Dicke und Permittivität in Abhängigkeit von einer
Vielzahl von Umgebungsparametern ändert. Wellenleiter aus Polymerbürsten könnten
neue optische Sensoranwendungen hervorbringen, die die Vielseitigkeit von nano-
technologisch funktionalisierten Schichten mit der wohlde�nierten Ausbreitung von
Dünnschichtwellenleitern kombinieren.

EineAbgeschwächte Totalre
exionsgeometrie (ATR)wird für die k-Raumspektroskopie
verwendet, um die Existenz modaler Lösungen in den Proben nachzuweisen und deren
Dispersion abzubilden. Eine Weißlichtinterferometrietechnik wurde entwickelt, um
den evaneszenten Kopplungsabstand mit Nanometer Genauigkeit zu stabilisieren und
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zu kontrollieren.

Schließlich werden die Grenzen der ATR Spektroskopie erforscht. Unter Verwendung ei-
nes quantenoptischen Ansatzes wird die ultimative Emp�ndlichkeit von ATR-basierten
Methoden wie der Ober
ächenplasmonresonanzspektroskopie abgeleitet. Es werden
optische Beleuchtungs- und Detektionsmoden hergeleitet, die optimal in dem Sinne
funktionieren, dass sie Anderungen des Brechungsindex mit einem unübertro�enen
Signal-Rausch-Verhältnis extrahieren. Ein Vergleich mit kommerziellen SPRS Geräten
zeigt das Potenzial der Verwendung vonsymmetrischen Dünnschichtwellenleiter und
optimierten Modenpro�len.
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Introduction

Optical waveguiding is one of the main building blocks of photonics and has become
an indispensable part in almost all of today’s optical communication devices and sen-
sors.1 To ful�ll the ongoing demand for miniaturization of photonic devices, advanced
techniques for sub-wavelength focusing and guiding of light are required. In the �eld of
integrated photonics, metals play an important role: �eir combination with dielectrics
allows light to be con�ned far below its free-space wavelength.2–5 Although electro-
magnetic properties of metals have been studied for a long time, new and unexpected
�ndings in plasmonics are still being discovered. Metal nano-structures, with their
outstanding ability to manipulate the propagation and polarization of light, show fasci-
nating optical e�ects and can be used to construct planar optical elements.6–9 Although
radio frequency engineering and plasmonic research are founded on the same set of
equations, only the latter can exploit the unique permittivity of metals in the visible
(VIS) and near-infrared (NIR) spectrum. Approaching the optical frequency range, the
electron inertia becomes relevant, resulting in an outstanding material response. �e
electrons lag behind the exciting �eld, thereby oscillating almost fully out of phase. �is
delayed polarization illustrates the biggest strength but also weakness of plasmonics.
An out of phase polarization allows unique and mirrored electromagnetic �elds that are
impossible to achieve otherwise. However, a polarization not fully out of phase causes
optical losses that eventually turn into unwanted heat.

Tremendous e�orts have been undertaken to reduce the losses in plasmonic materials.
While there was signi�cant progress in improving the preparation techniques and
reducing the losses, Khurgin [10] has shown that quantummechanics limits the ultimate
�eld con�nement with metals. �e free electrons are both the cause and the limiting
boundary here, as inevitable loss remains from the evanescent con�nement of carriers.
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Introduction

Optical losses are an integral part of light-matter interaction. From the Kramers–Kronig
relations it is known that there is no optical response without absorption. Any material
with a refractive index di�erent from unity, will be an absorbing one.

A �rst glance unconventional and counterintuitive approach towards dealing with
optical loss has been taken by Kovacs [11] and Yang et al. [12] who have used materials
with extremely high absorption to build low-loss waveguides. If the absorbing material
is prepared as a thin �lm with symmetric cladding, the propagation length of modes
can exceed the material’s bulk absorption length by orders of magnitude. In contrast
to plane waves, the propagation length of these waveguide modes even bene�ts from
increasing the absorption.

Since its discovery, waveguiding with strong absorbers has been considered in only a
limited number of works.13–17 In spite of its similarities with long-range surface plasmon
polaritons, waveguiding with strong absorbers has remained outside the scope of plas-
monic research. To some extent this is due to the unfortunate name “long-range surface
exciton polariton” that was given to the mode. Since excitons are neither adequate nor
necessary for the mode, the term is misleading. A comprehensive study on the in
uence
of losses over a wide permittivity range has hitherto been lacking. Obtaining a deeper
understanding of low-loss propagation in symmetric cladding thin-�lm waveguides is
key for further application in novel nano-photonic surfaces or active materials for the
purpose of quantum-optical e�ects.

�is thesis aims to put waveguiding with absorbing materials into perspective and
demonstrate their potential use for the next generation of attenuated total re
ectance
(ATR) based optical sensing.

�e �rst two chapters will lay the theoretical groundwork for symmetric cladding thin-
�lm waveguides. �e theoretical part focuses on the in
uence of the permittivity on
thin-�lm waveguiding. In particular, how material loss is transferred into propagation
loss of modes is discussed. Available values of permittivity in nature are discussed in
the permittivity landscape together with the suitability of individual materials.

Chapter 3 describes an ATR spectroscopy method for the excitation and detection of
modes in thin-�lms. A white-light interferometry technique is presented that allows
nanometer control of evanescent coupling gaps. �e method is a valuable tool to
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Introduction

investigate the modal propagation properties with broad-band ATR spectroscopy.

In chapter 4, the concept of symmetric cladding thin-�lm waveguiding is transferred to
functionalized polymer brush materials. �ese novel materials allow in-situ tuning of
permittivity and thickness. It is shown that such materials – despite optical loss and
disorder – are a promising platform for the design of recon�gurable waveguides and
optical sensors for the �eld of life-sciences.

�e quantum mechanical limits of ATR-based sensing are explored in the �nal chapter.
Here, a full quantum optics approach is employed to derive the ultimate sensitivity
limit of ATR spectroscopy. It is revealed that from a quantum optics perspective, large
improvements are within reach by optimizing the optical modes in the excitation and
detection of an ATR setup.

�is work can serve as a guide to the design of new ATR-based sensing devices. Starting
with the in
uence of lossy permittivities on symmetric cladding thin-�lm waveguiding,
the range of accessible permittivities is given together with a performance benchmark
for most available optical materials. White-light interferometry techniques for precise
ATR waveguide coupling are shown together with perspectives on the use of new so�-
matter functionalized surfaces. Lastly, quantum optics is employed to derive anticipated
sensitivities and to relate them to available commercial technology.

For the design of symmetric cladding thin-�lm waveguides, material losses can be
leveraged to become an intentional design parameter rather than an unsuppressible
burden. It is envisioned that changing the perspective on optical losses in materials will
bring up functional optical waveguides including new and more sensitive integrated
photonic sensors.

Since parts of this work have already been prepublished,18,19 some overlap to parts of
this dissertation may arise. Related publications are listed at the end of this thesis.
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Chapter 1

Surface waves and thin-�lmwaveguiding

�eexistence of surfacewaves is intimately connected to the behavior of electromagnetic
�elds at boundaries. In particular, the contrast ofmaterial responses allows for a strongly
con�ned �eld in the vicinity of a boundary. Provided that the rightmaterial combination
is used, even a single interface is su�cient to create a bound mode that propagates
along the interface with subwavelength lateral con�nement.

1.1 Single interface surface waves

For the theoretical description of interface waves, we will restrict ourselves to a 2D
description and align all of the interfaces either with the x , y-plane or parallel thereto.
In the case of a single interface, two media are assumed to be semi-in�nite, sharing
a common interface in the x , y-plane. At least one of the two material responses, the
permittivity ε and the permeability µ is required to be discontinuous at the interface,
otherwise the interface would be fully transparent and without relevance. We can rule
out a discontinuity in the permeability µ, as magnetic material responses have a limited
frequency range, which does not extend up to the optical regime. �e focus of this work
will, therefore, lie solely on permittivity contrasts.

�e permittivities are assumed to be piecewise homogeneous and isotropic in each
media with ε1 and ε2 denoting the permittivity in the upper half-space (z > ) and lower
half-space (z < ), respectively. �e symmetry allows us to consider only waves propa-

5



1. Surface waves and thin-film waveguiding

gating along the x-direction without losing generality. For time harmonic �elds, the
Maxwell equations provide a set of six time-independent equations in either mediuma

∂Ez

∂y
−
∂Ey

∂z
= iωµ0Hx

∂Hz

∂y
−
∂Hy

∂z
= −iωεε0Ex

∂Ex

∂z
−
∂Ez

∂x
= iωµ0Hy

∂Hx

∂z
−
∂Hz

∂x
= −iωεε0Ey

∂Ey

∂x
−
∂Ex

∂y
= iωµ0Hz

∂Hy

∂x
−
∂Hx

∂y
= −iωεε0Ez . (1.1)

�e superposition principle allows the �elds to be split into transverse magnetic (TM)
and transverse electric (TE) in order to solve each of them individually. TM waves
have a magnetic �eld that is at any time orthogonal to the direction of propagation
which is denoted by their k-vector. �e TM wave is not guaranteed to be a transversal
one, as the electrical �eld can have a longitudinal component along the direction of
propagation. TE waves represent the opposite case, with a fully transverse electrical
�eld and an optionally longitudinal component in the magnetic �eld. We can then
separate the �eld and simplify the previous equation system for the TM case (Hx = ):

Ex = −i


ωεε0

∂Hy

∂z
Ez = i


ωεε0

∂Hy

∂x
(1.2)

with the corresponding wave equation

∂Hy

∂z
+ (kε − i

∂

∂x
)Hy = . (1.3)

Analogous thereto, the TE mode (Ex = ):

Hx = i


ωµµ

∂Ey

∂z
Hz = −i


ωµµ

∂Ey

∂x
(1.4)

with its wave equation
∂Ey

∂z
+ (kε − i

∂

∂x
)Ey = . (1.5)

Before continuing with an ansatz for a surface wave, we brie
y revisit what is expected
from a surface wave. We require con�nement to the surface and vanishing amplitudes
in the far-�eld:

Ex ,y,z(z → ±∞) = Hx ,y,z(z → ±∞) = . (1.6)
a�e mathematical introduction to surface waves is based on work by Maier [20] and shares the

notation with a few minor exceptions.
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1.1. Single interface surface waves

�e mode should furthermore have a �nite norm to be meaningful and of practical
relevance. With these two assumptions, we have restricted the description to bound
modes thereby explicitly excluding leaky modes that have an evanescent pro�le growing
away from the interface. It should be borne inmind, that leakymodes are not completely
meaningless. �ey are useful in describing the coupling between far-�eld radiation and
a bound mode.

For the TE wave or s-polarization we employ the following ansatz for the electrical
�elds

E
()
y (x , z) = A(−)eik− ⋅r + A(+)eik+ ⋅r

E
()
y (x , z) = A(+)eik+ ⋅r + A(−)eik− ⋅r (1.7)

and the magnetic �elds

H
()
x (x , z) = A(−)

kz

ωµµ
eik− ⋅r + A(+)

−kz

ωµµ
eik+ ⋅r

H
()
x (x , z) = A(+)

−kz

ωµµ
eik+ ⋅r + A(−)

kz

ωµµ
eik− ⋅r (1.8)

where k± = (kx , ,±kz) and k± = (kx , ,±kz) are complex k-vectors with positive
real and imaginary parts in the respective medium. A(±) and A(±) are the electrical
�eld amplitudes in the upper and lower half-space, respectively. �e superscript denotes
upward (+) and downward (−) propagation. We can exclude components scaling with
A(+) and A(−) as they are decaying toward the interface rather than away from it. Even
in the case of a fully real-valued in-plane k-vector, the �elds at ±∞ do not vanish. It is
therefore justi�ed to exclude these terms in the ansatz.

Finding waveguiding modes is essentially a puzzle of boundary conditions. �e single
interface case is, however, still quite simple. Additional interfaces increase the complex-
ity, and �nding a solution for all cases quickly becomes a cumbersome task without the
help of numerical methods.

�e continuity of the �elds requires the following conditions for the normal and tan-
gential components21

n̂ × (E() − E()) = 

n̂ × (H() −H()) = Js

7



1. Surface waves and thin-film waveguiding

n̂ ⋅ (D() −D()) = ρs

n̂ ⋅ (B() −B()) =  (1.9)

where n̂ is the interface surface normal vector pointing toward the second medium.
�e Maxwell equations are 
exible here and allow some hypothetical surface currents
Js and surface charges ρs along the interface. We will disregard them, although they can
be useful for modeling interface roughness.22 Application of the boundary conditions
to the E-�eld yields

A(+) + A(−) = , (1.10)

which is used together with the condition of the H-�elds, yielding

kz

µ
+
kz

µ
= . (1.11)

�is condition, however, cannot bemet. It either requires permeabilities or kz-components
of opposite sign opposite signs. However, the permeabilities have been assumed to be
of unity. A negative kz is not allowed either, as that would not be a bound mode, but a
leaky one, diverging on one side of the interface. �is shows that a TE polarized surface
wave does not exist unless the permeability is negative on one side of the interface.
It is noted that such surface waves have however been demonstrated for microwave
frequencies.23

In analogy to the above calculation, the TM-case can be processed with the ansatz

H
()
y (x , z) = A(−)eik− ⋅r + A(+)eik+ ⋅r

H
()
y (x , z) = A(+)eik+ ⋅r + A(−)eik− ⋅r (1.12)

and

E
()
x (x , z) = A(−)

kz

ωµµ
eik− ⋅r + A(+)

−kz

ωµµ
eik+ ⋅r

E
()
x (x , z) = A(+)

−kz

ωµµ
eik+ ⋅r + A(−)

kz

ωµµ
eik− ⋅r, (1.13)

resulting in a more promising condition that involves the permittivities rather than the
permeabilities

kz

ε
+
kz

ε
= . (1.14)
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1.1. Single interface surface waves

Figure 1.1: E and H-�eld of a surface wave between a metallic (ε′ ≤ −) and a dielectric (ε′ ≥ ) medium.
�e boundary conditions enforce that one or other of the media needs an E-�eld which is inverted.
Evanescent k-vectors pointing away from the interface are otherwise impossible to construct.

Unlike in the TE-case, this is not an a priori contradiction to which a solution cannot be
found. �e boundary conditions require the in-plane components to match alongside
the interface, giving kx = kx = kx . �e wave equation can be used to relate the lateral
components kz with the permittivity

k− ⋅ k− = kx + k

z = ω

µεε

k+ ⋅ k+ = kx + k

z = ω

µεε. (1.15)

�e complex modal propagation constant is then found by combining the above equa-
tions

kx = k

√
εε

ε + ε
, (1.16)

where kx = k′x + ik′′x is the k-vector component in the direction of propagation. For a
solution to exist, one medium needs to be dielectric with a positive ε′ while the other
one needs to have a metallic permittivity with a negative ε′. �e pairing of negative
permittivity metals and dielectric allows for a �eld that looks mirroredb at the boundary,

b�e �elds are not usually strictly mirrored. However, the handedness of electric and magnetic �elds

9



1. Surface waves and thin-film waveguiding

creating what is called a surface plasmon polariton (SPP). �e polarization originating
from the free-carriers in the metal is delayed by almost half a cycle as illustrated in
Figure 1.1. �is e�ectively inverts the electrical �eld and allows the evanescent �elds
decaying on both sides of the interface to be matched. An exemplary �eld distribution
of a surface plasmon polariton is also shown in Figure 1.2.

�e propagation constant of modes will hereina�er always be normalized to the propa-
gation constant of plane waves in the cladding

kp =
kx

k
√
ε
. (1.17)

�is allows evanescent solutions (k′p > ) to be easily identi�ed and di�erentiated from
unbound ones (k′p < ).

Figure 1.2: An example of a surface wave with propagating along the interface of a metallic (ε = −)
and a dielectric (ε = ) medium. �e surface wave is bound to the interface and evanescently decaying.
Its wavelength λp is slightly shorter than the free-space wavelength λ due to the increased momentum
required for the evanescent pro�le.

with respect to the k-vector is opposed on both sides of the interface.

10



1.2. Zenneck waves and other surface waves

1.2 Zenneck waves and other surface waves

�e surface plasmon polariton is not the only surface wave that exists for a single inter-
face boundary. If one so�ens the initial conditions that were demanding homogeneous
and isotropic materials, other solutions can also be found. At the boundary between
uniaxial anisotropic materials and a isotropic dielectric, Dyakonov waves24 exist if the
necessary symmetry conditions are ful�lled. If one allows nonhomogeneous permittiv-
ity at the interface, Tamm waves25 are possible. Metamaterials and Metasurfaces with
arti�cially designed permittivity can also be used to support single interface surface
waves. A thorough review of single interface surface waves other than the surface
plasmon polariton can be found in [26] and [27].

Apart from those, Zenneck waves exist at the interface between a lossy and a loss-free
dielectric.28–30�e Zenneck wave is certainly the most unorthodox of all surface waves.
It is not only the oldest of all mentioned surface waves, but also the one that has created
the greatest controversy.31–34 Even the name of the Zenneck wave itself has been debated.
While Zenneck’s 1907 publication made the wave famous, it had been discovered earlier
by K. Uller, of one of Zenneck’s PhD students. Uller had already described the wave in
his dissertation28 four years before Zenneck published the results himself.

It was originally believed that the Zenneck wave was the driving force behind Marconi’s
�rst transatlantic radio communication. �e transmission beyond the horizon was
attributed to groundwave propagation – another name for surface waves between lossless
air and lossy ground or water. It was later found to be the re
ecting ionosphere and
not the Zenneck wave that was carrying the radio frequencies over the ocean. Since
then, the existence of the Zenneck wave has been questioned many times.31,32,35,36 In
particular, a sign error37 was believed to be in Sommerfeld’s mathematical description30

of the wave. Only recently – almost a hundred years later – the controversy seems to
have been mathematically resolved.38

�e reason for highlighting Zenneck waves at this point is, that Zenneck waves obey
the same dispersion relation as the surface plasmon polariton (Equation 1.16). Unlike
the surface plasmon polariton, the Zenneck wave has no requirement for a negative per-
mittivity. It is therefore of interest to di�erentiate both surface waves and to understand
which of the previous conditions disallowed Zenneck waves in the previous derivation.

11



1. Surface waves and thin-film waveguiding

�e most decisive di�erence between both modes is their phase speed. �e surface
plasmon polariton is a slow wave with a real part of the propagation constant larger
than that of plane waves in the cladding (k′x >

√
εk i.e. k′p > ). It is situated on the

evanescent side of the light-line (ω = ck
√
ε), which separates the evanescently bound

solutions, from the freely propagating solutions in the cladding. �e Zenneck wave,
being a fast wave, has a smaller propagation constant (k′x <

√
εk i.e. k′p < ), which

has serious implications for the Zenneck wave. �e Zenneck wave is not a guided mode
in the sense that it is able to propagate by itself but requires an incident external �eld in
order to exist. �is case was implicitly excluded at the beginning, allowing only waves
with k-vectors pointing away from the interface (see Figure 1.1). �e k-vector on the
dielectric side of a Zenneck wave always points toward the interface under the Brewster
angle. �e evanescent shape of the mode is only maintained as long as the external
�eld is present. �e wave is unable to exist and propagate on its own. �e relevance
for waveguiding applications is thereby quite limited. In addition, typical propagation
lengths are much shorter than those of surface plasmon polaritons.

1.3 �in-�lm waveguiding

�e three layer case is the next level of complexity that can still be handled semi-
analytically without much clutter. Similar to the single interface case, the modes can be
calculated by making a suitable ansatz followed by enforcing the boundary conditions.
�e two parallel interfaces are arranged symmetrically about the (x , y)-plane, sepa-
rated by a middle layer of thickness d. We assume the following permittivity pro�le
representing a slab of thickness d together with a substrate and superstrate

ε(z) =

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

ε if z < −d


ε if − d
 < z <

d


ε if z > d
 .

(1.18)

�e E and H-�elds used for the ansatz are similar to those of the single interface case
except the �elds inside the slab where upward and downward propagation is allowed:

H
(−)
y (x , z) = A(−)eik− ⋅r E

(−)
x (x , z) = A(−)

kz

ωεε
eik− ⋅r

12



1.3. Thin-film waveguiding

H
(+)
y (x , z) = A(+)eik

+

 ⋅r E
(+)
x (x , z) = A(+)

−kz

ωεε
eik+ ⋅r

H
(−)
y (x , z) = A(−)eik

−

 ⋅r E
(−)
x (x , z) = A(−)

kz

ωεε
eik− ⋅r

H
(+)
y (x , z) = A(+)eik+ ⋅r E

(+)
x (x , z) = A(+)

−kz

ωεε
eik+ ⋅r. (1.19)

Enforcing the boundary conditions at both interfaces leads to an equation system which
can be written in matrix form as

M ⋅A =  (1.20)

with

M =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

eikz
d
 −e−ikz

d
 −eikz

d
 

kz
ε
eikz

d
 kz

ε
e−ikz

d
 − kz

ε
eikz

d
 

 e−ikz
d
 eikz

d
 −e−ikz

d


 − kz
ε
e−ikz

d
 kz

ε
eikz

d
 kz

ε
e−ikz

d


⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, A =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A(−)

A(+)

A(−)

A(+)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (1.21)

Here, the odd and even rows of M re
ect the boundary conditions at z ± d/ for the
H and E �eld, respectively. For this homogeneous equation system to have a modal
solution the determinant is required to be vanishing. �ereby, the equation system
allows non-zero �eld amplitudes without external excitation. In a lengthy calculation
the equation system can be brought into an upper triangular form to simplify the
calculation of the determinant. By enforcing det ∣M∣ = , an implicit equation is found:

e−ikzd =
kz
ε
+ kz

ε
kz
ε
− kz

ε

kz
ε
+ kz

ε
kz
ε
− kz

ε

. (1.22)

For slabs with a thickness much larger than the absorption length (k′′zd ≫ ) the le�
hand side is vanishing. �is leaves a separable right hand side, having zeros for kz

ε
= − kz

ε

and kz
ε
= − kz

ε
. �ese two dispersion relations represent uncoupled single interface

surface waves at either side of the thick slab.

For thinner slab thicknesses, the mode pro�les of the two surface waves overlap and
can no longer be treated individually. �e coupling between both parts needs to be
taken into account. Two distinct modal solutions are known if the outer cladding layers
are assumed to have equal permittivity. It will be evident later that this restriction is not
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1. Surface waves and thin-film waveguiding

a critical limitation. With ε = ε, Equation 1.22 can be reduced and separated into two
branches13,39

tanh(
kzd


) = −(

εkz

εkz
) (1.23)

and

tanh(
kzd


) = −(

εkz

εkz
) . (1.24)

�e upper one is referred to as the symmetric branch or long-rangemode. It possesses
a longer propagation length with slightly reduced con�nement compared to the cor-
responding single interface wave. �e lower one is referred to as the antisymmetric
branch or short-rangemode. It is quite opposite and has a strong con�nement together
with a very short propagation length. �e discrepancy of bothmodes is most evident for
vanishing core thickness. Here, the long-range propagation constant converges against
a cladding plane wave while the short-range propagation constant diverges. In both
cases a smooth transition is found from the case of separated single interface surface
plasmons with a large core thickness toward the thin-�lm regime.

In Figure 1.3, exemplary �eld distributions for the long and short-range mode are
presented. �e Hy component is shown as it is continuous at both interfaces. �e Ex

and Ez components of the �eld possess di�erent symmetries. �e in-plane component
Ex shares the same parity asHy i.e. even parity for the long-range branch and odd parity
for the short-range branch. �e out-of-plane component Ez has the corresponding
opposing parity. �e antisymmetric mode has a characteristic zero crossing as the �elds
on either side are out of phase, leading to cancellation along the mirror plane.

�at which di�erentiates bothmodes, besides their con�nement and propagation length,
is the range of core permittivities for which solutions exist. �e convergence of two
single interface surface plasmon polaritons forming a hybrid mode is one solution
of the symmetric slab. It is, however, not the only one. �e remarkable and largely
unknown feature of the long-range branch is, that solutions exist even for non-metallic
and absorbing media. �is includes media, that lack a single interface solution such as
the surface plasmon polariton. For a symmetric cladding thin-�lm waveguide (SCTW),
the boundary conditions at both interfaces need to be matched simultaneously. Figure
1.4 illustrates the di�erent concepts that allow matching in metallic and non-metallic
media. �e matching for metallic media with negative ε′ and small ε′′ is very similar
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1.3. Thin-film waveguiding

Figure 1.3: Field patterns for the two solution branches of a metallic thin-�lmwaveguide with symmetric
lossless cladding (ε = −, ε = ). According to their �eld symmetry, solutions are referred to as (a)
symmetric and (b) antisymmetric mode. �e former, known as the long-range branch mode, possesses a
weaker con�nement together with an increased propagation length. �e latter, known as the short-range
branch, possesses a stronger con�nement and a reduced propagation length.

to the single interface case with an inverted E-�eld in the metal. �e upward and
downward propagating waves in the core have a strong lateral imaginary k-vector that
localizes the wave to either of the two interfaces. For non-metallic media or highly lossy
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1. Surface waves and thin-film waveguiding

Figure 1.4:�e boundary conditions of the symmetric cladding thin-�lm waveguide can be met for both
metallic and dielectric core materials. In the case of a metal, an upward and a downward propagating
wave, e.g. k+ and k− , are matched through the �eld inversion in the metal – in analogy to the single
interface surface plasmon polariton. In the lossy dielectric case, the E-�elds in the core are not inverted
and surface-plasmon-polariton-like pairs cannot be formed. However, the boundary conditions can be
met through pairing the respective upward and the downward propagating waves that form a Zenneck-
wave-like pair on either interface. Although the matching is similar to Zenneck waves, the overall modes
is a bound slow wave with a phase speed slower than light in the cladding.

media with large ε′′ the boundary conditions are met in a di�erent way. �e two waves
in the core have only a modest lateral con�nement to the interfaces. �ereby not only
an upward and a downward propagating wave can form a matching pair, but also waves
of the same type i.e. respective pairs of upward or downward propagating waves. �us,
an inverted E-�eld, as in the single interface case, is no longer necessary.

Besides the core permittivity, the core thickness plays an important role in thin-�lm
waveguiding. Figure 1.5 shows the complex propagation constant as a function of the
thickness for three di�erent permittivities. �ree exemplary permittivity values are

16



1.3. Thin-film waveguiding

Figure 1.5: Solutions of TM polarized slab waveguide modes with symmetric cladding. (a) Real part
of the normalized propagation constant kp indicating the lateral con�nement and the phase speed.
(b) Imaginary part of kp representing the propagation losses. On decreasing the waveguide thickness,
the single interface solutions on either side couple, forming a hybrid symmetric cladding thin-�lm
waveguide (SCTW) mode. At the price of reduced con�nement, propagation losses are signi�cantly
reduced. For metallic media, the single interface surface wave is the surface plasmon polariton while
for lossy dielectrics it is the Zenneck wave. �e decisive point here is that for very thin but highly lossy
dielectrics, the real part of the propagation constant is li�ed above the light-line. �e two coupled
Zenneck waves become an evanescently guidedmode that can propagate on its own without any incident
wave from the cladding. �e Zenneck wave solutions for the lossy dielectric core lies far outside the
shown range with kp = . + .i.
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1. Surface waves and thin-film waveguiding

show, representing ametal, a strong absorberc, and a lossy dielectric. SCTWmodes lie to
the upper side of the light-line that separates evanescently bound solutions (slow waves,
k′x >

√
εk i.e. k′p > ) from freely propagating solutions in the cladding (fast waves,

k′x <
√
εk i.e. k′p < ). �e formation of the hybrid SCTWmode can be seen for all

three permittivities. For the strong absorber, the transition from the unbound Zenneck
wave to the bound SCTWmode is visible. �e real part of the propagation initially lies
below the light-line. Upon thinning the core, it crosses the light-line coming from the
lower side, followed by converging against it from the upper side. �is transition is
also present for the lossy dielectric, but occurs far outside the shown thickness range.
�e phase velocity of the modes increases, but never exceeds the speed of light in the
cladding. At the same time, overall propagation losses of the modes are signi�cantly
reduced. �e con�nement of SCTW modes has fully vanished when approaching a
thickness d = . At this point, the mode has converged against a loss-free plane wave
in the cladding. SCTWmodes are generally located very close to the light-line. �e
symmetry of the cladding permittivity – demanded earlier – is therefore not a restriction
to the solution space but rather an indispensable requirement for propagation. Any
signi�cant asymmetry of the cladding permittivity would immediately open a radiative
loss channel. On the higher index side the mode would no longer be bound, leading to
light being radiated into the far-�eld.

SCTW solutions can be found in the whole permittivity plane except for a small region
around the cladding permittivity. �is cuto� is de�ned by14

∣ε − ε∣
!
> ∣ε∣ , (1.25)

which describes a circle of diameter ε, centered at  ε (see Figure 1.6). For loss-free
materials, Equation 1.25 is equivalent to the condition for total internal re
ection (n >
n). If a material has su�cient permittivity contrast to the cladding, propagation is even
allowed along highly absorbing materials. �is includes materials with exceptionally
strong absorption that would – as a bulk material – absorb light in a fraction of the
light’s free-space wavelength. One can think of the whole concept as the wave being
trapped by the core and having no other option than to propagate along the slab. �e

c�e term ’strong absorbers’ is used thereina�er for materials that have a predominantly imaginary
permittivity. A Lorentzian resonance describes a circle in the permittivity plane that is placed on top of
the background permittivity ε∞. �e center of a single resonance therefore lies close to imaginary axis.
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1.3. Thin-film waveguiding

Figure 1.6:�eonly region that a corematerial is unable to support an SCTWmode is set by the cladding
permittivity. Waveguiding is forbidden within a circle that has a diameter of the cladding permittivity.
�is is valid for both loss and gain material. �e shown cuto� reduces to the total internal re
ectance
condition n > n if both materials are loss-free (ε′′ = ε′′ = )

momentum of the wave is too large to radiate into the cladding. At the same time,
the thin core has too little volume to quickly absorb the wave. Unless momentum
is subtracted by other means such as scattering, the wave keeps propagating with its
evanescent pro�le until it is fully absorbed by the core material.
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Chapter 2

Symmetric cladding thin-�lmwaveguides

Material responses are at the same time a blessing and a curse for the guided propagation
of light. �ere is no dispersion without absorption. �e permittivity contrast that is
required for the guidance of the wave always comes at the price of absorption. In
particular, strong material responses are likely to come bundled with equally increased
absorption features. Even materials with epsilon near zero, so called ENZ materials, are
never loss-free. Due to the inherent relation of the permittivity and material losses, it is
of interest to consider both together in the context of thin-�lm waveguiding.

Waveguiding in lossy material has been known for quite some time, dating back to
initial publications by Kovacs [11] and Yang et al. [12]. Yet, the bigger picture on the
in
uence of permittivity has been missing in literature. �ere have been, without doubt,
quite a few noteworthy publicationsa that have discussed the concept of highly lossy
waveguiding materials.11–13,15,16,41–43 However, the majority of these works focused solely
on materials with permittivity on or very close to the imaginary axis (ε′′ ≫ ε′). Given
the similarities and dissimilarities with long-range modes in metallic media, a deeper
understanding of the in
uence of material losses is desired to put SCTWs in a broader
context.

aA well researched overview of waveguiding with lossy materials can be found in the review article
by Berini [40]. Although the article focuses on long-range surface plasmon polaritons, it contains a
subsection on lossy materials with a thorough literature list.
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2. Symmetric cladding thin-film waveguides

2.1 Permittivity contrast and propagation losses

�is section aims to identify how the bulk material loss of a particular material transfers
into propagation losses of modes in a thin-�lm. It should be borne inmind that material
losses – as encoded in complex permittivity – describe the absorption of a plane wave
in a bulk medium. It neither tells us how the light got in there, nor what losses are to be
expected with other waves in di�erent geometries. �e bulk material absorption does
not directly translate into propagation losses of a mode. One might intuitively think
that a stronger absorption would always result in a decrease of the modal propagation
length. However, quite the opposite is the case for thin-�lm waveguides. �e core
thickness plays an important role in thin-�lm waveguiding. �e absorption of light is a
function of the absorption strength, the volume of the lossy medium, and the individual
�eld distribution. In an SCTW, the losses also provide permittivity contrast, which
is responsible for the evanescent guidance that allowed the modal propagation in the
�rst place. Guiding through permittivity contrast is an e�ect that is more related to an
interface area, than it is to a volume. �e waveguide thickness can be thought of as a
tuning parameter, balancing volume and interface e�ects of the permittivity.

�e answer to how material loss a�ects the propagation in an SCTW is far from being
trivial. �e solution to the long-range mode branch has many degrees of freedom. Any
solution is always a compromise between con�nement, propagation loss, and waveguide
thickness. �ere is no single best material in this context. To explore the solution space,
isolines of equal propagation properties have been calculated over the permittivity plane.
Searching for isolines is equivalent to asking which permittivity can be substituted
by another while retaining the propagation length and con�nement. For a complex
propagation vector kp being a solution of the long-range branch, two additional degrees
of freedom exist if the cladding permittivity is kept constant. �e two parameters are the
complex permittivity ε and the core thickness d. Under variation of d, two materials
with di�erent permittivities can propagate in the samemanner i.e. with equal kp. Figure
2.1 illustrates these isolines for di�erent propagation vectors. In the two sub�gures, the
(a) real and (b) imaginary part of the k-vector is variedb. �e isolines form an opening

b�e normalized propagation constants were varied around kp = . + .i. At this point, the
isolines in the upper region of the plane split into two parts. �e choice of the point is otherwise arbitrary,
albeit propagation length and con�nement are within in the range of typical experimental realizations.
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2.1. Permittivity contrast and propagation losses

Figure 2.1: Isolines of equal propagation vectors over the core material permittivity. Variations of the (a)
real and (b) imaginary part of the normalized propagation vector kp around .+ .i, respectively.
In the symmetric cladding thin-�lm waveguide, bound modes exist for almost any permittivity ε =
ε′ + iε′′ . A continuous transition is found between modes supported by dielectric and metallic media.
It can be seen that best con�nement (large k′p) and longest propagation length (small k′′p ) is found for
materials with small ε′′ and large absolute ε′. Along each isoline the �eld in the cladding (ε = . i.e.
BK7 glass at  nm) is indistinguishable. �e core thickness along the isolines was continuously varied
in the range  nm < d < nm. �e propagation properties are mirrored along the real axis. Due to
time reversal symmetry, any solution with absorbing core material has a counterpart in the lower half of
the permittivity plane which shows gain instead of loss.
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2. Symmetric cladding thin-film waveguides

blossom centered close to the origin. �e outer leaves belong to propagation vectors
that either have a longer propagation length or a higher con�nement. Isolines are found
throughout the whole permittivity plane, spanning from negative permittivity metals
over strong absorbers to lossy dielectrics. Materials with a strong material response, i.e.
large ∣ε∣, have a tendency for higher con�nement. In addition, low ε′′ brings both better
con�nement and propagation length. �e lower half-space of the permittivity plane
belongs to materials that have gain rather than loss. �e solution space is mirrored
along the real axis as a consequence of time reversal symmetry of the solution. Every
lossy modal solution has a counterpart that is propagating backwards in time with gain.
Ideal propagation i.e. modes that are free of loss or gain are only found for materials
that lie precisely on the real axis. Any permittivity with ε′′ ≠  leads to a complex
propagation vector kp resulting in loss or gain.

It can be seen in Figure 2.1 that the use of highly lossy materials does not, per se, exclude
modal propagation. Despite strong material resonances and a permittivity near the
imaginary axis, these materials can have low propagation loss. For plane waves in such a
material, the propagation length scales inversely with

√
ε′′ due to increasing absorption.

�e scaling for symmetric cladding thin-�lm waveguides is quite the opposite. Here,
a stronger material response is in most cases bene�cial to the propagation. Bene�cial
in this context means either a stronger con�nement or a longer propagation length.
Figure 2.2 illustrates how the propagation properties of a mode change under increasing
absorption. �emodal propagation constant is shown as a function of the �lm thickness
for �ve permittivity values along the imaginary axis. �e two axes show the real and
imaginary part of the complex propagation constant. Modes with strong con�nement
lie on the right side. Modes with low loss are located near the real axis. As the thickness
is reduced, the propagation constant moves along a spiral shaped path toward a cladding
plane wave (kp =  + i) on the light-line. All curves intersect the light-line between
 nm and  nm. By crossing the light-line, the modes become bound. Increased
absorption signi�cantly reduces the propagation losses, even if the thickness is kept
constant. �e con�nement of the mode initially increases up to a thickness of around
 nm. From there on, both con�nement and propagation loss decrease. �emagnitude
of the core permittivity has signi�cant in
uence on the propagation length. �e �ve
curves represent values of ε between  and . In particular, very thick and very thin
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2.2. Mode transformation

Figure 2.2: In
uence of the corematerial loss ε′′ on the normalized propagation constant kp of an SCTW
mode as a function of the thickness. Numbers along the curve denote the waveguide thickness d in nm.
A low absorption allows for high con�nement, yet only short propagation length. Counterintuitively, a
strong absorption improves the propagation length for thin and thick slab waveguides.

waveguides can pro�t from the increased contrast. A �lm thickness of approximately
 nm leads to very similar propagation length for all cases. Above and below, however,
waveguides with higher index contrast show signi�cantly better loss �gures. Depending
on the core’s permittivity, the propagation loss k′′p falls below − between  nm and
 nm. For comparison, an Au based single interface surface plasmon polariton in the
near infrared ( nm) has a normalized propagation vector of kp ≈ . + .ic

2.2 Mode transformation

�e isolines of equal propagation length shown in Figure 2.1 raise the question whether
modes in dielectrics ormetals possess distinct properties that can be used to qualitatively
di�erentiate them. �e modal solutions for a given kp were calculated only through
the variation of the thickness d. Along the isolines, the variation of d is smooth and

cwhen paired with a typical glass such as BK7 as assumed in the calculations for Figure 2.2. A pairing
with air would result in a normalized propagation constant of kp ≈ . + .i
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2. Symmetric cladding thin-film waveguides

Figure 2.3: H-�elds for a set of di�erent symmetric cladding thin-�lm waveguides propagating in x-
direction. �roughout the series of pro�les 1 to 8, the core permittivity ε was varied while the cladding
was le� unchanged (ε = .). Propagation length and con�nement are the same (kp = . + .)
for all modes (1-8) as the core permittivities ε were chosen to lie on a near circular isoline with radius
r ≈  (see Figure 2.1). �e �eld in the cladding is identical and di�erences are only found in the core.
�e mode pro�le in the core varies from an exponential shape with a predominantly imaginary kz
component (i.e. curve 1) to a cosine shape with predominantly real kz component (i.e. curve 8). A
continuous transformation is found between modes referred to as long-range surface plasmon polariton
(LRSPP), long-range surface exciton polariton (LRSEP), and transverse magnetic waveguide modes
(TM). �e thickness of the core was varied from  nm for pro�le 1 to  nm for pro�le 8. Due to the
equal propagation vector, these modes are indistinguishable if they are probed by techniques such as
attenuated total re
ection (ATR) spectroscopy.
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2.2. Mode transformation

continuousd, indicating a seamless transformation of the mode. However, literature
classi�es modes in di�erent permittivity regions under distinct names. �e long-range
modes in the metallic region close to the real axis are known as long-range surface
plasmon polaritons (LRSPP).40 On the other side, dielectric modes on or very close to
the real axis are known as transverse magnetic (TM) waveguide modes.44 In particular,
the lowest order mode TM with the smallest core thickness is of relevance here. Modes
in materials with a core permittivity along the imaginary axis, such as those shown in
the previous section, are known as long-range surface exciton polaritons (LRSEP). �e
name LRSEP originates from early publications by Yang et al. [12, 13]. �e terminology
can be seen as misleading, as excitons are neither the only cause of strong absorption
nor are they required for the waveguiding.

Figure 2.3 shows several long-range modes with �nite propagation length. �e permit-
tivities ε have deliberately been chosen along an isoline covering both metallic and
dielectric regions. �e �gure illustrates the similarities of symmetric cladding thin-�lm
waveguides with metals, strong absorbers, and dielectrics. �e H- and E-�eld in the
cladding are identical as they are fully determined by kp. Di�erences in the mode pro�le
are only found in the subwavelength sized core. �e mode shape inside the core is best
characterized through the normal k-vector component of the �eld:

kz =
√
kp − εk


. (2.1)

�e �eld inside the core of a waveguide with losses is by necessity a superposition of
two exponential and cosine contributions. If the core permittivity is predominantly real
(ε′ ≫ ε′′), kz is almost fully real or imaginary for positive and negative ε′, respectively.
An imaginary kz describes a double exponential pro�le i.e. �eld decaying from both
interfaces. �e resulting �eld has a minimum in the center, such as curve 1. �e
modulation is rather weak, as the core is signi�cantly subwavelength. Along the isoline,
the curves following a�er (curves 2 to 4) still share a double exponential pro�le. Starting
with curve 5, the pro�le becomes 
at resulting from equal exponential and cosine

d�e thickness d serves as a tuning parameter to navigate along an isoline. Small values of d locate
the solution initially on the negative permittivity side (metallic). For increasing d, the solution moves
clockwise toward the dielectric side in a circular motion. For stronger con�nement or long propagation
length, the isoline is split in the middle. �e solution leaves on the le� side and immediately returns on
the right side.
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2. Symmetric cladding thin-film waveguides

contributions (k′z ≈ k′′z e.g. curve 5). �e pro�les following a�er show a clear cosine
shape with a pronounced maximum instead of a minimum.

In summary, the mode pro�le is mostly identical. �e only di�erences are found in
the core where the pro�le is a mixture of real and imaginary kz components. Metallic
waveguides have a stronger imaginary part while dielectric waveguides have a stronger
real part. A continuous evolution of the mode pro�le and the thickness is found
along isolines. �is blurs the boundaries between LRSPP, LRSEP, and TM modes and
questions whether the distinct naming is justi�ed. Any demarcation between LRSPP,
LRSEP and TM based on the mode shape or the permittivity has to be arbitrary. Long-
range modes are a phenomenon that is not restricted to certain quasiparticles such as
plasmons or excitons, but exist whenever there is permittivity contrast between cladding
and core.

2.3 Permittivity landscape

A�er the theoretical exploration of the SCTW solution space, attention is now turned
to the experimental side. Looking at the isolines in the permittivity plane shown
previously, the immediate question arises as to which of these permittivity values is
experimentally within reach. As no immediate answer was available in literature, the
range of permittivities given by nature was gathered from published ellipsometry data.
�e study focused on solid materials in the VIS-NIR regime. Figure 2.4 shows the
�nal result, a plot of the assembled permittivity landscape. A detailed list containing
all citations can be found in Appendix C.45–47 �e complex permittivity plane can
be subdivided into several regions. �e lower right contains transparent insulators
that lie close to the real axis. �is includes all optical glasses that virtually occupy
only a single point around ε ≈  with a few high refractive index glasses reaching
up to . �e losses of commercial glasses are usually in the order of ε′′ ≈ − but
increase signi�cantly toward the UV.�e loss angle δ, that describes the argument of
the complex permittivity δ = arg(ε), is close to . Above the transparent insulators
one �nds typical semiconductor materials such as Si, GaAs, and InP. Starting from the
bandgap energy, their ε′′ increases. Depending on whether the materials are direct or
indirect semiconductors and on the individual doping levels, the increase in absorption
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2. Symmetric cladding thin-film waveguides

with frequency can vary from almost 
at to very steep. Semiconductors with very strong
resonances such as PbSe, Ge, and transitionmetal dichalcogenides (TMDs) such asWS
WSe MoS MoSe have loss angles that can reach up to °. �e prominent resonance
of these materials leads to a high refractive index even far o� the resonance. Due to
the Kramers-Kronig relations, material resonances lead to counterclockwise turns for
increasing energy. �e absorbing region around the imaginary axis is also approached
from themetallic side of the permittivity planes. Transitionmetals occupy a large region
with loss angles between ° and almost °. �e permittivity of these conducting
materials is strongly altered by electronic transitions in the VIS and NIR. �ese broad
resonances can completely dominate the permittivity over contributions from the free
electrons. Molybdenum, chromium, and tungsten, for example – all metals from their
band structure – e�ectively behave as dielectrics (ε′ > ) in the NIR regime. In addition,
metallic media with free electrons possess a bulk plasmon resonance that usually lies in
the UV. Beyond this point these materials become transparent and lose their negative
permittivity behavior. �e classical plasmonic materials Al, Ag, Au, and Cu are found
very close to the real axis with a loss angle δ close to  degree. Apart from these,
nitrides such as TiN, HfN, and ZrN have comparable permittivities, which explains the
recent interest in them as alternative materials in the �eld of plasmonics.

2.4 Figure of merit for thin-�lm waveguides

Selecting a suitable material out of the permittivity landscape that has optimal perfor-
mance for a particular application is far from trivial. Besides constraints imposed by
processing technology, damage threshold, and chemical compatibility, the individual
requirements for con�nement and propagation diverge for di�erent applications. �ere
is no single optimal material that ful�lls all demands. For example, space constraint
integrated optics need a high degree of con�nement, whereas applications in nonlinear
optics may demand not only con�nement but also su�cient propagation length for
high �eld enhancement. Lastly, sensing applications require a long propagation length
to reach high sensitivity for refractive index changes. In an SCTW the trade-o� between
con�nement and propagation length is adjustable via the core thickness. Decreasing
the �lm thickness will enhance the propagation at the price of reduced con�nement.
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2.4. Figure of merit for thin-film waveguides

Hence, it makes sense to calculate a �gure of merit (FOM) that takes both con�nement
and propagation length into account. Several FOMs have been calculated for similar
purposes. While they are mostly similar, they are not the same. An overview regarding
the di�erent approaches can be found in [48]. Here, the following variant will be used
with the result, expressed in decibel units

FOM (dB) =  log
k′′z
k′′p
=  log

⎛

⎝

Im{
√
kp − ε}

k′′p

⎞

⎠
, (2.2)

where kp and kz are the complex components of the k-vector parallel and normal to
the interface, respectively. �e imaginary part of kz directly represents the con�nement
of the mode in the cladding, while the imaginary part of kp is proportional to the
propagation losses. �e FOM possesses a singularity for lossless modes. It also diverges
for vanishing �lm thicknesses since the losses decrease faster than the con�nement.
Still, it can serve as a benchmark for optical materials . In Figure 2.5 FOM values are
plotted for a wide range of materials that are common in the �eld of optics. Each box
shows the wavelength dependent FOM over the range  nm to  nm. �e upper
and lower curves represent �lm thicknesses of  nm and  nm, respectively. �e two
numbers in each of the boxes denotes the minimum and maximum of the FOM for the
respective material.

Among the plasmonic materials, Ag followed by Au and Cu possess the highest FOM
values of  dB,  dB, and  dB, respectively. In general, materials with a permittivity
close to the real axis show the highest FOM values. However, elementary high refractive
index materials with a permittivity anywhere else, have values that lie only  to  dB
below the those of the classical plasmonic materials.

Apart from the elementary materials, compoundmaterials can reach even higher FOMs.
Compound semiconductor materials bene�t from high permittivity contrast combined
with only modest loss below their band-gap energy. A tendency for better propagation
properties at the low energy end is clearly visible. �is is the result of strong resonances
in the UV that also impact the blue end of the VIS spectrum. MoO is the only exception
among the selected materials, showing a much higher FOM toward the UV regime
while having only a weak FOM in the NIR regime.

�e presented FOMs need to betaken with a pinch of salt. Comparing the performance
of SCTWs from plasmonic materials with those of highly lossy materials, one may
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2.5. Concluding remarks

argue that the latter are unable to surpass the performance of established plasmonic
metals. Although certainly true, this would disregard the fact that preparation problems
of plasmonic materials can be overcome by using alternative materials. �e common
noble plasmonic metals – in particular Au – have a tendency to form islandized �lms
if the thickness is very thin. Even with advanced physical vapor deposition (PVD)
techniques,49 high quality thin �lms of less than  nm remain challenging. Transition
metals such as chromium or molybdenum, in contrast, allow for the fabrication of
�lms of single digit nanometer thickness with exceptionally low surface roughness.
Furthermore, their dispersion is advantageous for guiding at the higher energy end
of the VIS/NIR spectrum – with potential extension toward the UV range. Accepting
slightly lower con�nement or reduced propagation length might be rewarded by other
e�ects. Applications in nonlinear optics, for example, can bene�t from SCTWs using
materials with strong absorption. Greatly enhanced nonlinear susceptibility is found
for excitation close to a resonance which easily outweighs lower �eld enhancement.50

Here, using a speci�c material rather than a plasmonic one a lower FOMmay easily be
overcome.

2.5 Concluding remarks

SCTWs permit waveguiding with materials that are otherwise unsuitable for modal
propagation with low loss. Modes are available to almost any material including plas-
monic materials, strong absorbers and lossy dielectrics. Smooth mode transformation
was shown between regions commonly known for long-range surface plasmon polari-
tons, long-range surface exciton polaritons and lowest order TM waveguide modes.
SCTW should therefore be seen as a super-category for these modes which are other-
wise hard to distinguish. �e in
uence of the permittivity was discussed and isolines
of equal propagation properties were shown, that span the whole permittivity plane.
�e theoretical description was contemplated by the permittivity landscape showing
accessible values of permittivity. Additional guidance for practical applications was
given through the presentation of �gure of merits showing the individual capabilities
of elementary and compound materials for the realizations of SCTWs.

It is believed that the �ndings will be useful in the design of novel photonic devices.
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2. Symmetric cladding thin-film waveguides

In particular, propagation isolines and mode transformation are important tools for
impedance matched – i.e. re
ection-free – insertion of lossy waveguide sections into
larger assemblies based on plasmonic or near loss-free dielectric waveguides.
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Chapter 3

ATR based evanescent coupling

Guidedmodes possess a k-vector that is larger than those of plane waves in the cladding
material. �is makes the mode a bound one as the light has too much momentum to
radiate into free space i.e. the cladding. At the same time, it does not allow any coupling
between the outer world and the bound mode. �e mode, so to say, lives undisturbed
and on its own.

�ere are multiple approaches to interacting with guided modes, in particular to feed in
far-�eld radiation by means of a coupler. �e most popular ones are grating coupling,51

end-�re coupling,52 rough surfaces,53 edge coupling,54 and attenuated total re
ectance
coupling.55�e individual implementations are quite di�erent but have in common
that the momentum of the light is increased such that it can excite the mode. Grating
or corrugated interfaces can add or subtract a momentum which corresponds to the
periodicity of the surface modulation. Coupling through roughness works in a similar
fashion. Although there is no strict periodicity, a rough surface can add momentum
which becomes evident by looking at the spatial frequencies it contains. End-�re
coupling aims to illuminate one end of a waveguide together with creating large mode
overlap between the incident focused light and the mode pro�le of the waveguide. �e
step-like refractive index pro�le allows high spatial frequency components to add to the
momentum. Edge coupling illuminates the edge of the structure, o�en combined with
light being fed in by a scanning near-�eld optical microscope (SNOM) tip. Again, the
high spatial frequencies incorporated in the edge pro�le hold k-vectors large enough
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3. ATR based evanescent coupling

for the excitation.

Attenuated total re
ectance coupling uses the evanescent �elds with enlarged k-vector
to couple the mode with the far-�eld. By overlapping evanescent near-�elds, light can
tunnel through barriers that would otherwise re
ect it. Near-�eld coupling is the driv-
ing principle for various optical technologies such as �ber optic directional coupling,56

near-�eld scanning optical microscopy57 and total internal re
ection 
uorescence mi-
croscopy.58 In the case of ATR spectroscopy, the evanescent waves are used to bridge the
near �elds of the con�ned modal propagation in the sample with the detection setup in
the far-�eld.

Figure 3.1: Evanescent prism coupling schemes; named a�er their inventors (le�) Kretschmann59 and
(right) Otto.55 �ey di�er by the order of the stacked layers. �e surface plasmon is, in both cases,
excited at the air-metal interface. �e middle layer, made out of metal, is usually much smaller than
its counterpart made of air, due to the shorter optical path length of light in the metal. For plasmons,
excited on gold in the VIS and NIR regime, a Kretschmann setup requires a coupling thickness of
some tens of nanometers, while an Otto setup needs gaps between hundreds of nanometers and a few
micrometers.

Historically, the �rst optical ATR coupler was the Otto con�guration,55 closely followed
by the Kretschmann con�guration.59 Both con�gurations were named a�er their in-
ventors and have been used for the excitation and spectroscopy of surface plasmon
polaritons. �ey are practical realizations of an optical multilayer system consisting of
three stacked layers. �e implementations di�er from each other in the arrangement
of their layers. �e top layer in both is a glass prism to provide the required photon
momentum. In the Otto con�guration this layer is followed by an air gap and then
metal, whereas in the Kretschmann con�guration, the metal sits in the middle, followed
by air. In both cases, the surface plasmon is excited at the air-metal interface.
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3.1. ATR coupling as a k-resolving spectroscopy method

For ATR based coupling, both energy and momentum need to be matched. While the
energy is given by the frequency of the light-�eld, momentum can be tuned accordingly
through the angle of incidence θ. For a plane wave illuminating the prism hypotenuse,
the k-vector is projected onto the surface. �e x-component, which points in the direc-
tion of the surface wave propagation, can be tuned as kx = k

√
ε sin(θ), where θ is the

angle between the surface normal and the k-vector of the incident wave. Compared
with other available coupling techniques, attenuated total re
ectance coupling is unsur-
passed when well-de�ned k-vectors and minimal coupling loss is required. It does not
require any resonant structure and can serve as a broad-band coupling device.

3.1 ATR coupling as a k-resolving spectroscopy method

�e angular sensitivity of an ATR setup can be used as a spectroscopic method to obtain
the k-vector of a mode. From the angular resonance pro�le, the modal propagation
constant can be derived. Unknown parameters of the system can then be calculated,
such as the mode’s phase velocity, propagation length, layer thickness, permittivity or
interface roughness. Similar to ellipsometry, not all unknowns can be found at the
same time, as there is a signi�cant amount of ambiguity that has to be considered when
�tting the results.60

Technical challenges are likely to be the reason why coupling through an air gap, i.e.
the Otto con�guration, has seen very little adaption since its invention.55 Most ATR
experiments make use of the Kretschman-Raether geometry in which the sample is
applied as a sub-wavelength thin-�lm directly on the prism. Although inherently
more robust to mechanical and thermal e�ects, this geometry is unsuitable for bulk or
opaque samples and requires separate samples for each desired coupling strength. �e
latter may be disadvantageous if the properties of the sample are not known a priori.
Moreover, a precisely controlled coupling strength is important for the achievement
of critical coupling. Critical coupling marks the point of loss-free coupling where
intrinsic propagation losses of the mode match the radiative losses introduced by the
evanescent coupling. Under critical coupling conditions all energy is coupled into the
mode and absorbed by it. Critical coupling is originally known from the theory of
coupled resonators where energy is transferred uni-directionally without loss upon
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3. ATR based evanescent coupling

impedance match of the resonators.

3.2 Nanoscale coupling gaps

As the evanescent decay of the light �eld occurs on the order of the wavelength or even
below, nanometer precision control of the gap size is an essential requirement for ATR
spectroscopy. While the technical di�culties of evanescent coupling have long been
solved for integrated photonics, coupling through wide-area nanometer gaps of air or
liquid is still challenging. �e nature of separation by a non-rigid gap makes Otto type
ATR setups very prone to thermal expansion and vibration, both having severe impact
on the stability. Due to the lossy nature of SCTWmodes, depositing heat in the system
is unavoidable. Upon matched impedance, all optical power is eventually absorbed in
the lossy waveguiding core. �is is of particular relevance when nonlinear processes
that require high input powers are to be excited. �ermal dri�s can also occur when
the excitation beam is scanned over the angular resonance. Large variations of the heat

ux can be found between on- and o�-resonant excitation that perturb the thermal
equilibrium, leading to undesired thermal expansion. �us, a real-time feedback of the
gap width is required to counter such e�ects and stabilize the coupling conditions.

Nanometer resolving technologies such as glass scale encoders, capacitive sensors,
piezoresistive sensors, or di�erential transformers are readily available.61 However,
SCTWmodes require an unobstructed coupling region which prevents the placement
of such sensors directly in the gap. Encoder solutions mounted at an o�set position are
detrimental as their measurements are very prone to errors due to tilt and deformation
which require external compensation.

3.3 White-light interferometry based distance readout

A technique has been developed that reduces the mechanical complexity and allows
the gap to be sensed in a direct and non-invasive way, which is highly desirable to
harness the full potential of ATR spectroscopy. �emethod employs spectrally resolved
white-light interferometry to resolve the distance between the coupling prism and
sample with nanometer resolution. �ereby, the parallelism of prism and sample can
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3.3. White-light interferometry based distance readout

Figure 3.2: Sketch of the ATR geometry with integrated white-light interferometry for high-accuracy
absolute coupling gap control. Back re
ections from interfaces interfere in the spectrometer and provide
a unique spectral modulation.

be brought down to a single arcsecond. �e white-light coupled into the system is
non-invasive and allows remote in situ monitoring of the coupling distance without
perturbing the modal propagation in the sample.50,62 Read at real-time, the signal can
be used as a feedback to stabilize thermal dri�s in the setup. �e measured signal is a
unique function of the gap-size providing an absolute valued distance readout. Initial
referencing of an origin is not required as it is with monochromatic interferometers.

�e ATR coupler forms an optical multilayer system together with the sample, as
illustrated in Figure 3.2. �e task at hand is to calculate the spacing between the prism
and sample from the spectral modulation pattern of the back-re
ected white-light. �e
gap can be theoretically treated as a Fabry-Pérot resonator formed by the prism-air and
the air-sample interfaces. �e overall complex re
ectance coe�cient of the multilayer
system can be calculated. �e system is then treated as a single interface with the
computed re
ectance function. In Figure 3.3, spectra taken at di�erent coupling gaps
are shown. �e actual gap width d can be calculated from the unambiguous signature
of the cavity. �e condition for constructive interference from the two surfaces is

d ⋅ n ⋅ cos θ = (m +
φr

π
) ⋅
λ


, m = , ,  . . . , (3.1)

where d is the interface spacing, n the refractive index in the gap, θ the tilt angle
of the white-light beam with respect to the sample surface normal, and φr the phase
retardation due to re
ection at the sample surface. Light re
ected at the prism surface
is in-phase with the incident wave (n > n as required by ATR spectroscopy). At the
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3. ATR based evanescent coupling

Figure 3.3: Re
ectance spectra for an AlN sample close to an ATR coupling prism. �e coupling gap
size d can be determined by computing the Fourier transform of the re
ectance signal.

sample surface, however, the phase retardation depends on the sample permittivity and
the layer structure. For normal incidence, it can be anywhere between −° and °.
Figures 3.4 and 3.5 show the re
ectance phase and the magnitude of a material as a
function of its permittivity, respectively. �e positive real axis has a stepwise pro�le
with ° for ε′ <  and −° for all media with ε′ > . �is is also known by the rule
that light re
ected at a higher index media is subject to a π phase jump. However,
as soon as lossy materials come into play, this rule is no longer valid and φr varies
between −° and ° over the permittivity plane. Consequently, φr has – in general –
a non-constant spectral response that needs to be known in order to derive the absolute
distance. Previous implementations63,64 of the Otto-geometry using monochromatic
interferometry have disregarded the re
ection phase. �is is likely the reason why in
both cases the critical coupling distance was underestimated. Apart from this systematic
error, these monochromatic implementations could only change the gap in discrete
steps as they were based on counting interference fringes.

�e gap width d can be extracted from the spectral re
ectivity data by means of a
Fourier transformation. �e fundamental frequency f in the Fourier spectrum is used
for the evaluation as follows:

d ⋅ n ⋅ cos θ = f +
∂φr(k)

∂k
, (3.2)

where the le� hand side is the optical path length of the light in the gap. �e right
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3.3. White-light interferometry based distance readout

Figure 3.4: Re
ection phase φr shown over the permittivity plane when illuminated from amediumwith
ε =  e.g. vacuum. Transparentmedia without any imaginary part in their permittivity give either a phase
response of ° or −°, depending on whether epsilon is above or below those of the adjacent medium.
All lossy media show a phase response that lies in between. �e phase response has a singularity if both
permittivities match; however, the re
ectivity vanishes, too.

Figure 3.5: Re
ectivity of a surface shown over the permittivity plane when illuminated from a medium
with ε = , e.g. vacuum. �e highest re
ectivity is obtained from loss-free materials with negative
permittivity, e.g. metals (ε′ < , ε′′ = ). Here, the re
ectivity is fully independent of the magnitude of ε.
Fully vanishing back-re
ection is only found for matching permittivities. A material with absorption
always gives a back-re
ection. A perfect absorber, therefore cannot be built from a single isotropic
optical material.

41



3. ATR based evanescent coupling

hand side is composed of two in
uences on the spectral modulation pattern. First,
the modulation frequency f resulting from spacing of the two interfaces. Second, the
dispersion of the re
ection phase φr, being non-zero for absorbing materials. �e
Fabry-Pérot cavity allows not only a single round trip for a photon, but multiple cycles.
�ereby, higher harmonics, i.e.  f ,  f ,  f . . . are also present in the transformed signal.
It is paramount that the lowest order of this series is taken. For ATR setups employing
VIS with glass prisms, this is of no concern as the prism-gap interface has a re
ectance
of only a few percent. Multi-cycles in the cavity are thereby strongly suppressed.

Additional improvement to the accuracy is gained by evaluating not only themodulation
frequency but also its spectral position. �e spectral position is expressed by the phase
of the modulation frequency α – not to be confused with the optical phase of the
re
ection φr. �ese quantities are related as

α(k) = φr(k) + dnk cos(θ). (3.3)

In particular, if the distance d is vanishing, α(k)∣d= = φr(k)∣d=. However, measuring a
modulated spectrum at d =  would require white-light of in�nite frequency to resolve
the wide spectral pattern of such a thin cavity. As the coupling distance d is already
fully determined by the modulation frequency, the system becomes overdetermined
by measuring α. �is additional information can be used to improve the resolution by
reducing the in
uence of noise as well as a veri�cation of the underlying ellipsometry
data. Figure 3.6 shows a polar plot with the frequency in radial direction and the
corresponding phase in azimuthal direction. In this representation, a changing gap
leads to a spiral around the origin. Especially for very narrow gaps with few or even
single cycle modulation, evaluation of the phase signi�cantly improves the accuracy. In
the case of improper ellipsometry data, the evaluated frequency would be o�set from
the spiral.

3.4 Re
ection phase dispersion

For absorbing materials with a non-constant φr(k), α(k) is no longer a linear function
of k that could be expressed as a single frequency f = ∂α

∂k
. In such cases, it cannot

directly be plotted as in Figure 3.6. However, the phase dispersion in the spectrum can
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3.4. Reflection phase dispersion

Figure 3.6:�emodulation frequency f plotted together with its phase. In this representation, changing
the coupling gap describes a spiral path. Concurrent evaluation of both quantities improves the accuracy
and serves as a veri�cation.

be precompensated by multiplying the modulation signal with e−iφr(k) before applying
the Fourier transformation. �is e�ectively cancels out the dispersion of φr in Equation
3.3 and reduces the modulation to a single frequency. If the sample’s material absorption
peaks are very broad and outside the spectral window, it might be su�cient to com-
pensate the measurements by an o�set do�set = 

n cos(θ)
∆φr
∆k that accounts for a linear

slope in φr(k). Figure 3.7 shows φr(k) for a gold surface based on various permittivity
data reported in literature. �e d-band transitions around  nm that give gold its
characteristic color are clearly visible as a peak in the phase response. Toward the NIR,
the response becomes 
at and can in most applications be approximated with a linear
slope.

�e presented method shares similarities with white-light Michelson interferometers
or Fourier transform spectrometers used in the ultrashort pulse laser community. Here,
white-light is uses to measure the group delay (GD) and group delay dispersion (GDD)
of optical components.65–69 Measuring the gap is to some extend the reverse process of
measuring GD and GDD. For the calculation of GD and GDD from interferograms,
the shi�ed distance in the reference arm is used to calculate the spectral phase. In our
case, the re
ection phase dispersion – that is a GD expressed as a distance rather than a
propagation time – is previously known and the distance is to be calculated.
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3. ATR based evanescent coupling

Figure 3.7: Re
ection phase of gold samples reported by di�erent authors. �e peak in the phase response
is a result of the d-band transitions that appear slightly above  nm and give gold its distinctive
color. Di�erences between the underlying ellipsometry datasets are likely to stem from varying surface
roughness as a result of individual sample preparation techniques.

3.5 Implementation

�e white-light interferometry method was implemented in an ATR setup for k-space
spectroscopy of SCTWs in the VIS and NIR regime. As sketched in Figure 3.2, the
top of a conventional isosceles triangular prism was ground o� parallel to the probing
interface. �e prism was made from SF11, a high refractive index glass with n > .
(ε > .) between  nm and  nm. It provides su�cient permittivity contrast for
most transparent materials.

A white-light beam coming from a �ber coupled white LED source (Cree XPEWHT-L1,
K color temperature, - nm) is fed through the prism top. �e beam is
focused onto the sample with an opening angle of °. �e divergence of the white-
light is small enough for the Rayleigh length to be much larger than the coupling gap.
Both interfaces are thereby in focus and interface re
ections can interfere spatially
coherent in the far-�eld. �e white-light coming out of the �ber is fed in normal to
the prism surface and the re
ected signal coupled back into the �ber. A�er the �ber,
a beam splitter is used to separate the forward and backward propagating signals. A
signi�cant part of the light is re
ected at the �ber ends due to coupling losses. For such
a spectrally broad beam these losses are virtually unavoidable and can be much larger
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3.6. Error estimation

than the amplitude of the desired signal. �e largest contribution comes from the initial
coupling of the LED light into the �ber, where mode matching is hard to achieve due to
the large emitter size and chromatic aberrations. �e mismatched light, which would
otherwise over-saturate the spectrometer detection, was blocked by placing a pair of
crossed polarizers in the arms of the beam splitter. As the �ber is a non-polarization
maintaining type, light that enters the multimode �ber is depolarized and a part of it is
able to pass the second polarizer on the way back. Unmatched light that did not enter
the �ber is, however, completely blocked at the second polarizer.

Besides absolute gap width readout, the method allows for parallel alignment of the
prism and the sample. �is is a crucial requirement for ATR spectroscopy; not only
because the edges of a tilted surface would otherwise collide with the coupler. An
uneven or tilted coupling gap leads to varying coupling conditions. It is experimentally
challenging, if not impossible, to distinguish overcoupling or undercoupling from the
losses of tilted coupling. Parallel surfaces with high accuracy (±′′) are adjusted by �rst,
optimizing the contrast of the interference signal; and second, by laterally scanning the
white-light measurement spot over the sample. By this means, the obtained constant
gap width assures homogeneous excitation conditions across the complete light spot,
being crucial for obtaining well-de�ned full-scale resonances in the ATR spectra.

3.6 Error estimation

It is obvious that the method stands and falls with the accuracy of the spectrometer.
�e lower end of the detectable range for the distance readout is limited by the signal-
to-noise ratio (SNR) and dynamic range of the spectrometer. If the modulation period
becomes wider than the spectrum, high resolution of the intensity is required to obtain
sub-cycle frequenciesa. �e upper end of the range is set by the spectrometer wave-
length resolution. When the spectral modulation period approaches the spectrometer
resolution, it can no longer be resolved. �is can also be thought of as the coherence

a�is can no longer be done by means of a Fourier transform, as the �nite spectrum of the light
source acts as a windowing function to the spectrum. �e frequency components of the spectral window
dominate and limit the resolution in the frequency domain. However, sub-cycle periodicities resulting
from gaps down to  nm were successfully �tted with a transfer-matrix-based multilayer model.
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3. ATR based evanescent coupling

limit of the interferometer. While the overall broad-band white-light has a very short
coherence length in the micrometer range, each of the separated spectral bins in the
spectrometer has a much larger coherence length as they are very narrow-band. For the
given case with a compact CCD spectrometer (�orlabs CCS200/M,  nm– nm,
∆λ = nm, SNR ≈ 2000), the detectable range spans almost 3 orders of magnitude
between  nm and  µm.

Figure 3.8: Dispersion of the re
ection phase expressed as distance. Disregarding the spectral phase can
lead to errors as large as  nm. �e spectral dependency of the re
ection phase is a large source of
error in the determination of the coupling gap size. Precise ellipsometry data is therefore indispensable.
�e lower plot shows the standard deviation of literature data as a guide to estimate the in
uence of
ellipsometry data. Far o� any material resonances, the in
uence reduces to values as low as a few
nanometers.

Given that the re
ectivity spectrum is measured with su�cient precision and resolution,
the dispersion of the re
ection phase is le� as the next largest source of error. Here,
the accuracy of the ellipsometry data is of utmost importance, when absolute valued
single-digit nanometer resolution is required. As there are many ways that ellipsometry
data can miss the real dispersion curve, a straight forward derivation of the error is
impossible. However, a test case was constructed as a practical guide for the accuracy of
d. For an Au surface in the VIS region, d was calculated based on di�erent ellipsometry
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data reported in literature (see Figure 3.8). �is has led to an uncertainty of ∆d = .nm.
Higher precision can be achieved through measuring the individual dispersion of
the sample, which di�ers with material purity and surface roughness. Ellipsometry
measurements of two Au �lm samples that were coated in the same batch and measured
individually resulted in an error of less than . nm. In contrast, completely disregarding
the in
uence of the re
ection phase dispersion would result in an error as large as
∆d = nm.

Other possible sources of error are cosine errors, �nite surface 
atness, bending through
compressed dust, and refractive index errors of the medium in the gap. Cosine errors
occur when the beam is incident other than normal to the surfaces. �e confocal beam
path reduces this in
uence signi�cantly. �e angular mismatch was estimated to be
±.°, which translates into a relative error of on the order of −. �e �nite accuracy of
optical surfaces contributes another source of error. Typically, polishing is guaranteed
to be better than λ/ or even λ/ over a L = mm aperture with λ = .nm. Over
a smaller aperture it can be expected to scale down with

√
L as the sample size is

reduced. In the setup, samples with apertures no larger than mm were used. Bending
from compressed dust or other particles is another source of error, especially for sub-
micrometer gaps. Although it is easily detectable thought the resulting force against
the piezo actuators, it is hard to prevent in a non-cleanroom environment. Finally, the
refractive index of air needs to be taken into account, in particular its dependency on
temperature, atmospheric pressure and humidity. Being a relative contribution to the
overall error, it is usually negligible, in particular for small gaps.

3.7 Concluding remarks

�epresented setup can be used for gap control between  nm and  µm, serving as a
versatile tool for precise evanescent coupling control. It is not limited to surface plasmon
polariton and SCTW excitation, but has applications wherever well-de�ned air-gap
based evanescent coupling is required. Among others, this includes ATR spectroscopy,
waveguide coupling or excitation of ring-resonator structures. Although not required in
the particular case, the spatial and galvanic isolation provided by the �ber connection
between the compact sensing head and the detection system enables functionality
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3. ATR based evanescent coupling

under a broad range of measurement conditions, including harsh conditions of high
temperature, strong electromagnetic �elds, and humidity. Applications in nonlinear
optics can bene�t from the real-time feedback to stabilize the coupling even under strong
temperature dri�s, as happens when tuning the excitation angle from o�-resonance to
on-resonance excitation.

In conclusion, spectrally resolved white-light interferometry was used to overcome
technical challenges of the air-coupled Otto con�guration. �e technique allows angle
resolved spectroscopy with stabilized critical coupling conditions, thus granting the
possibility to experimentally determine mode dispersions of any 
at sample. Tuning the
coupling gap allows critical coupling for a large wavelength range compared with sys-
tems that are optimized for a �xed wavelength such as grating couplers or Kretschmann
geometries. Quantifying the coupling gap not only assures repeatability and compa-
rability but can also serve to measure propagation losses from previously unknown
or uncharacteristic samples. By providing the necessary control over evanescent ATR
coupling with tunable air gap in a reliable and widely applicable manner, it is envisioned
that the method paves the way for multiple future studies in the �eld of nanophotonics.
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Chapter 4

Newmaterials for thin-�lmwaveguiding

�e existence of SCTWmodes in �lm materials of arbitrary homogeneous permittivity
has already been shown. Attention is now drawn to compoundmaterials. �e excitation
of SCTW modes is not limited to homogeneous materials, but can be implemented
with materials that have a subwavelength structure.

�e focus will lie on compounds made from metal nano-particles embedded in a
polymer brush host. It is not only popular nano-particles that can be made to have
custom tailored functionality, but also the host matrix that can be functionalized though
nano-engineering. Over the last two decades, polymer brushes have attracted the
interest of many researchers coming from the �elds of polymer science and chemistry.
Polymer brush structures are thin �lms consisting of nanometer-thin polymer chains
that are gra�ed to a substrate at one end.70�ese grass-like structures have the ability
to shrink or swell depending on a variety of environmental parameters as depicted in
Figure 4.1. It is the two counteracting in
uences of osmotic pressure and entropy that
allow a reversible change between the two states. Osmotic pressure straightens the brush
and increases the thickness. Entropy on the other hand lets the polymer chains collapse
and decreases the thickness. Polymer �lms can be used for the functionalization of
surfaces. Unconventional properties of the surface can be realized such as adjustable
wettability e.g. tuning between a hydrophobic and hydrophilic state.71 Furthermore, the
friction between the brushes and a solid material has been shown to be controllable
through the swelling.72 Lastly, the biocompatibility and photophysical properties of
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Figure 4.1: Polymer brush surfaces built from end-gra�ed polymer chains can form a grass like surface.
A variety of parameters alter their morphology, switching between a collapsed and a straightened state
of the brush. Metal nano-particles can be immobilized inside the brush structure to intensify the optical
response of the reversible transition.

polymer brush surfaces are of great interest to the �eld of life-sciences.

Hybrid structures of metal nano-particles embedded in functionalized polymer brush
�lms are of particular interest to the �eld of optics. �e strong absorption of metallic
nano-particles intensi�es the optical response of structural changes happening at the
nanometer-scale. Two aspects of these brush/metal nano-particle hybrids are especially
relevant in the context of SCTW. First, the in-situ tunability of the optical properties
and second, the response to external stimuli.

Swelling of brushes leads to changes in the dielectric environment surrounding the
metallic nano-particles as water or solvent enters the straightening brush. �is results
in a shi� of the localized surface plasmon resonance (LSPR) as the dielectric loading
is reduced. Tuning the optical properties in-situ and in a reversible way is a powerful
technique for the realization of customized and adaptable so�-matter optical devices.
�e ability of polymer brushes to support self-assembly of nanoparticles adds even
more – making these brush/nano-particle hybrids a promising playground for the
development of novel metamaterials and epsilon-near-zero media.73

�e responsiveness to external stimuli is an obvious invitation for the design of optical
sensors. In previous works, a multitude of planar sensors have been realized based
on hybrid brush structures. �e monitored environmental parameters range from
temperature,74 pH value,75 electrochemical potential76 to solvent concentrations77 or
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glucose level.78 Resonance shi�s accompanying the brush transition are easily resolved
in the transmission or re
ection spectra70,79 using common UV/VIS spectrometers.
�is makes such sensors simple and cost e�cient devices that allow remote readout
without additional electronics. However, the spectral resonance of nano-particles is
very broad. Common metal nano-particles made from gold, have a resonance width of
many tens of nanometers. �ese sensors are very limited in their detection e�ciency
considering that the resolution of resolving a resonance position decreases with the
resonance width. �e LSPR linewidth of gold nano-particles is broad and the interaction
length for the transmitted light is as small as the brush �lms are thin. �e former limits
detectable wavelength changes, while the latter sets a lower limit to the detectable
concentration.

�e length of the interaction between the light and sensor surface can be increased in a
symmetric cladding setup directly employing the functionalized �lm as a waveguide.
�e light is guided along the �lm of subwavelength thickness rather than straight
through it. �ereby, the interaction length of the light and the thin �lm is prolonged
from a few tens of nanometers to many hundreds of micrometers. Probing the sharp
k-vector (k′′ ≪ k′) by ATR spectroscopy rather than the spectral amplitude is more
sensitive by many orders of magnitude. Conventional ATR spectroscopy, as used in
surface plasmon resonance spectroscopy (SPRS) sensors, is a well proven laboratory
method used to resolve molecular concentrations.80 In this chapter it is shown that
functionalized nano-composites – despite strong optical losses and disorder – can form
waveguides.

4.1 SCTWmodes in Au:PNIPAM thin-�lms

Todemonstrate the suitability of brush/metal nano-particle �lms for symmetric cladding
thin-�lm waveguiding, a poly(N-isopropylacrylamide) (PNIPAM) polymer brush sam-
ple was designed. �e �lm was synthesized in a two-step process. First, a monolayer of
2-bromo-2-methyl-N-(3-(triethoxysilyl)propyl)propan-amide (BTPAm) was applied to
a substrate. A  µm thick optical grade polished fused silica substrate (Microchemi-
cals GmbH) was used. In a second step, the polymer chains were end-gra�ed to the
prepared BTPAm-coated substrates. A�er preparation of the PNIPAM brush �lm, the
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sample was incubated in a  nm gold nano-particle (Au-Np) solution for  h to allow
the particles to di�use into the polymer matrix. More details on the synthesis procedure
can be found in Appendix A.

�e thickness of the �nal �lm was measured with atomic force microscopy (AFM) and
found to be in the range of  nm in the collapsed state under ambient conditions. To
validate the homogeneity of the Au-Np distribution and to check for possible agglomer-
ations, scanning electron microscopy (SEM) images were taken of the sample (Zeiss
DSM 982 GEMINI at ZELMI, TU Berlin). �e results are shown in Figure 4.2.

Figure 4.2: Scanning electron microscopy (SEM) images of the PNIPAM surface with immobilized
Au nano-particles. �e sample homogeneity is su�cient to treat the response of the materials with
an e�ective medium approach for VIS/NIR wavelengths. Some small clusters are visible, yet their
characteristic size is clearly subwavelength, thereby having negligible in
uence in the form of scattering
losses. Images were taken with a Zeiss DSM 982 GEMINI at ZELMI, TU Berlin.

Two types of Au-Nps coating were evaluated, based on citrate andMDA coated Au-Nps.
�e MDA capped particles were favored for their high concentration while still being
free of agglomerations. �e resolution of SEM is limited due to the charging e�ects of
the non-conductive sample. Although individual particles ( nm) are hard to demarcate,
a homogeneous distribution is visible over the scan-�eld of several micrometers. �e
penetration depth of the beam is rather short and only particles close to the surface
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contribute to the signal. SEM studies with higher resolution have previously been done
by growing the same PNIPAM brush structure on conductive silicon waves.70

4.2 Optical properties

�e coated PNIPAMwavers were measured for transmission in a UV/VIS spectrometer
under standard ambient conditions in an air atmosphere. �e results are shown in
Figure 4.3. It follows from the nature of the coating process, that wavers are always
coated on both sides. A clear LSPR is visible around  nm with roughly a %
decrease over the o�-resonance value in the NIR. �e line-width of the resonance is
very broad, spanning more than  nm.

�e typical resonance shi� for a transition from an unswollen state to a swollen state
is known from literature70 to be in the range of  to  nm, while being contemplated
by a % refractive index change decrease. Direct inter-particle coupling of the LSPR
has been shown to result in red-shi�ed resonances.81�ese studies report resonances
around  nm and below for moderately packed nano-particles inside a PNIPAM
brush. �e shi�ed resonance wavelength is an indication of tight particle packing inside
the sample.

Spectroscopic ellipsometry was employed to obtain the permittivity of the sample. �e
incubated �lm was measured with the help of three reference samples in a spectroscopic
ellipsometer (SENresearch 4.0, Sentech Instruments GmbH). First, an uncoated quartz
substrate was measured and validated against literature valuesa. �en, bare unswollen
PNIPAM �lms with di�erent thicknesses were measured. �e �lm thicknesses were
chosen above and below the thickness of the �nal sample containing the Au-Nps. �e
 nm �lm incubated with the MDA coated Au-Nps was measured under ° and °
inclination over the range  to  nm.

�e results of the ellipsometry data – shown in Figure 4.4 – were �tted with SpectraRay
(Sentech Instruments GmbH) to extract the desired permittivity data. �e response
of the brush/nano-particle hybrid was modeled as an e�ective medium being a bare
PNIPAM host matrix with Au inclusions. �e response of the Au-Nps was modeled
with a sum of Lorentz oscillators. A transmission spectrum (° inclination) was added

aSee Appendix C for references of the permittivity data used.
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4. New materials for thin-film waveguiding

Figure 4.3: Transmission spectra of a PNIPAM polymer brush with immobilized  nmAu nano-particle.
A broad localized surface plasmon resonance is visible around  nm having more than  nm line-
width. �e shown spectra refers to a double sided Au:PNIPAM coating on a polished fused silica waver
under standard ambient conditions in air atmosphere – i.e. in an unswollen state.

to improve the �t. �e thickness of the sample was found to be in agreement with the
AFMmeasurement. �e contribution from the back-side of the sample was assumed to
add in an incoherent manner to the re
ectance stemming from front-side.

�e results of the ellipsometry are shown in Figure 4.5. �e bare PNIPAM possesses
a permittivity in the range of . to ., corresponding to a refractive index of .
to .. �e permittivity lies very close to the permittivity of the fused silica substrate
(. to .). �e incubation with the nano-particles boosts the optical response from
the initial values on the real axis toward a higher permittivity around ε ≈  + .i. A
clear resonance is visible, having a clockwise circular path in the permittivity plane.
�e highest imaginary values are found around  nm, while the highest magnitude
is clearly red-shi�ed. In particular, excitations with NIR light bene�t from the strong
increase of permittivity contrast with only modest losses.

4.3 Inhomogeneous nano-particle distribution

It is known that nano-particles are not distributed homogeneous throughout PNIPAM
brushes.70While the horizontal distribution can be easily veri�ed by means of SEM,
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4.3. Inhomogeneous nano-particle distribution

Figure 4.4: Ellipsometry data used to �t the permittivity values of the PNIPAMbrush/gold nano-particle
�lm on a polished fused silica substrate. Experimental data (solid) and �tted model (dotted) show good
agreement over the VIS/NIR range. �e two angular settings were �tted together with the transmission
measurement. �e sample was coated on both sides of the  µm waver. �e incoherent re
ection
from the back-side was also considered in the model.
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Figure 4.5: Ellipsometry data of �lm that was used in the experiment. �e values for ε′ increase from
. up to . through the incubation. �e dielectric contrast to the fused silica substrate with ε′ ≈ . is
signi�cantly improved.

the lateral distribution requires much more sophisticated techniques such as neutron
re
ectometry. �e distribution of the particle and any characteristic length is clearly
sub-wavelength in a  nm �lm. A trustworthy extraction from ellipsometry data alone
is therefore challenging. Neutron re
ectivity measurements of PNIPAM brush/nano-
particle have shown that the particle coating has a strong impact on the distribution in
the brush.70 In particular, the hydrophobic nature of MDA prevents the coated nano-
particles to fully penetrate the brush and spread with lateral homogeneity. Unlike citrate
coated nano-particles, that distribute easily inside the brush, MDA coated particles
are assumed to form a thin 2D layer in the upper regions of the brush. Here, SCTW
propagation properties – being highly sensitive to the �lm thickness – can give additional
insight on the particle distribution. Although a full reconstruction of the pro�le is
impossible from a single propagation vector, characteristic lengths of a distribution
can potentially be found through variation of the particle distribution in a multilayer
transfer matrix model.
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Figure 4.6: Illustration of an SCTW based on a brush/nano-particle hybrid structure. An immersion
liquid – precisely matched to the refractive index of the substrate – is used to mimic a symmetric
cladding.

4.4 Au:PNIPAMwaveguide preparation

�e necessity of a symmetric cladding for SCTW propagation requires the preparation
of a superstrate with matched optical properties. A matching liquid (Cargille #06350)
with refractive index precisely replicating the dispersion of fused silica was used on the
top side of the sample. �e refractive index of the liquid is speci�ed to four decimal
places up to  nm wavelength and three places above ( ○C). It has a temperature
coe�cient of −. ⋅ − /K and a viscosity of  cSt. �e in
uence of thematching liquid
oils on the swelling of the PNIPAM brush was studied using atomic force microscopy.
�e PNIPAM sample was tested against a broad range of immersion oilsb. �rough
indentation measurement it was veri�ed that the oils did not cause any swelling. �is is
in accordance with the hydrophilic nature of the brush. �e structure was assumed to
remain in a collapsed state when covered with the immersion oil, which in turn allows

b�e tested oils were Zeiss Immersol 518F and 518N, Cargille immersion oil type A and B, and
Cargille fused silica matching liquid #06350.
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4. New materials for thin-film waveguiding

the use of the optical properties measured under air atmosphere.

4.5 ATR spectroscopy setup

An attenuated total re
ectance setup was employed to con�rm the existence of waveg-
uide modes in the sample as well as to determine their dispersion. �e custom built
broad-band k-spectroscopy setup (see Figure 4.7) was used to resolve both the angular
and spectral dependency of the re
ectance signal. �e coupling prism was made from
SF11, a high refractive index glass with n ≈ . (ε ≈ ). �e top of the prism was ground
o� and polished to allow interferometric distance control as explained previously.

Figure 4.7: Sketch of the attenuated total re
ectance (ATR) setup used to probe excitable modes in the
SCTW waveguide. �e high refractive index coupling prism (SF11) was illuminated by white-light. A
spectrometer was used to analyze the re
ected signal with respect to exit angle and wavelength. A second
white-light source is �ber-coupled through the prism top and used for interferometric measurements of
the gap between the sample and the coupling prism.

For the ATR spectrograms, a broad-band beam was used as the excitation source.
It was combined from an LED (Osram Oslon SSL, K color temperature) and a
halogen light source to achieve full coverage of the VIS and NIR spectrum ( nm–
 nm) with an acceptable power level. �e light sources were collimated individually
to a mm diameter beam and then focused onto a pinhole. �e pinhole acted as a
spatial �lter, matching the beam characteristics of both sources. �e combined beam
was �ltered for p-polarization before being focused onto the sample surface with an
f = mm achromatic lens (see Figure 4.8). �e prism was positioned such that the
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4.5. ATR spectroscopy setup

Figure 4.8: �e spectroscopic ATR setup used for the linear excitation of surface waves and SCTW
modes in the VIS and NIR regime. A movable slit was used to analyze the re
ected signal with respect
to exit angle and wavelength. A whitelight interferometer is �ber-coupled through the prism top and
used to control the gap between sample and coupling prism. Relay lenses present in the original setup
have been omitted in the illustration.

angular center position of the beam illuminated the total internal re
ection (TIR) edge
of the SF11/SiO interface with an angular spread of ±°. �e TIR angle is located
between .° and .° for the pairing of SF11 and SiO, with smaller angles at the blue
end of the spectrum. All angles indicate internal angles between the surface normal of
the prism and the incident beam. �e re
ected beam exiting the prism was collimated
by another achromatic doublet, identical to the focus lens.

�e angular spectrum forming in the back-focus of the collimating lens was imaged
with a relay lens con�guration (not shown in the �gures) onto the  µm entrance slit
of a spectrometer (�orlabs CCS200). �e spectrometer was mounted on a motorized
linear stage. �e entrance slit served as an angle selective �lter to extract the ATR signal
as a function of both wavelength and angle.

For the measurement of the Au:PNIPAM sample, the gap between prism and sample
surface was fully �lled with the matching 
uid. A liquid with low viscosity was chosen
for better 
ow in and out of the sub-micron coupling gap. �e sample was mounted on
a platform with six degrees of freedom to adjust position and parallelism. A second
platform, driven by piezo actuators, was used for �ne-grained control of the coupling
gap. �e spacing was monitored with the white-light interferometer presented earlier.
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Spectral data was recorded with . s integration time for each of the 512 positions.
Before the immersion oil was applied between the coupler and the sample, an angle
dependent ATR scan was taken of the prism-air interface. �is material combination
has a signi�cantly lower critical angle than the SF11/SiO matching liquid interface. As,
by theory, the re
ection coe�cient above the critical angle is exactly , this scan was
used to normalize all subsequent measurements thereby correcting for any vignetting or
otherwise inhomogeneous illumination. A scan from the prism-immersion oil interface
was taken to precisely locate the critical angle and map out its dispersion. �e TIR edge
was �tted and later used for referencing the light-line in the �nal measurements.

Figure 4.9: Broad-band ATR spectrogram of an Au:PNIPAM SCTW coupled with a . µm gap. �e
insert on the right depicts the TIR angle dispersion out of which the light-line was extracted. A clear
excitation dip is visible in the NIR with critical coupling around  nm excitation wavelength. From the
angular width and the center position of the re
ectance dip, the propagation constant can be calculated.

An ATR spectrogram of the Au:PNIPAM brush sample measured with . µm coupling
gap is shown in Figure 4.9. �e light-line was extracted from the TIR edge measured
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4.5. ATR spectroscopy setup

separately. With the help of the light-line, evanescently con�nedmodes can be separated
from the Fabry-Pérot modes that are also present in the multilayer stack. A resonance
beyond the total internal re
ection angle is visible, centered around  nm with a
spectral width of more than  nm. �is dip provides clear evidence of evanescent
in-plane modal propagation. �e position of the resonance together with its angular
width was used to calculate a propagation constant of kp = .+ .i at the point
of critical coupling.

SCTW excitations in other spectral regions were measured through variation of the
coupling distance. �e gap was used to control the coupling strength between the
incident �eld and the modes in the sample. Excitations at the blue end of the spectrum
require much narrower gaps for three reason. First, the characteristic length of the
evanescent decay is shorter, which results in weaker coupling. Second, the �lm thickness
is larger in relation to the wavelength, resulting in shorter propagation length that in
turn requires stronger coupling. Last, the permittivity as measured for the Au:PNIPAM
sample is more suited for propagation at the red end of the spectrum due to a larger
∣ε∣ and slightly lower ε′′ . Results of the coupling strength variation from  nm to
. µm are shown in Figure 4.10. Evanescent mode excitations have been determined
throughout the whole spectral range, matching the expectations derived from the
permittivity data. As the couplingwas varied, critical couplingwas found throughout the
whole wavelength range. �emeasured propagation properties vary between . and
. for the real part. Higher con�nementwith lower propagation length appears at the
shorter wavelength end. Here, the optical thickness of the core is larger, thereby biasing
the compromise between con�nement and propagation length toward con�nement.
�e imaginary part of the propagation constant was found to be between . and
. with a clear tendency for better propagation in the NIR region. Here, the angular
resonance width of the SCTW excitation even approaches the setup resolution of .°,
leading to a washed out re
ectance dip. �e propagation length at the blue end is slightly
below  wave cycles while at the other end, around  cycles were achieved.

Compared to the plane-wave absorption length of the sample – lying between 3.3 and
22 wave cycles – these results demonstrate a vast increase of propagation length. It
is concluded that the disorder of the composite structure was not found to have any
negative impact, which would present itself in the form of scattering.
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4. New materials for thin-film waveguiding

Figure 4.10: (a,c,e,g) Experimental and (b,d,f,h) theoretical ATR signals as a function of angle and
excitation wavelength for di�erent coupling gaps. A decrease in intensity indicates coupling to modes.
�e light-line marks the border for bound solutions that are evanescently con�ned to the waveguide
structure. Sharp resonances can be seen that demonstrate the excitation of SCTWmodes inside the
Au:PNIPAM structure. �e coupling gap was varied to excite the SCTWmodes at all wavelengths and to
map out the dispersion. �e position and width of the resonances were used to extract the normalized
propagation constant kp that are displayed alongside the point of critical coupling.
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�e ATR response was additionally calculated theoretically with a transfer matrix al-
gorithm. �e results are shown in the right column of Figure 4.10. A straight forward
implementation with a homogeneous  nm permittivity pro�le did not bring compa-
rable results but resulted in large deviation from the recorded ATR spectrograms. �e
experimental data proved much shorter propagation length and di�erent resonance
pro�les than the calculation. An inhomogeneous permittivity pro�le was therefore
modeled and �tted to the experiment. A decreasing particle concentration was mod-
eled with a Gaussian (∝ e{−x/(σ)}, σ ≈  nm) pro�le. For the multilayer transfer
matrix algorithm, the permittivity pro�le was discretized into su�ciently thin layers.
�e coupling gap sizes were taken from the corresponding experimental interferometer
measurements.

�e half-sided Gaussian distribution was found to have excellent agreement with the
experimental data over the whole wavelength range. �e resulting theoretical curves
resemble both the position and width of the resonance over the whole spectral region
as well as for a range of di�erent coupling strengths. �e characteristic length of the
inhomogeneity being σ ≈  nm is in accordance with the expectation. �e hydropho-
bicity of the MDA coated nano-particles allows only a very shallow penetration into the
hydrophilic PNIPAM brush. �is leads to a greatly increased particle density close to
the surface which e�ectively decreases the core thickness and increases the permittivity
contrast.

4.6 Nonlinear ATR spectroscopy

�e propagation of light inside a waveguide or along a surface also has applications
in the �eld of nonlinear optics. �e mode – fed by a coupled far-�eld – provides a
resonator structure that can be harnessed for a variety of e�ects that are beyond reach
with linear optics. �e local intensity at the interfaces of the waveguide can have greatly
increased values compared to the �eld outside of the structure. It comes as no surprise,
that waveguides have been used for the generation of nonlinear optical e�ects that
depend strongly on high intensity.

In a co-authored publication,50 it was demonstrated earlier that the concept of �eld
enhancement in waveguides can also be used with SCTW structures in highly absorbing
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transition metals. Absorbing materials are well-suited candidates as their nonlinear
susceptibility experiences a strong boost close to optical resonances.82–84

Figure 4.11: For the nonlinear ATR spectroscopy, a p-polarized  fs titanium sapphire laser pulse
is �ltered (F1,F2) and positioned with a motorized retrore
ector assembly (M2). A matched pair of
f = mm lenses is used for excitation and detection of the angle-speci�c scan. Two CCD detectors map
out k-space and x-space of the sample re
ection. �e spectral domain is mapped through a dispersive
Pellin-Broca prism and allows the separation of nonlinear contributions of the fundamental excitation
beam.

�e bespoke Au:PNIPAM sample was measured with nonlinear k-space spectroscopy
to demonstrate that not only homogeneous transition metals, but also brush/nano-
particle based SCTWs can have applications in the �eld of nonlinear optics. �e setup,
as sketched in Figure 4.11, allows the ATR coupled excitation with short femtosecond
NIR pulses and spectroscopic detection of the system response. �e setup shares the
sample positioning mechanics and white-light interferometry with the linear ATR setup
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4.6. Nonlinear ATR spectroscopy

described before. A  fs titanium sapphire (Ti:Sa) laser pulse with a center wave-
length of  nmwas used for the excitation of nonlinear e�ects inside the Au:PNIPAM
sample. �e beam was �ltered using a gray �lter wheel (F1) and a colored glass �lter
(F2) for intensity control and laser 
uorescence suppression, respectively. A retrore-

ecting mirror assembly (M2) was mounted on a motorized stage to position the beam
ahead of the excitation lens (L2). A long focal length lens (L1) was used to focus the
collimated beam from the laser onto the back-focus plane of the excitation lens (L2),
allowing an angle-speci�c excitation scan. All lenses were set up in an f-f scheme with
coinciding focal planes such that position (x-space) and momentum (k-space) could
be clearly separated according to Fourier optics. A matched detection lens collected
both the fundamental beam and the generated second harmonic beam coming from
the sample. �e colored glass �lter (F3) absorbed most of the fundamental light to
equalize the intensity of both beams. Without equalizing, both beams could not have
been measured on the same CCD to the limited dynamic range of these. �rough a
relay lens con�guration and a prism, the angular image (k-space) of the sample was
mapped onto CCD1. �e horizontal axis mapped the projected momentum kx of the
beams exiting the sample. �e vertical axis provided spectral dispersion that was used to
separate fundamental and nonlinear parts of the beam. A non-polarizing beamsplitter
(BS1) divided the beams. An x-space image was additionally projected onto CCD2 to
characterize both position and momentum of light coming from the samplec.

�e same Au:PNIPAM sample used for the linear measurements was excited with
 nmpulsed laser light from theTi:Sa source. �e incident beamwas scanned from °
to °. �e re
ectance of the fundamental beamwas recorded on the CCD together with
light originating from second harmonic generation (SHG). Higher order nonlinearities
such as third harmonic generation (THG) are inaccessible due to the limited UV
transmission of the used optical components. �e results of the measurement are
depicted in Figure 4.12. �e fundamental re
ectance curve shows a dip in the evanescent
regime. A frequency doubled signal resulting from second harmonic generation is found
at the same position. Angles on the x-axis refer to the input angle of the fundamental
beam for both curves. �e signature of the SHG signal clearly relates the peak to the
SCTWmode that acts as a resonator. A slight shi� to smaller angles is observable for

c�is refers to an incoherent detection and does not violate the Heisenberg uncertainty.
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Figure 4.12: Second harmonic yield of Au:PNIPAM brush, measured together with the fundamental
re
ectance under pulsed Ti:Sa short femtosecond pulsed illumination. A strong increase of the SHG
intensity is found upon excitation of the SCTW mode as indicated by the drop in the fundamental
re
ectance.

the peak compared to the dip position. �is is an accordance with a previous study85

that investigated second harmonic yield in the Otto and Kretschmann con�guration.
It was shown that the outcoupling e�ciency shadows a large portion of the SHG. Its
angle-dependency favors outcoupling of light with smaller momentum and results in a
shi�ed centroid of the peak.

It has to be noted that even-order non-linear processes are forbidden in centrosym-
metric materials such as the Au:PNIPAM brush. �e origin of frequency doubling in
centrosymmetric materials lies in the symmetry breaking at interfaces of dissimilar
materials.86,87�ereby, the nano-particle inclusions in the brush can contribute a non-
linear response under short pulse excitation. From the angular pro�le of the SHG yield
it can be derived that the highest local �elds are found upon coupling the waveguide
mode. �e absolute nonlinear yield of surface nonlinearity remains a di�cult task both
experimentally and theoretically.88,89 Comparison with previous measurements50 done
with chromium or molybdenum based SCTWs under similar conditions revealed that
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the yield of Au:PNIPAM waveguides is at least half an order of magnitude lower.

4.7 Concluding remarks

Functional surfaces such as PNIPAM brushes can be made to actively react on a variety
of environmental parameters. �ey provide an excellent platform for the construction
of low cost and chemically stable sensor platforms. With the help of an Otto-type
ATR setup, a nano-particle �lled PNIPAM brush was tested for SCTWmodes. It was
demonstrated that even highly disordered brush/nano-particle �lms can be used for
waveguidingwith superior propagation length. �emodal propagation constants, found
through variation of the coupling strength, have proven an immense increase of the
interaction length compared to a transmission type geometry. A gain of almost two
orders of magnitude is expected to result in greatly enhanced sensitivity of polymer
brush based sensors. �e material system used in the experiments can be modi�ed to
use low refractive index polymer substrates with optical properties matched to water.
�is would make the sensor system compatible with surface plasmon resonance based
sensor (SPRS) systems that are widely used in life-sciences. SCTWmodes in brush/nano-
particle �lms, such as the ones demonstrated, can easily propagate with losses that are
an order of magnitude lower than single-interface surface plasmon polaritons on gold
surfaces.
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Chapter 5

Quantum noise in ATR-based sensing

�e surface plasmon resonance sensor (SPRS) is one of the prominent applications in
the �eld of plasmonics. While many other discoveries in the �eld of plasmonics are still
waiting to be applied in commercial products, SPRS has already become an established
analytical method for chemistry, biology, and life sciences. Its sensitivity stems from
the surface plasmons propagation along the interface, being highly sensitive to small
changes of the dielectric environment near the surface. In the course of the propagation,
analytes perturb the modal phase velocity, which is detectable as an angular resonance
shi� by techniques such as attenuated total re
ectance. Starting with initial works90,91

in the early 1980s, the �eld of SPRS has since evolved tremendously. To date, SPRS
devices are capable of detecting a myriad of substances at very low concentrations.80

Speci�cally coated surfaces provide the required selectivity, di�erentiating SPRS devices
from classical refractometers. In many cases, ligands are immobilized in a thin Dextran
matrix on top of a gold surface and bind the analyte 
owing past the surface (see
Figure 5.1). �e range of applications covers, for example, medical diagnosis with the
detection of biomarkers, drugs, antibodies, and hormones.92–95 Food inspection bene�ts
from the detection of antibiotics, proteins, vitamins, and bacteria.96–100 In public safety
applications SPRS is used to monitor traces of explosives, pesticides, heavy metals, and
other dangerous substances.101–105 All measurements share that the concentration is
found from a refractive index change with respect to a baseline. �e dielectric medium
adjacent to the metal surface is usually water with a refractive index n ≈ .. Besides
ATR based sensors, being the most common choice, sensors based on �bers, gratings,
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Figure 5.1:�e surface of an ATR based surface plasmon resonance sensor is commonly modi�ed with
ligands that are able to bind a speci�c analyte. �e locally increased refractive index a�er binding,
perturbs the phase velocity of the surface phase. �e corresponding resonance shi� is detected either in
the angular or in the wavelength spectrum. �e shi� is used together with the volume 
ow to calculate
the analyte concentration in the medium. A bu�er solution is used a�erwards to release the analyte and
regenerate the sensor.

as well as nano-particles have been used (see Figure 5.2).80,106 Common to all of these is
that they are refractometric measurements. �e refractive index is detected indirectly
through the analysis of the re
ected beam a�er coupling to a surface plasmon mode.
�e pro�le can be a wavelength spectrum or an angular spectrum. In both cases, it is
the lack of light rather than the light itself that needs to be measured.

Resolving very small changes of the refractive index is paramount to meeting the high
requirements for detection at a molecular level and to competing with other analytic
methods. �e sensitivity ∆n is clearly the key �gure for every device. It is usually given
in units of RIU (refractive index units) and refers to a bulk refractive index change in
the liquidmedium. High resolution SPRS requires detecting very weak or fully vanished
intensities, as the signal comes from absorption. Whenever low intensities are to be
measured, photon quantization needs to be considered. Quantum noise, stemming
from the discrete energy portion of the photons, sets an inevitable and impenetrable
noise barrier. For a normal photodetector the quantum noise limit is also known as the
shot-noise limit.107 In ATR based SPRS, the accuracy of tracking the resonance cannot
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Figure 5.2:�emost common types of SPRS sensor con�gurations. �e (a) prism coupledATR geometry,
and (b) grating coupled variants use the change of the excitation angle of a surface wave to detect the
refract index. �e (c) �ber based SPRS exploits a metal coated �ber that is exposed to the medium that
alters the waveguide mode. (d) Localized surface plasmon resonance based sensors use resonant metal
nano-particles with an absorption spectrum that is sensitive to the dielectric environment.

be reduced to the detector shot noise in a straightforward manner. Illumination mode,
resonance width, coupling condition, and detector arrangement in
uence both signal
and noise. Previous works on resolution limits have concentrated on noise and sensor
resolution in a semi-classical concept.108–110 Obtaining a resolution limit due to photon
quantization, however, requires a full quantum optics treatment both of the excitation
and detection, which has hitherto been lacking.

�e simplest way to circumvent quantum noise is to increase the intensity up to the
point where the relative in
uence is su�ciently small. �is optimization is mostly
either impractical or has already been fully exhausted. �e obvious limitations that
prohibit further increase of the illumination power are laser safety, material damage
thresholds, heating e�ects, and photodetector saturation. Improving the e�ciency of
given technology through a quantum mechanical description of the sensing scheme is,
therefore, of great interest.
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5.1 �e quantummechanical limit of sensing

Tracking a resonance has similarities with sensing the position and tilt of beams. It has
been shown that common detection methods such as quadrant photodiodes have only
% e�ciency at detecting the position and angle of a Gaussian beam.111 An optimized
homodyne detection with a specially cra�ed mode pro�le can be made optimal, in the
sense that it is able to achieve the highest signal-to-noise ratio allowed by quantum
mechanics. �e surface wave mode – as excited in the ATR geometry – is unfortunately
not of a Gaussian type. �e re
ected signal is inverted as it contains only the light that
has not been matched to the surface wave mode. Light that is coupled to the surface
wave gets absorbed along the propagation. It is irretrievably lost and can no longer
contribute to the detection. For an optimized detection, a suitable illumination mode
needs to be chosen that generates maximum response to resonance shi�s. �is chapters
aims to answer the following questions by employing a full quantum-optical treatment
of the ATR detection:

• What is the in
uence of the illumination pro�le on the overall detection e�-
ciency?

• How much information on the resonance shi� can be obtained with a given
number of photons?

• Where is the ultimate detection limit for ATR sensing methods and what illumi-
nation is required to achieve it?

• How much more resolution can be gained by employing a homodyne detection
scheme with a specially cra�ed sense mode?

• How can SCTWs contribute to an improved detection sensitivity?

Measuring an optical signal can easily become a challenging task once ultimate precision
is demanded. ATR spectroscopy is no exception here, and a typical setup comes with a
myriad of noise sources that deteriorate the measurement if not handled properly.

A brief discussion of intensity noise will be given before focusing purely on the quantum
noise limit (QNL). �e 
uctuations of the �eld and the vacuum are typically quite small
compared to the intensity 
uctuations of a common light source. Yet, optical detection
at the QNL has been shown in many experiments. It can be achieved with low noise
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5.2. Balanced optical detection

laser sources and appropriate detection techniques. �e QNL presents the ultimate
noise barrier for any photonic detection.112,113 If only linear optics are considered, the
QNL coincides with the shot-noise limit which is the result of the involved Poissonian
photon statistics. Further improvements can be gained through Sub-Poissonian light
sources having a lower quantum noise. Representative examples are squeezed light,
single photons, and NOON states.114–116 As all of these require a remarkable increase in
experimental complexity, they should be seen as an addition on top of the improvements
discussed in the following sections.

5.2 Balanced optical detection

�emajor source of noise in a setup is the light source used to illuminate the resonance.
In contrast to quantum noise, intensity 
uctuations of the light source can be circum-
vented by techniques such as heterodyning or balanced detection.117,118 In particular, the
balanced detection method is a simple, yet very e�ective technique to suppress noise
from the illuminating light source.119

Besides optical noise, electrical noise comes into play once the photons are converted
to electrons in a device such as a CCD or a photodiode. From that point on, low-noise
operational ampli�ers and analog-to-digital converters are responsible for e�cient
detection. It is clear that any experimental setup will require the lowest noise from both
the optical and the electrical parts. Low-noise electrical detection is unable to eliminate
noise from the optical side and vice versa. �e focus of this work will lie solely on the
optical side of ATR spectroscopy. Optimizations of the electrical side will be le� to the
corresponding discipline.

Intensity noise and quantumnoise can be distinguished based on how they scale with the
number of photons. Intensity noise scales at least linearly with the number of photons
n. So, increasing the power will also increase the noise and will leave the overall signal-
to-noise ratio (SNR) unchanged at best, and if not, worsen it. Quantum noise originates
from the discretization of photons in the beam. Its relative in
uence is reduced as more
photons are involved in the measurement. For a classical monochromatic light source
this quantization noise scales with

√
n. On the other hand and unlike in the former

case, the SNR bene�ts from an increased number of photons. Conversely, reducing the
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5. Quantum noise in ATR-based sensing

photon count will worsen the SNR to the point where the signal is completely immersed
in noise.

�e intensity of a light source is impacted by several in
uences that modulate the
momentary power. �e frequencies of the noise are spread over orders of magnitude in
the frequency domain covering a range frommHz toGHz. Common sources – roughly
arranged with respect to their frequency band – are thermal 
uctuation, acoustic
in
uences, power supply noise, laser resonator instabilities, and relaxation oscillations.
Balanced detection involves measuring the di�erence between two detectors rather
than employing only a single detector. �e experiment needs to be constructed as a
di�erential measurement. A zero value of the signal is required to correspond to equal
intensities on both detectors. �e following comparison will illustrate the advantage of
a balanced detection where both the raw signal a and its baseline reference value b are
subject to the same intensity 
uctuation σ .

unbalanced detection balanced detection

intensity noise σ σ

signal σ ⋅ a σ ⋅ a

reference b σ ⋅ b

measured quantity s = σ ⋅ a − b s = σ(a − b)

(5.1)

While intensity noise is present in both an unbalanced and balanced detection scheme,
its in
uence di�ers signi�cantly. For equal amplitudes of a and b, i.e. the steady
state, noise in s is fully vanishing with balanced detection, but completely present
with unbalanced detection. But even for a perturbed signal where a and b are slightly
di�erent in magnitude, the noise is reduced as its contribution scales with the di�erence
(a − b) rather than a. As a result, employing balanced detection reduces the in
uence
of intensity noise from a zero order e�ect to a �rst order e�ect.

One way to implement balanced detection for ATR sensing is the split detectionmethod
that employs two adjacent photodiodes placed such that each records one side of a
resonance.120,121�e subtracted output of both reproduces the angular shi� to �rst order.
For improved noise �gures, a segmented photodiode is used. It is made from a single
waver cut into two sections to obtain two tightly packed photodiodes with matched
optoelectronic characteristics. Balancing of the photodiodes can be performed in a
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5.2. Balanced optical detection

fully analog way through directly subtracting the photocurrents before ampli�cation
and subsequent analog-to-digital conversion.

�e split detection scheme can be seen as a fundamental detection method that – al-
though not immediately visible – is found in other implementations of ATR sensing. As
illustrated in Figure 5.3, any circuit or algorithm that detects the resonance shi� from
an imaging detector can be expressed as a weighted sum of split detector pairs. �e split
detection can be thought of as a two pixel array detector, while detectors with more
pixels can be treated as interconnected balanced detector assemblies. Looking at Figure

Figure 5.3: An imaging detector resolving resonance shi�s can be broken down into a series of balanced
detection pairs. Any such scheme can be expressed as being composed of multiple concurrent split
detection measurements. �e shi� ∆ – angular or spectral – can be expressed to �rst order as a weighted
sum of the signals s i : ∆ = ∑i w i s i .

5.3, we can see that not all split detector pairs will respond with the same magnitude
to a given angular shi� ∆. Pixels far o� the resonance centroid will see less intensity
change than pixels that are located closer to where the slope is steep. On the other hand,
the relative error from the detector shot-noise is large close to the center where little
intensity is detected, and small for pixels that are far away from the center. �is leads
us to the question: If not all pixels possess the same SNR for a shi� ∆, which pixels
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5. Quantum noise in ATR-based sensing

are most e�ective in the detection process? In the terminology of quantum optics this
reads as the question: Which optical modes should be used for excitation and detection,
yielding maximum SNR?

In the following paragraphs, the re
ectance spectrum carrying the angular resonance
will be described by a complex function r(k, n) that holds both the amplitude and
phase response of the re
ection. �is function can be easily calculated numerically
with a multilayer transfer matrix algorithm. It is by no means restricted to three-layer
systems as the Kretschmann con�guration that is used in conventional SPRS devices.
�e re
ectance function r(k, n) depends on the in plane k-vector component of the
incident light and the refractive index of the liquid medium.

�e illuminating mode – the quantity to be optimized – is characterized by its normal-
ized complex amplitude spectrum u(k) with ∫∞

−∞
∣u(k)∣dk = . Combined with the

angular response we obtain a mode pro�le

w(k, n) = u(k) r(k, n) (5.2)

that arrives at the detector. For the response of r(k, n) to changes in n, we employ a
�rst order expansion to describe the small signal response of the system:

r(k, n + δn) ≈ r(k, n) + δn
∂r(k, n)
∂n

, δn≪. (5.3)

As we know that the modal propagation constant of an SPP or SCTWmode scales to
�rst order with n, we additionally use

δn ≈ δk
∂n

∂k
´¸¶
≈
n
k

≈
n

k
δk (5.4)

to rewrite our problem to depend only on shi�s δk:

r(k + δk) ≈ r(k) + δk
∂r(k)

∂k
, δk≪. (5.5)

Illuminated with u(k), we get the resulting mode at the detector. It can be separated
into two parts

w(k + δk) ≈ wb(k) + δk ws(k), (5.6)
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5.2. Balanced optical detection

namely the static background wb and the signal ws. �e task is now to �nd an illumina-
tion pattern that maximizes the signal contribution and minimizes the background.

For the analysis of the quantum noise contribution to the �nal sensitivity, we dissect the
total electromagnetic �eld into three modes. �is allows us to identify their individual
in
uence on the overall detection e�ciency. Each of these modes is considered to be
time-harmonic and composed of a weighted integral of plane waves113

Ê′illum(x , z, t) ∶= πQ ∫
∞

−∞

â(k) eikxxeikzze−iωt dk

Ê′LO(x , z, t) ∶= πQ ∫
∞

−∞

b̂(k) eikxxeikzze−iωt dk

Ê′vac(x , z, t) ∶= πQ ∫
∞

−∞

ĉ(k) eikxxeikzze−iωt dk. (5.7)

Here, Ê′illum is the illuminatingmode incident on the resonance. Ê
′

LO is the local oscillator
(LO) mode that is used only for the balanced homodyne detection. Ê′vac represents the
vacuum mode that accounts for all losses in the system, in particular the dominating
one stemming from the ATR resonance. All scaling factors have been condensed into
Q =
√
ħω/(πεcA). �e weighting of the plane waves is accounted for by the latter

operators â, b̂, ĉ with the commutating relations

[î(k), ĵ †(k′)] = δ(k − k′) for î = ĵ, î , ĵ = â, b̂, ĉ

[î(k), ĵ †(k′)] =  for î ≠ ĵ, î , ĵ = â, b̂, ĉ. (5.8)

�e creation and annihilation operators of each individual mode are non-commutating,
while the orthogonality of the three modes demands that pairs such as [â(k), b̂†(k′)]
are commutating.

Describing the problem in k-space instead of position space can simplify the notation
signi�cantly. Applying the Fourier transformation and omitting the time harmonic
term e−iωt, the electrical �eld operators become

Ê′illum(x , z)
F
Ð→ Êillum(k)= Qâ(k)

Ê′LO(x , z)
F
Ð→ ÊLO(k) = Qb̂(k)

Ê′vac(x , z)
F
Ð→ Êvac(k) = Qĉ(k). (5.9)

As Q is only a scaling factor, we shorten the notation even further by assuming Q = 
henceforth. �is needs to be borne in mind when real-world electrical �elds are to be
calculated.

77



5. Quantum noise in ATR-based sensing

�eangular resonance introduces losses to the illuminationmode. Quantum-mechanically,
this process is described by Êillum mixing with the vacuummode Êvac. �e optical equiv-
alent of a mixer is a beamsplitter with two inputs and two outputs. It has complex
re
ection and transmission factors r(k) and t(k) that obey

∣r(k)∣ + ∣t(k)∣ = 

r∗(k)t(k) − r(k)t∗(k) =  (5.10)

in the absence of any losses inside the beamsplitter. We can then describe the re
ected
mode as Êillum mixed with Êvac in a beamsplitter-like device:

Êre�(k) = r(k) Êillum(k) + t(k) Êvac(k). (5.11)

From here, there are a few more steps to arrive at the desired result. �e de�ned modes
need to be populated with photons by making use of the displacement operator. �e
resulting mode needs to be fed into the detector. Depending on the setup, this can
either be a split detection setup or a balanced homodyne detector. In the latter case,
the mode is interfered with the local oscillator. In each of the arms of the balanced
homodyne detector, an intensity measurement will be performed that demodulates the
re
ected beam.

�e displacement operator acts on the modes and is able to shi� their position in the
optical phase space. A shi� using a complex parameter allows preparation of both the
amplitude and phase of electrical �eld, e�ectively li�ing the �eld from its initial vacuum
state at the origin. Applied to â(k) and b̂(k), we get

D̂†(k, α) â(k) D̂(k, α) = â(k) + α u(k)

D̂†(k, β) b̂(k) D̂(k, β) = b̂(k) + β v(k). (5.12)

�e preparation of a state in the optical phase space is illustrated in Figure 5.4. �e
initial vacuum state together with its uncertainty is displaced by a complex o�set. As
long as only linear optics are concerned – as in our case – the shape of the noise that
encircles the center point remains unchanged.

�e displaced mode â can now be fed through the ATR resonance where it mixes with
the vacuum a�er which it is forwarded to the detection. Here, we will have to separate
our description according to the two detection schemes, namely the split detection
(incoherent) and the balanced homodyne detection (coherent).
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5.3. Incoherent detection

Figure 5.4:�e displacement operator is able to prepare a coherent state in both amplitude and phase
by shi�ing the initial vacuum state in the optical phase space. �e two axes represent the quadratures of
the electrical �eld. Although not directly related, they can be thought of as momentum p and position q
of a quantum mechanical harmonic oscillator. A time evolution leads to a rotation around the origin.
�e 
uctuations of the vacuum state contribute to the uncertainty of the coherent state, which is shown
by the Gaussian point spread function around the origin. �e uncertainty keeps its circular shape as
long as only linear optical e�ects are considered.

5.3 Incoherent detection

�edisplaced illumination �eld Êillummixeswith theATR resonance therebymodulating
the system response onto the incoming illumination:

Êre� = (râ + αru + tĉ) . (5.13)

An intensity measurement is performed therea�er by two adjacent photodiodes (see
Figure 5.5). �e intensity operator Î = ÊÊ† is applied yielding

Îre� = (râ + αru + tĉ) (r
∗â† + α∗r∗u∗ + t∗ ĉ†) . (5.14)
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5. Quantum noise in ATR-based sensing

Figure 5.5: For the split detection scheme, a beam splitter model is employed to model the losses
occurring upon re
ection in the ATR coupler. �e beam splitter has a κ-dependent re
ection and
transmission function that replicates the ATR re
ectance curve. It mixes the incident illumination mode
with the vacuummode. �e surface wave itself is represented by the mixed mode exiting at the lower
beamsplitter output. It remains inaccessible in an ATR experiment, as the mode is both absorbing and
evanescent.

�e terms are reordered according to how they scale with the amplitude α:

Îre� = α∣r∣∣u∣

´¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Îstatic

+ α∣r∣ (u∗â + uâ†) + αr∗t (u∗ ĉ + uĉ†)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Îfluct

+ ∣r∣ââ† + ∣t∣ ĉ ĉ† + rt∗(âĉ† + ĉ â†)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Îvac

. (5.15)

Separated like this, we can identify di�erent contributions of noise. �e �rst line scales
with α and describes the classical re
ection. It is noise-free as it contains no terms
that have mixed with either of the vacuum 
uctuations â or ĉ. We will refer to this
as the static part of the intensity. �e second line scales linearly with α. It comprises
the mixed component of the illumination and the vacuum modes, describing the
quantum noise originating from the discrete nature of photons. In the last line, the
vacuum 
uctuations and their mixing terms are collected. As they do not scale with the
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5.3. Incoherent detection

illumination amplitude, they are present even in the absent of any illumination.

�e dependency on κ is removed through integration. Each of the two detectors in the
split detection scheme is assumed to detect one half of the k-space. To keep the terms
compact we rotate the coordinate system such that the z-axis aligns with the optical
axis of the re
ected beam. Without loss of generality, the center of the angular ATR
resonance is assumed to coincide with the optical axis. �e parameterizing k-vector
component transversal to the optical axis is denoted by κ henceforth. �e static power
at the end of the balanced detection becomes

P̂static = ∫
∞


Îstaticdκ − ∫



−∞

Îstaticdκ

= α ∫
∞

−∞

sign(κ) ∣r∣∣u∣dκ. (5.16)

Here, both illumination ∣u(κ)∣ and resonance ∣r(κ)∣ have been assumed to be symmet-
ric around the resonance center. �is allows the use of the signum function, which
simpli�es the integral. P̂static vanishes for an unperturbed balanced detection.

�e quantum e�ciency η of both detectors has been assumed to be of unity to keep
the calculation compact. Quantum e�ciencies of  are unachievable in reality, however,
InGaAs photodiodes with e�ciencies η > . are readily available.122�is imperfect
detection would be modeled by another loss channel mixing with Êre� before the photo-
electrical conversion.

To calculate the ultimate performance of ATR sensing, we are interested in the SNR.
�e signal is found using a perturbed re
ectance function r(κ + δκ) ≈ r(κ) + δκ ∂r(κ)

∂κ

with an in�nitesimal angular shi� δκ

µsplit = P̂
static,pert
split − P̂staticsplit

≈ α∫
∞

−∞

sign(κ) ∣r + δκ
∂r

∂κ
∣



∣u∣dκ − Pstaticsplit

≈ α∫
∞

−∞

sign(κ)(∣r∣ + δκ r
∂r

∂κ
+ δκ ∣

∂r

∂κ
∣



) ∣u∣dκ − α ∫
∞

−∞

sign(κ) ∣r∣ ∣u∣dκ

= δκ α∫
∞

−∞

sign(κ)(r
∂r∗

∂κ
+ r∗

∂r

∂κ
+ δκ ∣

∂r

∂κ
∣



) ∣u∣dκ

=  δκ α ∫
∞

−∞

sign(κ) ∣u∣ Re{r∗
∂r

∂κ
}

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
demodulation

dκ. (5.17)
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�e term scaling with second order in δκ has been dropped as it is an odd function and
evaluates to zero a�er integration. In the last line, we have marked the demodulation
term, which extracts the actual signal. �e reason for this designation will become
evident once we get to the coherent detection.

�e noise term for the incoherent detection scheme is found from the variance of the

uctuating terms scaling with α as well as the vacuum 
uctuations. It requires a rather
lengthy calculation which is given in Appendix B.1. �e result for σsplit is quite compact
and reads

σsplit = ⟨∣(P̂
�uct
split + P̂

vac
split)

∣⟩

= ∫
∞

−∞

α∣r∣∣u∣ +  dκ. (5.18)

It expresses what one would intuitively expect considering detector shot noise: σsplit
depends on the classical re
ection coe�cient R = ∣r∣ and the illumination intensity
I = ∣u∣. So, it is proportional to the number of photons that arrive at the detector. In
addition, σsplit comprises the variance of the vacuum 
uctuations that are present even
in the absence of any re
ection.

5.4 Coherent detection

If one aims to exploit information that is encoded solely in the phase of the re
ected
mode, an incoherent detection scheme is of no use. To extract the optical phase of the
re
ected beam, it needs to be interfered with a static reference – the local oscillator. In
a homodyne detection scheme, the mixing with the LO is performed by a second beam-
splitter with a 50:50 T:R ratio (see Figure 5.6). �e two detectors A and B, positioned at
the output port of the second beamsplitter, are confronted with the superpositioned
�elds ÊA and ÊB, respectively:

ÊA(κ) =

√

(ÊLO(κ) + Êre�(κ))

ÊB(κ) =

√

(ÊLO(κ) − Êre�(κ)) . (5.19)

An intensity measurement is performed for both A and B.�e intensity operator Î = ÊÊ†

is applied a�er displacing the illumination �eld Êillum and the LO �eld ÊLO by αu(κ)
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5.4. Coherent detection

Figure 5.6:�e coherent homodyne detection model uses the same κ-dependent beamsplitter as the
incoherent split detection to reproduce the surface wave excitation. In addition, a second beam splitter
with a 50:50 transmission ratio is used for the homodyne detection. �e local oscillator (LO) mode is
interfered with the re
ected beam and both ports of the mixer are measured and subtracted. �e mode
amplitude and phase pro�le of the LO can be used as a mode speci�c �lter during the demodulation. A
specially cra�ed LO mode can make the homodyne output sensitive to certain signals, while immune to
others.

and βv(κ), respectively:

ÎA =


(b̂ + βv + râ + αru + tĉ)(b̂† + β∗v ∗ +r∗â† + α∗r∗u∗ + t∗ ĉ†)

ÎB =


(b̂ − βv − râ − αru − tĉ)(b̂† − β∗v ∗ −r∗â† − α∗r∗u∗ − t∗ ĉ†). (5.20)

�e above intensities are still a function of κ and need to be integrated to get the optical
power at each detector. �e two measurements are subsequently subtracted to obtain
the balanced signal of the homodyne detector

P̂homo = P̂A − P̂B

= ∫
∞

−∞

(ÎA(κ) − ÎB(κ))dκ

= ∫
∞

−∞

(rb̂â† + r∗âb̂† + tb̂ĉ† + t∗ ĉb̂†)dκ (5.21)
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= ∫
∞

−∞

(r(b̂ + βv)(â† + α∗u∗) + r∗(â + αu)(b̂† + β∗v∗) (5.22)

+ t(b̂ + βv)ĉ† + t∗ ĉ(b̂† + β∗v∗))dκ. (5.23)

We can simplify the above equations with the assumption that the LO has a strong
�eld ( β ≫ α) and its noise dominates other contributions. In the incoherent case, we
could not a priori guarantee that the re
ected beam contains any photons. Hence, the
vacuum 
uctuations need to be taken into account. In the homodyne case, the LO
illuminates the detector independently of r and t and we can safely assume its variance
is much higher than that of the vacuum 
uctuation. In experimental setups, the LO is
usually maximized to the point where the detector is not yet saturated and still delivers
a distortion free output. Boosting the LO has the e�ect of amplifying the actual signal.
In the following, terms not scaling with β are dropped, yielding

P̂homo ≈ ∫
∞

−∞

(β∗v∗r(â + αu) + βvr∗(â† + α∗u∗) + β∗v∗tĉ + βvt∗ ĉ†)dκ.(5.24)

As for the incoherent detection, we can now sort the terms and identify static and

uctuating components. P̂vac has been dropped as its contribution is virtually negligible
when an LO is used

P̂homo = P̂
static
homo + P̂

�uct
homo

= αβ ∫
∞

−∞

Re{v∗ur}dκ (5.25)

+ ∫
∞

−∞

(β(v∗râ + vr∗â† + v∗tĉ + vt∗ ĉ†) + α(u∗r∗b̂ + urb̂†))dκ.

We now perturb the system response function r(κ)→ r(κ) + δκ ∂r
∂κ
to obtain the signal

µhomo = P̂
static,pert
homo − P̂statichomo

= αβ ∫
∞

−∞

Re{v∗u (r + δκ
∂r

∂κ
)} dκ − αβ ∫

∞

−∞

Re{v∗ur}dκ

= αβδκ ∫
∞

−∞

Re{v∗u
∂r

∂κ
}

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
demodulation

dκ. (5.26)

Here, the mode of interest ∂r
∂κ
is multiplied with the local oscillator and the illumination.

�is can be interpreted as a demodulation scheme in k-space. �e angular resonance
modulates a spatial amplitude and phase pattern onto the incident beam. �e aim
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5.5. Detection limit

of the detection is to demodulate the beam and extract the spatial information. �e
scheme can be seen as a spatial variant of heterodyning. Time domain heterodyning
uses di�erent frequencies for the carrier wave and the demodulating wave. In our
case, both the incident beam and the LO are time-harmonic monochrome waves. �e
time-domain frequency is exactly the same – hence the name homodyne detection.
�e spatial frequencies out of which the angular shi� signal is reconstructed, however,
can be di�erent. �e detection scheme uses homodyning in the time-domain and
heterodyning in the spatial domain i.e. the k-space. �e demodulation of the beam
is carried out with the help of v. �e goal is to extract the system response that has
been encoded into the beam upon re
ection in the ATR sensor. Unlike for incoherent
detection, the demodulating function i.e. v is under full control and can be chosen to
have a speci�c amplitude and phase pro�le. �e split detection scheme – in contrast –
uses the functionu⋅r to demodulate the shi�. It has a �xed amplitude and phase response
resulting from the ATR resonance and cannot be tuned for optimal demodulation.

For the calculation of the noise, the reader is again referred to Appendix B.2. �e lengthy
evaluation of the noise variance yields

σhomo = ⟨∣(P̂
�uct
homo)

∣⟩

= β + α ∫
∞

−∞

∣u∣∣r∣ dκ. (5.27)

�e result is similar to the variance for split detection, however, it contains the LO noise,
which is the only relevant contribution when β ≫ α, as assumed.

5.5 Detection limit

With the signal and noise terms derived for coherent and incoherent detection we are
�nally in the position to calculate the SNR for both detection schemes and discuss the
in
uence of di�erent illumination patterns on the overall sensitivity

SNRsplit =
µsplit
√
σsplit

=
α δκ ∫ sign(κ) ∣u∣ Re{r∗ ∂r

∂κ
}dκ

√
∫ α∣r∣∣u∣ +  dκ

(5.28)

SNRhomo =
µhomo
√
σhomo

=
αβ δκ ∫ Re{v∗u ∂r

∂κ
}dκ

√
β + α ∫ ∣u∣∣r∣ dκ

. (5.29)
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�ese terms could be numerically evaluated with r and ∂r
∂κ
found using a multilayer

transfermatrix algorithm, as was done in the previous chapter. Wewill, however, replace
r with an analytical function that allows for a deeper understanding of the relevant
in
uences for optimal detection. Following the textbook result originally given by
Raether [53], we approximate the ATR resonance using a Lorentzian function

r(κ) =
κ + i

( − ζ)
κ + i

( + ζ)
, ζ =

k′′rad
k′′p

, (5.30)

where ζ describes the ratio of the intrinsic propagation losses and the radiative losses
induced by the prism. It is unity for critical coupling when both contributions of losses
are equal. Larger and smaller values denote overcoupled and undercoupled situations,
respectively. Furthermore, κ is renormalized to the propagation losses k′′p to obtain a
dimensionless width of the resonance:

κ →
κ

k′′p
. (5.31)

�e Lorentzian re
ectance pro�le and its derivative are shown in Figure 5.7. �e
illumination function u(κ) acts as a complex weighting function and needs to be
chosen to maximize the signal-to-noise ratio. �e integrand in the nominator of
SNRsplit is sign(κ)r∗ ∂r

∂κ
, weighted by the illumination ∣u∣. Looking at Figure 5.8, we

can see that the integrand has its maxima at ± 
√


, close to the points of the highest

slope. Although the signal experiences the strongest modulation at these points, it is
a common misconception109 to consider these points as optimal for the detection of
resonance shi�s. �is will be evident when taking into account the integrand in the
denominator that scales with ∣r∣. �e largest contribution to SNRsplit therefore comes
from the center of the resonance. We can also see that the maximum at the origin is
global. �e optimal function u is, therefore, a delta function describing a plane wave
illumination:

u±(κ) = δ(κ ± γ) γ → . (5.32)

As the singularity stemming from the pole in 
∣r∣
is located in the center, we shi� the plane

wave slightly o�-center. A small ±γ is added as a positive or negative bias, respectively.
�e bias allows the singularity to be circumvented and the functions to be handled
numerically.
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Figure 5.7:�e angular resonance is approximated by a Lorentzian pro�le shown in (a,c). �e pro�le
describes a circle in the (c) complex plane that goes through the origin at κ = . �e variable part and
quantity of interest in ATR based sensing – the derivative with respect to κ – is shown in (b) and (d).
�e variable part of the ATR response is centered around the imaginary axis in the complex plane. �e
illuminating mode u applies a weighting function over both the static and the variable part. For optimal
detection, u needs to be chosen to maximize the variable contribution and at the same time minimize
the static background. �e largest signal is found at κ =  where ∣∂κr(κ)∣ has its maximum. At the
same time, the static part is vanishing.

Another way of removing the singularity would be to take into account the vacuum

uctuations. At this point we have ignored the vacuum 
uctuations. If the plane wave
is precisely centered at the resonance, no light arrives at the detector, yet the vacuum

uctuations are still present. �is is accounted by  in the integrand of the noise term
in Equation 5.28. Considering the vacuum 
uctuations at this point, however, would
require setting a number for α to obtain the scale between the photon noise and the
vacuum noise. We will ignore the in
uence of the number of photons for now but will
get back to it later.

In analogy to the split detection, we can �nd the optimal solution for the homodyne
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5. Quantum noise in ATR-based sensing

Figure 5.8: (a,c)�e signal contribution to the SNR for the split detection scheme. It is zero in the center
of the ATR resonance as the re
ected beam is fully absorbed. However, the quantum noise vanishes,
too. (b,d)�e integrand of the signal contribution normalized to the in
uence of the noise contribution.
It can be seen that the highest response is expected to come from illumination of the center region. �e
points of the highest slope are therefore not optimal as o�en believed.

detection. Two things are di�erent, here. First, not only the illumination mode needs
to be chosen, but also the detection mode of the LO. Second, the phase of both these
modes has an in
uence. Additionally, we make use of the property β ≫ α again to
simplify SNRhomo. Although β dominates the noise term, it also serves as a gain to the
signal. For su�ciently large photon numbers the in
uence of β on the overall SNR
vanishes

SNRhomo =
αβ δκ ∫ Re{v∗u ∂r

∂κ
}dκ

√
β + α ∫ ∣u∣∣r∣ dκ

=
β

√
β + α ∫ ∣u∣∣r∣ dκ

⋅ α δκ ∫ Re{v∗u
∂r

∂κ
}dκ
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≈ α δκ ∫ Re{v∗u
∂r

∂κ
}dκ. (5.33)

Given that the greatest magnitude of ∂r
∂κ
(see Figure 5.7) is  and both u and v are

normalized, we cannot expect the integral to deliver any values larger than we found
for the case of split detection.

�ere is a certain degree of freedom to construct modes that, a�er integration, will
deliver this optimum. If we again use a plane wave illumination u(κ) = δ(κ), the
integral evaluates to  and we obtain the ultimate SNR

SNRmax = αδκ. (5.34)

�e ultimate detection limit is derived by assuming the SNR to be unity. �e smallest
resolvable change ∆κ then becomes

∆κ =

α
. (5.35)

which can be transferred into a refractive index change with the help of the relation
∂kp
∂n
≈

k′p
n
and κ = k

k′′p
. �e ultimate limit for refractive index sensing with ATR geometries

thereby becomes
∆n
n
≈


α

k′′p

k′p
. (5.36)

�e detection limit is inversely proportional to the square root of the number of pho-
tons, similar to photodetector shot noise. As the surface wave damping is inversely
proportional to the resonance width, we can conclude from k′′p

k′p
that increasing the

propagation length directly improves the sensitivity.

5.6 Optimal homodyne sense mode

�e strength of the homodyne detection scheme lies in its unique way to shape its
sensitivity through engineering a suitable LO mode. �e advantage will be evident
upon comparing the demodulation scheme of split detection and homodyne detection:

split detection homodyne detection

Re{ (u r)
∗

´¹¹¹¸¹¹¹¹¶
LO

⊗ (u
∂r

∂κ
)

´¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶
signal of interest

} Re{ (v)
∗

´¸¶
LO

⊗ (u
∂r

∂κ
)

´¹¹¹¹¹¹¸¹¹¹¹¹¹¹¶
signal of interest

} (5.37)
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In the split detection scheme, no external local oscillator is present. We can interpret this
as a signal that demodulates itself. �is makes the detection incoherent as the control
over the LO phase is lost. �is is detrimental once the signal to be demodulated is not
fully real. In the homodyne scheme, the functions u and v allow the phase response to
be altered before the real part operator is applied. We therefore have precise control
over which part of the angular spectrum is projected to the real or to the imaginary axis
of the optical phase space. �e output of the balanced detection for both methods is
only able to detect the real part. �e imaginary part appears as a common mode signal
that is eliminated by the photocurrent subtraction. �e corresponding quantum noise
of the imaginary part is, however, still present and degrades the overall SNR.

�e measurement scheme has similarities with quantum state tomography (QST)
methods, used to reconstruct the quantum state in the optical phase space. In homodyne
based QST, the LO phase is rotated to record all possible projections of the quantum
state. With the help of tomographic algorithms, the individual marginal distributions of
the phase space are assembled into the reconstructed quantum state. In our particular
case, only a single projection containing the full variable part of the quantum state is
desired. �e static part of the quantum state is of no interest. A�er mixing with the LO
mode, the static contribution is desired to be orthogonal i.e. fully imaginary. �e role
of the optimized LO mode can be thought of as sorting di�erent parts of the re
ected
beam into orthogonal states, selecting what to be measured and what to be ignored. An
optimal implementation uses u and v such that the LO and the signal – the variable
part of the ATR response – have opposite phase. �is turns the overall response fully to
the real axis. We can use a specially cra�ed LO sense mode vs

vs = u
∂r

∂κ

⇒ ∫ Re{v∗u ∂r∂κ}dκ = ∫ Re{u∗
∂r∗

∂κ
u
∂r

∂κ
}dκ

= ∫ ∣u ∣

⋅ ∣
∂r

∂κ
∣

dκ ≤ . (5.38)

Such a con�guration is able to extract the full magnitude of ∂r
∂κ
, weighted by the illumi-

nation intensity ∣u∣. �e resulting signal becomes optimal for the given illumination
pattern.
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5.7 Non-ideal illumination

It was shown previously that both split detection and homodyne detection perform
optimally under plane wave illumination. Given that the homodyne detection scheme
involves a much more sophisticated setup and a stable LO phase, its implementation
might not be justi�ed considering the additional experimental e�orts. While the plane
wave illumination is the simplest one to employ in the theoretical description, its
practical implementation is virtually impossible. Experimental setups require a �nite
focal length beam, which inevitable leads to broadened k−spectra. Depending on how
much spatial resolution of the sensing surface is demanded, the beam divergence can
be anywhere from arc-seconds in high-resolution detectors up to several degrees in
surface plasmon resonance microscopy setups.

We now want to compare the split detection scheme with the homodyne detection
scheme using the sense mode vs under a real-valued Gaussian illumination u. �e
Gaussian beam is technically simple to prepare and its angular spectrum converges
against a plane wave for vanishing angular width. In Figure 5.9, detection e�ciencies
are shown for beams of di�erent angular width and coupling conditions. �e detection
e�ciency is calculated from the integral over the demodulation terms yielding  for the
optimal case and respectively less for the non-optimal cases with �nite focus beams.
Homodyne detection is able to provide a high detection e�ciency even for beams
spreading far over the angular resonance. Split detection, in contrast, can only compete
for narrow angular beam widths. �e virtues of the homodyne methods are even more
pronounced for overcoupled or undercoupled excitation. In particular, overcoupled
systems can be detected with an e�ciency of more than . over the whole range. Also
evident from the plots is that an undercoupled excitation, having a narrower resonance
than the critical excitation, does not enhance the resolution. Figure 5.10 shows the
in
uence of (a) the vacuum 
uctuations and (b) the beam o�set on the detection
e�ciency for the split detection. When using the split detection scheme, the total
number of photons involved in every measurement matters as soon as quantum noise
and vacuum 
uctuations get closer. �at is when α∣r∣∣u∣ ≈ , or in other words, a
low number of photons are arriving at the detector. �is is a clear drawback of self-
demodulating detection. It is not present in homodyne demodulation where a strong
demodulating LO can be guaranteed independently of the system response. Figure
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5. Quantum noise in ATR-based sensing

Figure 5.9: Detection e�ciency of ATR shi�s for Gaussian beam illumination. �e highest detection
e�ciency is found for vanishing angular beam width and critical coupling with ζ =  (see Equation 5.30).
�e homodyne detection using the sense mode vs provides optimal demodulation and is superior to
the split detection scheme under all conditions. �e split detection scheme reaches only % of the
homodyne e�ciency for fully centered illumination. Improvement is gained by slightly o�setting the
illumination center (in this case σ).

5.10 shows the detection e�ciency as a function of N , the number of photons coming
from the light source. If N is relatively small, not only photon noise but also vacuum
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5.7. Non-ideal illumination

Figure 5.10: (a) Detection e�ciency as a function of the total number of illuminating photons. �e
split detection su�ers from a low number of photons that reach the detection in a critically coupled
con�guration. Using only a few photons will not only lead to a weak SNR, but will degrade the e�ciency
as the vacuum noise in
uence becomes signi�cant. �e homodyne scheme is shown for reference as
optimal detection. (b) Detection e�ciency as a function of the beam o�set from the center. Using an
o�set allows the same detection e�ciency as with homodyne detection for narrow beam. �e o�set
from the center causes more light to be available for the self-demodulation.


uctuations are relevant. Note, that these numbers are absolute counts rather than
photon rates. A weak illumination with low photon rates can be compensated for by a
longer integration time. �e actual number N in experiments may di�er substantially.
A classical ATR setup with a mW red laser emits  photons in every ms interval. In
contrast, a system that employs an imaging detector such as a CCD or CMOS array is
capable of measuring only a fraction of this number due to its limited full-well capacity.
�e full-well capacity describes the number of photoelectrons that a pixel based detector
can accumulate before it saturates. O�setting the split detection illumination by a small
amount may circumvent some of the problems that the self-demodulating detection has.
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In particular, it allows split detection the same precision as the homodyne scheme for
very narrow illumination widths. �e required o�set γ depends on the beam width. A
large o�set works well for plane-wave-like beams, while for wide beams a more centered
illumination is preferred.

5.8 Sensor resolution

In the previous section the improvements achieved by optimizing the illumination
and detection in ATR based sensors were discussed. It was shown that the ultimate
detectable refractive index change scales inversely to the number of involved photons.
If this potential is fully utilized, improving the resonance width is the next best option
to increase the overall sensitivity. �e detection limit ∆n is directly proportional to the
propagation losses k′′p of the mode that is excited with ATR spectroscopy. Here, SCTWs
are an ideal platform for creating waveguides from a broad range of absorbing materials
which allows the modal propagation to be custom �tted. Most of today’s commercial
SPRS systems work with Au thin �lms coated on prisms or glass slides, used in a
Kretschmann con�guration.80�e typical illumination wavelengths lie in the VIS/NIR
range with a tendency toward longer wavelengths due to reduced optical losses of Au in
the NIR. Improvement for ATR based sensing could come in two ways. First, decreasing
the �lm thickness as far as the material allows. �is reduces the modal propagation
losses and sharpens the re
ectance dip. At the same time, the interaction length between
the analyte and the mode is increased. Second, choosing di�erent materials that give
additional degrees of freedom for designing new sensing devices. In this case, improved
detection e�ciency would not necessarily stem from longer propagation lengths but
from the improvements in the interaction between sensor and analyte. Using the
polymer matrix as a depot for binding agents is one example.123 Another example is the
direct detection of swelling polymer brushes through the accompanied change of the
waveguide thickness.

Exploiting the longer propagation length alone can easily improve the theoretical
sensitivity by one order of magnitude and more, similar to how it has been shown with
Au based LRSPPs.124 In Figure 5.11 an SCTW based on Au:PNIPAM is compared to a
conventional SPP sensor. Here, the same Au:PNIPAM ellipsometry values have been
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used as previously. Using core materials with strong permittivity contrast and even
thinner cores has the potential for even more sensitivity improvement.

Figure 5.11: Normalized propagation losses as a function of the excitation wavelength. �e single
interface surface plasmon polariton (SISPP) in gold is the de facto standard for commercial SPRS
systems. An SCTW with a 10nm Au:PNIPAM core can outperform this con�guration by more than
. orders of magnitude. Reducing the propagation losses has a direct e�ect on the sensor resolution as
the smallest resolvable refractive index change ∆n is proportional to the losses (see Equation 5.36).

Using the derived quantum noise sensitivity limit of ATR sensing, the performance of
state-of-the-art commercial equipment can be put into perspective. While acquiring
the device speci�cations from the manufacturers of commercial SPRS equipment, it was
found that in all but one case the sensitivity was speci�ed as an absolute value rather
than speci�cally for the integration time. �e sensitivity limit is, however, a function
of the total number of the involved photons rather than the intensity. If we assume a
constant illumination power in the device, increasing the integration time would result
in higher resolution.

�ere is a limit that prohibits very long integration times: �ermal instabilities lead to
dri�s in the baseline of the signal. �e refractive index dri�, resulting from temperature
changes, is in the order of − RIU/K for water. �e baseline dri� is a common speci-
�cation for SPRS equipment. It usually lies between − and − RIU/s. �e limiting
in
uence of the dri� scales linearly with the integration time. An optimal integration
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Figure 5.12: Plot showing the bulk refractive index sensitivity limited by quantum noise and thermal
stability using a  µW laser source with  nm wavelength. �e thermal stability was derived from
manufacturer speci�cations of commercial SPRS equipment. Using the same data, the sensitivity curves
for �ve devices were estimated as a reference. �e estimation assumes thermal instability (∝ t) and
photon noise (∝ /√t) for the (1) Biacore X100,125 (2) Reichert 2SPR,126 (3) PCbiosensors EVA2.0,127
(4) Biacore T200,128 and (5) Bio-Rad XPR36.129 Optimal sensitivity is expected at the crossing of the
QNL with the linear thermal stability. For small time constants, the sensitivity is bound by quantum
noise, while for long time constants it is limited by thermal instabilities.

time can be found upon intersecting the QNL and the baseline dri�. In Figure 5.12, �ve
commercial devices are compared with the performance of a theoretical quantum noise
limited detector with optimal illumination. �e given sensitivity – being a function of
the integration time – has been estimated from the speci�ed sensitivity limit and the
baseline dri�. �e touted sensitivity is assumed to have been measured with the optimal
integration time, i.e. at the point where the detector noise crosses the stability limit.
�e comparison therefore relies on the marketing departments having done a good job
in claiming the outermost sensitivity under ideal conditions.a Another assumption is
that the sensitivity at the shorter end of the integration time-scale scales with 

√

N
as the

QNL. �is is likely not true, yet it serves as a lower bound. In SPRS devices intensity
is usually considered as the dominating noise source.106 Balanced detection schemes

aBased on the author’s experience this is a safe assumption. �e author cannot remember a single
case where a scienti�c instrument has performed signi�cantly better than advertised on paper.
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or low noise laser sources are still uncommon. For the theoretical sensitivity curves, a
 µW coherent light source at  nm was assumed to be incident on the sensor. A
conventional Au based SPP sensor and hypothetical  nm Au:PNIPAM SCTW sensor
is shown. Besides the bare quantum noise limited sensitivity, two thermal baseline
stability cases are shown. �e two stability values have been taken from the best and
from the worst stability values of the commercial devices. �e �gure clearly shows that
the detection e�ciency of today’s SPRS equipment lies far from the QNL. Even the best
reference has a sensitivity limit that is two to three orders of magnitude worse than the
discussed homodyne or split detection. �is signi�cant gap can be explained as most of
the sensors using arrayed photodetectors such as CCD or CMOS imagers. �e full-well
capacity of these detectors is very low compared to large scale photodiodes that can
easily withstand tens of µW optical power. �e balancing can be easily applied with
two photodiodes by subtracting their photocurrents in a purely analog way. An arrayed
detector is only able to digitally subtract the values a�er the analog-to-digital converter
(ADC). �e smallest di�erential signal is thereby limited to the ADC resolution which
is typically between − and − depending on readout noise and ADC performance.

In an arrayed detection with a wide angular spectrum, the power level must be set
conservatively, such that the detector is not saturated or damaged by the o�-resonance
light. �e detector’s dynamic range is thereby sacri�ced for high intensity o�-resonance
light that shows little to no modulation on resonance shi�s. An optimized detection
scheme, as for the discussed homodyne scheme, allows for much higher incident power
levels as only a fraction of the incident light is re
ected to the detector. �e upper limit
of the dynamic range can be adjusted such that very weak signals can be detected.

Assuming that the estimated thermal stability limits of commercial equipment have
been fully optimized, higher sensitivities require shorter integration times. �e optimal
timebase lies in the range of  to  Hz which is at least one order of magnitude
below the calculated sweet spots of the referenced equipment. Increasing the sampling
speed has, however, to be taken with a pinch of salt considering other time constants in
the system. �e reaction of the analyte has a limited reaction speed as it is based on
di�usion.130 On the other hand, a thermal dri� is not random as it is quantum noise.
It is predictable to a certain degree and can be modeled in order for it to be removed
in the subsequent data analysis. Another compensation technique uses a second 
ow
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channel to monitor thermal dri�s and bulk refractive index changes.131�e surface of
the reference channel has no binding ligands. Both channels are close to each other so
that they are in good thermal contact. It can be concluded that signi�cant room for
improvement is available that justi�es optimization from a quantum-mechanical point
of view.

5.9 Concluding remarks

A full quantum optics treatment of the surface plasmon resonance sensor wasmissing in
literature and has been derived in this chapter. �e noise sources for both split detection
and homodyne detection have been identi�ed. �e SNR for a measurement with a �nite
number of photons was given. With the help of the SNR the ultimate resolution limit
due to the photon quantization was calculated. It scales inversely with the resonance
width and the square root of the photon number.

�e mode used for illuminating the resonance has a decisive impact on the overall
detection e�ciency. Here, the optimal function has been found to be a plane wave
illumination. Other, more practical illuminations patterns, have a lower e�ciency.
�e homodyne detection scheme has the ability to extract the full absolute signal
for any given illumination. A phase inverted LO sense mode that reproduces the
mode’s derivative is used for optimized demodulation of the signal. It possesses a much
higher detection e�ciency for beams with a wide angular width. E�ective detection
is important for applications that require high spatial resolution which is not feasible
with narrow resonances. It was furthermore shown that improper coupling leads to a
reduction of the SNR. �e highest values are found under critical coupling conditions
with vanishing intensity at the resonance center. It was deduced that using the incoherent
split detection su�ers from the problem that very few photons are available for the
self-demodulation of the signal. �is leads to additional degradation of the e�ciency
for weak illuminations. �e quantum noise limit for SPRS was used to put the sensitivity
of frequently used commercial equipment into perspective. It has been questioned
in the past whether the theoretical limits of SPRS have already been reached due to
illumination intensity noise.106 It was argued that the ultimate sensitivity of surface
plasmon resonance sensors has been reached and further enhancement can only come
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through novel surface wave sensors. Balanced detection schemes, such as the proposed
ones, can generally overcome intensity noise limits and are able to reach quantum noise
limited performance. �is bene�t has been proven in the prominent experiments done
in gravitational wave research.132 But also much smaller setups have reached quantum
noise limited detection with homodyning or heterodyning techniques.133 In the light
of the derived QNL for SRPS, the performance of state-of-the-art devices no longer
looks as limited as it has been argued previously. It was demonstrated theoretically
that at least two orders of magnitude sensitivity improvement are within reach. �is
massive gap between the QNL and the real world sensitivity of devices is believed
to be a combination of uncompensated intensity noise, weak light sources and the
shortcomings of arrayed detectors such as limited dynamic range, noise and full-well
capacity.

An optimized balanced detection setup using a large area photodetector will be able
to push the sensitivity much closer to the quantum noise limit, which will bring im-
provement to both spatial resolution and sensitivity. Heterodyne measurements with
low intensity noise have been partially demonstrated in phase sensitive SPRS134–136 or
squeezed light SPRS.137,138 However, the optimizations to the illumination and detection
e�ciency have been lacking in this context. �e superior propagation length together
with the broad range of suitable material makes SCTW a promising upgrade to SPRS
systems used for molecular detection requiring the highest sensitivity.
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Conclusion

�is thesis was written with the intention of putting optical losses in waveguiding into
perspective and to point out opportunities for the application of new and uncommon
waveguide materials. Engineering light-matter interaction or shaping polarization and
phase of light is hard to achieve without ever touching losses. A circumstance re
ected
in the Kramers-Kronig relations, that inextricably link dispersion and absorption.
Absorption in waveguides is o�en considered as an undesirable e�ect with negative
impact on the propagation length. However, with the right cladding, waveguides can in
fact be made from highly absorbing materials. Below, each chapter is summarized and
�ndings are presented.

In the �rst two chapters this counterintuitive concept was discussed thereby showing
how material losses can contribute to enhanced propagation. �e in
uence of the
permittivity contrast was identi�ed as the driving force behind low-loss waveguiding.
Modes in strong absorbers were related to long-range surface plasmon polaritons and
TM modes. A continuous mode transformation was demonstrated together with
the suggestion that grouping the three modes under symmetric cladding thin-�lm
waveguide modes as a strict distinction seems impossible. Apart from the theoretical
existence of modes with lossy materials, the permittivity landscape was visualized to
illustrate the range of experimentally accessible values. Figures of merit were computed
for all of the common optical materials, serving as a hands-on guide for choosing
and comparing thin-�lm waveguide materials. A combination of SCTW from lossy
dielectrics and metals is possible. Impedance matched patching of waveguide sections
made from di�erent materials is feasible due to the continuous mode transformation,
serving as a path for loss-free coupling.

Chapter 3 was dedicated to spectral white-light interferometry, applied to ATR spec-
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troscopy. Extraction of the coupling gap by means of a Fourier transformation was
shown. �e critical in
uence of the re
ection phase was pointed out. Precompensation
of re
ection phase e�ects allows for absolute single digit nanometer accuracy. �e
method solves substantial experimental challenges that previously existed and o�en
prevented the use of the Otto con�guration. It is robust, yet very accurate and permits
�ne-grained control of the coupling gaps. �e method enables broad-band ATR spec-
troscopy through precise tuning of the coupling. It eliminates the need for a series of
samples as required with the Kretschmann con�guration.

�e concept of lossywaveguideswas transferred to nano-engineeredmaterials in chapter
4. �e novel materials not only extend the range of nature-given material responses,
but can also be made with tunable permittivity and thickness. Here, functionalized
nano-particle �lled polymer brush surfaces were used to demonstrate waveguiding
with symmetric cladding. Despite their unusual and lossy optical properties, low-loss
propagation comparable to long-range surface plasmon polaritons was achieved.

In chapter 5, a quantum optics approach was employed to model the sensitivity of ATR
based sensing. �e ultimate sensitivity limit of both split and homodyne detection was
derived. Optimal illumination and detection modes were deduced and discussed. �e
in
uence of non-ideal Gaussian illuminationwas calculated, depicting the superiority of
the homodyne detection scheme. �e sensitivity limit was estimated for commercially
available SPRS equipment. It was made evident that substantial improvements are
achievable through optimization of the optical modes and the detector integration time.

At the end of this thesis I would like to venture a look ahead and brie
y outline the
prospects for this work. Plasmonics has a long history of serving as a launch pad
for con�ned electromagnetic �elds at the nanoscale. �e strength of noble metals –
being stable, inert, and optically linear – is also one of their weakness for the design of
functionality. For applications with novel functionality such as quantum technology,
materials having sharp and distinct energy levels are preferred over metals that have
a quasi-continuous energy band from their free carriers. �erefore, applications of
plasmonics usually bundle the metal with other materials such as semiconductors or
dyes. Here, an SCTW provides a viable alternative where no metal is needed at all. �e
optically active or functionalized material itself is used for waveguiding. �is, by design,
eliminates detrimental emission quenching in the vicinity of metals. It is envisaged
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Conclusion

that SCTWs with functionalized surfaces will bring a new generation of optical sensors.
Nano-particle �lled polymer brush surfaces have already previously been used in a
variety of applications as optical sensors. Employing these as waveguides bridges the
gap between transmissive sensor designs and commercial ATR-based surface plasmon
resonance sensors. Clearly, the next step here is to develop an ATR geometry with a
low-index polymer cladding to establish the compatibility with water-based analytes.
�is will allow the full potential of morphology changes to be harnessed.
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Appendix A

Au:PNIPAM synthesis

�e polymer brushes used in this work were kindly provided by the group of Regine
von Klitzing, in particular Dikran Boyaciyan.

�e synthesis of the brush nano-particle hybrid made use of the gra�ing method
through the surface-initiated atom transfer radical polymerization (Si-ATRP). In or-
der to yield polymer brushes, two synthesis steps are needed. As a �rst step, an
initiator has to be attached to the surface as a monolayer. 2-bromo-2-methyl-N-(3-
(triethoxysilyl)propyl)propan-amide (BTPAm)was used, which was synthesized accord-
ing to a literature procedure.139 Before generating a monolayer of BTPAm onto the SiO

substrate, the substrates were etched for min using piranha solution (HSO/HO

1:1 v/v ). �e freshly cleaned substrates were incubated in a solution of BTPAm and
dry toluene ( µl/ml BTPAm/dry Toluene) for  h at room temperature to generate
a monolayer of BTPAm on the substrate. A�er completed deposition, the substrates
were sonicated in toluene for min, rinsed with Ethanol and dried under a stream of
nitrogen.

�e second step is the polymerization of PNIPAM at the surface. �e synthesis of
PNIPAM brushes was adapted from [75]. NIPAM monomer ( g, .mmol) was
dissolved in ml of ultrapure water/MeOH (: v/v), and the mixture was stirred
( –  rpm) under rigorous nitrogen bubbling for min. �en, PMDETA ( µl,
. µmol) and CuCl (. g, .mmol) were added at once. A�er stirring for
another min under nitrogen bubbling, the BTPAm-coated substrates were added,
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A. Au:PNIPAM synthesis

and the reaction was carried out for min in a nitrogen atmosphere. �en, the samples
were removed quickly, sonicated for min in ultrapure water and inMeOH for another
min followed by drying under a stream of nitrogen.

�eMDA-capped Au-Nps were attached by incubating the PNIPAM brushes for  h in
the native Au-Np suspension. A�er incubation, the samples were taken out, sonicated
in ultrapure water for min, and dried under a nitrogen stream.

106



Appendix B

Noise calculation

B.1 Noise variance for incoherent detection

Calculating the illumination dependent signal-to-noise ratio requires knowledge of the
noise variance. For the split detection scheme, the noise power at the balanced detector
is

P̂noisesplit = P̂
vac
split + P̂

�uct
split

P̂vacsplit = ∫
∞


Îvacre�dκ − ∫



−∞

Îvacre�dκ

= ∫
∞

−∞

sign(κ)(∣r∣ââ† + ∣t∣ ĉ ĉ† + rt∗(âĉ† + ĉ â†))dκ

P̂�uctsplit = ∫
∞


Î�uctre� dκ − ∫



−∞

Î�uctre� dκ

= α ∫
∞

−∞

∣r∣(u∗f â + uf â
†) + (r∗tu∗f ĉ + rt

∗uf ĉ
†)dκ.

For both cases, symmetry around the resonance center was assumed to simply merge
the two integrals over half of the k−space. In the latter case the 
ip mode uf(κ) =
sign(κ)u(κ). Before the actual variance ⟨∣(P̂�uctsplit +P̂

vac
split)

∣⟩ is calculated, we introduce
the handy quadrature operator that contains the raising and lowering operators as well
as a phase factor. It should be noted that the phase is also a function of κ:

X̂
ϕ(κ)
a (κ) = eiϕ(κ)â(κ) + e−iϕ(κ)â†(κ)

X̂
θ(κ)
c (κ) = eiθ(κ) ĉ(κ) + e−iθ(κ) ĉ†(κ).
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B. Noise calculation

Orthogonality of the modes demands the commutation relations

⟨∣X̂ϕ(κ)
a (κ) X̂

ϕ(κ′)
a (κ′)∣⟩ = δ(κ − κ′)

⟨∣X̂θ(κ)
c (κ)X̂

θ(κ′)
c (κ′)∣⟩ = δ(κ − κ′)

⟨∣X̂ϕ(κ)
a (κ)X̂

θ(κ′)
c (κ′)∣⟩ = .

With the help of the quadrature operators we can rewrite the 
uctuating power term in
a compressed form

P̂�uctsplit = α ∫
∞

−∞

(∣r∣∣u∣X̂
ϕ
a + ∣r∣∣t∣∣u∣X̂

θ
c )dκ,

where the phase angles of the complex coe�cient r,t, and uf have been absorbed by the
quadrature operator phases ϕ = ϕuf and θ = −ϕr + ϕt − ϕ. �e symmetry of u allows to
substitute ∣uf ∣ = ∣u∣.

�e �nal evaluation of the variance gives four di�erent terms. Although quite lengthy,
the calculation can be drastically reduced as follows:

σsplit= ⟨∣(P̂
�uct
split + P̂

vac
split)

∣⟩

= ⟨∣(P̂�uctsplit )
∣⟩

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
I

+ ⟨∣(P̂�uctsplit P̂
vac
split)∣⟩

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
II

+ ⟨∣(P̂vacsplitP̂
�uct
split )∣⟩

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
III

+ ⟨∣(P̂vacsplit)
∣⟩

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
IV

I ∶ ⟨∣(P̂�uctsplit )
∣⟩

= α∫∫
∞

−∞

⟨∣∣r(κ)∣∣u(κ)∣(∣r(κ)∣X̂ϕ
a (κ) + ∣t(κ)∣X̂

θ
c (κ))

⋅ ∣r(κ′)∣∣u(κ′)∣(∣r(κ′)∣X̂
ϕ
a (κ

′) + ∣t(κ′)∣X̂θ
c (κ

′))∣⟩dκ dκ′

= α∫
∞

−∞

∣r∣∣u∣ (∣r∣⟨∣(X̂ϕ
a )

∣⟩ + ∣t∣⟨∣(X̂θ
c )

∣⟩) dκ

= α ∫
∞

−∞

∣r∣∣u∣ (∣r∣ + ∣t∣) dκ

= α ∫
∞

−∞

∣r∣∣u∣ dκ

II ∶ ⟨∣(P̂�uctsplit P̂
vac
split)∣⟩

= α∫∫
∞

−∞

⟨∣∣r(κ)∣∣u(κ)∣(∣r(κ)∣X̂ϕ
a (κ) + ∣t(κ)∣X̂

θ
c (κ))
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B.1. Noise variance for incoherent detection

⋅ (sign(κ′)(∣r(κ′)∣ââ† + ∣t(κ′)∣ ĉ ĉ† + r(κ′)t∗(κ′)(âĉ† + ĉ â†)))∣⟩dκ dκ′

= α∫
∞

−∞

⟨∣∣r(κ)∣∣u(κ)∣(∣r(κ)∣(eiϕ â(κ) + e−iϕ â†(κ)) + ∣t(κ)∣(eiθ ĉ(κ) + e−iθ ĉ†(κ)))

⋅ (sign(κ′)(∣r(κ)∣ââ† + ∣t(κ)∣ ĉ ĉ† + r(κ)t∗(κ)(âĉ† + ĉ â†)))∣⟩dκ

= 

III ∶ ⟨∣(P̂vacsplitP̂
�uct
split )∣⟩ = 

IV ∶ ⟨∣(P̂vacsplit)
∣⟩

= ∫∫
∞

−∞

⟨∣(sign(κ)(∣r(κ)∣ââ† + ∣t(κ)∣ ĉ ĉ† + r(κ)t∗(κ)(âĉ† + ĉ â†)))

⋅ (sign(κ′)(∣r(κ′)∣ââ† + ∣t(κ′)∣ ĉ ĉ† + r(κ′)t∗(κ′)(âĉ† + ĉ â†)))∣⟩dκ dκ′

= ∫
∞

−∞

⟨∣(sign(κ)(∣r(κ)∣ââ† + ∣t(κ)∣ ĉ ĉ† + r(κ)t∗(κ)(âĉ† + ĉ â†)))

⋅ (∣r(κ)∣ââ† + ∣t(κ)∣ ĉ ĉ† + r(κ)t∗(κ)(âĉ† + ĉ â†))∣⟩dκ

= ∫
∞

−∞

∣r(κ)∣⟨∣âââ†â†∣⟩ + ∣r(κ)∣∣t(κ)∣⟨∣âĉ â† ĉ†∣⟩ + ∣t(κ)∣⟨∣ĉ ĉ ĉ† ĉ†∣⟩

+ r(κ)t∗(κ)r∗(κ)t(κ)⟨∣(âĉ† + ĉ â†)∣⟩dκ

= ∫
∞

−∞

∣r(κ)∣ + ∣r(κ)∣∣t(κ)∣ + ∣t(κ)∣dκ

= ∫
∞

−∞

(∣r(κ)∣ + ∣t(κ)∣)dκ

= ∫
∞

−∞

 dκ.

Here, the �rst termwas reduced exploiting the orthogonality of the quadrature operators.
�e second and third terms evaluate to zero as both contain only uneven numbers of
concatenated ladder operators. �e fourth term IV represents the vacuum 
uctuation
and is independent of r, t, and u. It may seem to diverge given that it is integrated over
κ. However, for a �nite number of photons – spread all modes in the k−space – α also
needs to be normalized by ∫∞

−∞
 dκ. �erefore, ∣α∣ is proportional to the overall number

of photons in the system.

σsplit = ⟨∣(P̂
�uct
split + P̂

vac
split)

∣⟩

= ∫
∞

−∞

α∣r∣∣u∣ +  dκ
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B. Noise calculation

B.2 Noise variance for coherent detection

Calculation of the noise variances for the coherent detection is similar to the incoherent
case. As the local oscillator is assumed to possess a large number of photons at any time,
the vacuum 
uctuations P̂vachomo can be safely ignored:

σhomo = ⟨∣(P̂
�uct
homo)

∣⟩

= ∫
∞

−∞
∫
∞

−∞

⟨∣(β∣v(κ)∣∣r(κ)∣X̂ϕ′

a (κ)

+ β∣v(κ)∣∣t(κ)∣X̂θ′

c (κ) + α∣u(κ)∣∣r(κ)∣X̂
φ′

b (κ))

⋅ (β∣v(κ′)∣∣r(κ′)∣X̂
ϕ′

a (κ
′) + β∣v(κ′)∣∣t(κ′)∣X̂θ′

c (κ
′)

+ α∣u(κ′)∣∣r(κ′)∣X̂
φ′

b (κ
′))∣⟩dκ dκ′

= ∫
∞

−∞

(β∣v∣∣r∣⟨∣(X̂ϕ′

a )
∣⟩ + β∣v∣∣t∣⟨∣(X̂θ′

c )
∣⟩

+ α∣u∣∣r∣⟨∣(X̂φ′

b )
∣⟩)dκ

= ∫
∞

−∞

(β∣v∣∣r∣ + β∣v∣∣t∣ + α∣u∣∣r∣)dκ

= ∫
∞

−∞

(β∣v∣(∣r∣ + ∣t∣) + α∣u∣∣r∣)dκ

= β ∫
∞

−∞

∣v∣ dκ + α ∫
∞

−∞

∣u∣∣r∣ dκ

= β + α ∫
∞

−∞

∣u∣∣r∣ dκ.

�e largest noise variance comes clearly from the LO and is present independently of
the system response r, as expected.
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Appendix C

Ellipsometry Data

�e following datasets have been used throughout the manuscript.
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Méndez. Self-consistent optical constants of SiC thin �lms, J. Opt. Soc. Am. A 28, 2340-2345
(2011)

SiO G. Hass and C. D. Salzberg. Optical properties of silicon monoxide in the wavelength region from
0.24 to 14.0 microns, J. Opt. Soc. Am. 44, 181-183 (1954)

SiO I. H. Malitson. Interspecimen comparison of the refractive index of fused silica, J. Opt. Soc. Am.
55, 1205-1208 (1965)

Sn A. I. Golovashkin and G. P. Motulevich. Optical and electrical properties of tin, Sov. Phys. JETP 19,
310-317 (1964)

Ta M. A. Ordal, R. J. Bell, R. W. Alexander, L. A. Newquist, M. R. Querry. Optical properties of Al, Fe,
Ti, Ta, W, and Mo at submillimeter wavelengths, Appl. Opt. 27, 1203-1209 (1988)

TaN G. V. Naik, J. Kim, and A. Boltasseva. Oxides and nitrides as alternative plasmonic materials in
the optical range, Optical Materials Express 1.6, 1090-1099 (2011)

TaO L. Gao, F. Lemarchand, and M. Lequime. Exploitation of multiple incidences spectrometric
measurements for thin �lm reverse engineering, Opt. Express 20, 15734-15751 (2012)

Ti A. D. Rakić, A. B. Djurišic, J. M. Elazar, and M. L. Majewski. Optical properties of metallic �lms for
vertical-cavity optoelectronic devices, Appl. Opt. 37, 5271-5283 (1998)

TiN G. V. Naik, J. Kim, and A. Boltasseva. Oxides and nitrides as alternative plasmonic materials in
the optical range, Optical Materials Express 1.6, 1090-1099 (2011)
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[] Uller, K. Beiträge zur �eorie der elektromagnetischen Strahlung, Ph.D. �esis,
1903.

[] Zenneck, J. Über die Fortp
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A. Second-Harmonic Generation from Critically Coupled Surface Phonon
Polaritons.ACS Photonics 2017, 4, 1048–1053, DOI: 10.1021/acsphotonics.
7b00118.

[] Falge, H. J.; Otto, A. Dispersion of Phonon-Like Surface Polaritons on α-Quartz
Observed by Attenuated Total Re
ection.Phys. Status Solidi 1973, 56, 523–534,
DOI: 10.1002/pssb.2220560213.

[] Futamata, M.; Borthen, P.; �omassen, J.; Schumacher, D.; Otto, A. Application
of an ATR method in Raman spectroscopy.Appl. Spectrosc. 1994, 48, 252–260,
DOI: 10.1366/0003702944028524.

[] Knox, W. H.; Pearson, N. M.; Li, K. D.; Hirlimann, C. A. Interferometric mea-
surements of femtosecond group delay in optical components.Opt. Lett. 1988,
DOI: 10.1364/OL.13.000574.

124

https://doi.org/10.1049/el:19800191
https://doi.org/https://doi.org/10.1016/S0006-3495(86)83640-2
https://doi.org/https://doi.org/10.1016/S0006-3495(86)83640-2
https://doi.org/10.1083/jcb.89.1.141
https://doi.org/https://doi.org/10.1016/j.sna.2012.10.016
https://doi.org/https://doi.org/10.1016/j.sna.2012.10.016
https://doi.org/10.1021/acsphotonics.7b00118
https://doi.org/10.1021/acsphotonics.7b00118
https://doi.org/10.1002/pssb.2220560213
https://doi.org/10.1366/0003702944028524
https://doi.org/10.1364/OL.13.000574
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[] Christau, S.; Möller, T.; Brose, F.; Genzer, J.; Soltwedel, O.; von Klitzing, R. E�ect
of gold nanoparticle hydrophobicity on thermally induced color change of
PNIPAM brush/gold nanoparticle hybrids.Polymer (Guildf). 2016, 98, 454–463,
DOI: 10.1016/j.polymer.2016.03.088.

[] Guo, F.; Guo, Z. Inspired smart materials with external stimuli responsive wet-
tability: A review.RSC Adv. 2016, 6, 36623–36641, DOI: 10.1039/c6ra04079a.

[] Yu, Y.; Cirelli, M.; Kieviet, B. D.; Kooij, E. S.; Vancso, G. J.; de Beer, S. Tun-
able friction by employment of co-non-solvency of PNIPAM brushes.Polymer
(Guildf). 2016, 102, 372–378, DOI: 10.1016/j.polymer.2016.08.029.

[] Lewandowski, W.; Fruhnert, M.; Mieczkowski, J.; Rockstuhl, C.; Górecka, E.
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Barceló, D.; Farré, M.; Mauriz, E. Part per trillion determination of atrazine
in natural water samples by a surface plasmon resonance immunosensor.Anal.
Bioanal. Chem. 2007, 388, 207–214, DOI: 10.1007/s00216-007-1214-2.

[] Piliarik, M.; Homola, J. Surface plasmon resonance (SPR) sensors: approaching
their limits?Opt. Express 2009, 17, 16505, DOI: 10.1364/oe.17.016505.
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