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ABSTRACT (EN) 
(English) 

Advances in signal processing push forward the Neurotechnology domain along with the 

Brain-Computer Interface (BCI) research which deals with the analysis of brain activity. 

Heading for a future that will most probably happen, where either healthy persons or people 

with disabilities communicate and control external devices without muscle control, a 

symbiotic relationship between humans and machines needs to be created. Moreover, the 

research direction should be guided to the users’ side by evaluating users’ interests and needs.  

The main goal of this thesis is to provide suggestions and solutions to ease and 

facilitate the Brain-Computer Interaction, by the following: i) stimuli and tasks that refer to 

users’ mental states and interests are optimized; ii) an interpretable system is created to reveal 

the neural information that can further determine a controlled BCI system to act; iii) and the 

most important aspect that make the first two key points possible: advanced and improved 

methodological approaches are developed to efficiently extract and interpret human neural 

activity from the Electroencephalogram (EEG). 

The investigation is performed through two experimental studies, where the first one 

proposes improved stimuli and tasks regarding users’ interests and preferences in a motor-

imagery-based BCI. The second study considers users’ cognitive mental states with the 

purpose to better control BCIs and investigates not only what the user has received from the 

external information, but also how and to which level of processing is the information 

encoded within the brain. The paradigms investigate the brain fluctuations induced by 

different stimuli and tasks, in order to provide the means to silently detect the meaningful 

neural information from the brain activity, which is critical for a BCI application. While the 

first paradigm considers Sensorimotor Rhythms (SMRs), the second paradigm is based on 

Event Related Potentials (ERPs). Most BCI paradigms consider either the temporal or the 

spectral information of the generated brain activity, but infrequently the investigation is 

performed in ensemble considering both domains. As it will be observed in this work, the 

analysis pipeline that considers only one domain might be suboptimal, while brain activity 

manifests additional information which is visible in both temporal and spectral domains. 

Therefore, this thesis deals with the methodological improvements that include 

complementary information, yielding to more accurate data analysis that outperforms most of 

the available methods. 
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ZUSAMMENFASSUNG (GE) 
(German) 

Fortschritte auf dem Gebiet der Signalverarbeitung beeinflussen auch die Entwicklungen (in 

der Neurotechnologie und somit auch die Erforschung) der Gehirn-Computer Schnittstellen 

(BCIs). Um Menschen mit körperlichen Einschränkungen, wie auch gesunden Menschen, die 

Möglichkeit zu geben ohne muskuläre Kontrolle über externe Geräte zu kommunizieren oder 

diese zu kontrollieren, muss eine symbiotische Beziehung zwischen Mensch und Maschine 

geschaffen werden. Hierfür sollte in der Forschung insbesondere ein größerer Fokus auf die 

Interessen und Bedürfnisse der Nutzer:innen gelegt werden. 

Das Ziel dieser Arbeit ist es Lösungsvorschläge für eine verbesserte Gehirn-

Computer-Interaktion zu untersuchen. Dabei werden: i) Stimuli und Aufgabenstellungen die 

sich auf den mentalen Zustand der Nutzer:innen beziehen optimiert, ii) ein interpretierbares 

BCI geschaffen, um die entscheidenden neuronalen Informationen zu bestimmen, iii) die 

beiden ersten Punkte werden vor allem durch verbesserte methodische Ansätze ermöglicht 

welche effizient neuronale Aktivitäten vom Elektroenzephalogramm (EEG) extrahieren und 

interpretieren. 

Hierfür werden zwei EEG Studien analysiert. Erstere untersucht verbesserte Stimuli 

und Aufgabenstellungen bezüglich der Nutzerinteressen in einem motor-imagery basierten 

BCI. Die zweite Studie analysiert kognitive Zustände um herauszufinden wie externe 

Informationen im Gehirn ankommen und wie diese verarbeitet werden. Die beiden Studien 

untersuchen die Fluktuationen im Gehirn welche durch unterschiedliche Stimuli und 

Aufgabenstellungen induziert werden, um aussagekräftige neuronale Informationen, welche 

für die Anwendung des BCI wichtig sind, zu bestimmen. Während das erste Paradigma die 

sensormotorischen Rhythmen (SMRs) betrachtet, basiert das zweite Paradigma auf 

ereigniskorrelierten Potentialen (ERPs). Die meisten BCI Paradigmen betrachten entweder 

die zeitliche oder die spektrale Domäne der Gehirnaktivität, eher selten werden beide im 

ensemble analysiert. In dieser Dissertation kommen wir zu dem Schluss, dass die Analyse die 

sich nur auf eine der beiden Domänen stützt nicht optimal ist, da wichtige Informationen in 

beiden Domänen enthalten ist. Deshalb analysieren wir erweiterte Methoden die 

komplementäre Informationen aus beiden Domänen kombinieren, was zu einer genaueren 

Datenanalyse führt, die die Ergebnisse der bisherigen Methoden übertrifft. 
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REZUMAT (RO) 
(Romanian) 

Progresele în analiza semnalelor impulsionează domeniul neuro-tehnologiei împreună cu 

cercetarea Interfețelor Creier-Calculator (en., Brain-Computes Interfaces - BCI) care se ocupă 

cu analiza activității cerebrale. Îndreptându-ne către un viitor care cel mai probabil se va 

întâmpla cât de curând, în care fie persoane sănătoase, fie persoane cu handicap comunică și 

controlează dispozitive externe fără intermediul controlului muscular, o relație simbiotică 

între oameni și mașini trebuie să fie creată. Mai mult, direcția de cercetare ar trebui să fie 

ghidată către utilizatori, prin evaluarea intereselor și nevoilor utilizatorilor. 

Scopul principal al acestei lucrări este de a oferi sugestii și soluții pentru a ușura și 

facilita interacțiunea creier-calculator, prin următoarele: i) stimulii și activitățile care se referă 

la stările mentale și interesele utilizatorilor, sunt optimizate; ii) un sistem interpretabil este 

creat pentru a dezvălui informația neuronală ce poate determina în continuare un sistem de tip 

BCI pe bază de control să acționeze; iii) și cel mai important aspect care face posibile primele 

doua puncte cheie: abordări metodologice avansate și îmbunătățite sunt dezvoltate pentru a 

extrage și interpreta, în mod eficient, activitatea neuronală umană relevată de 

Electroencefalogramă (EEG). 

Investigarea se realizează prin două studii experimentale, în care primul propune 

stimuli și sarcini îmbunătățite privind interesele și preferințele utilizatorilor în cadrul unei 

Interfețe Creier-Calculator bazate pe imaginare motorie. Al doilea studiu consideră stările 

mentale cognitive ale utilizatorilor vizând îmbunătățirea ulterioară a controlului în cadrul 

Interfețelor Creier-Calculator și investighează nu numai ceea ce utilizatorul a prelucrat din 

informațiile externe, ci și modul și nivelul de prelucrare al informației codificate în creier. 

Paradigmele investighează fluctuațiile creierului induse de diferiți stimuli și activități, pentru 

a oferi mijloacele de a detecta informația neuronală semnificativă din activitatea creierului, 

care este critică pentru o aplicație de tip BCI. În timp ce prima paradigmă consideră ritmurile 

sensori-motrice (SMRs), a doua paradigmă se bazează pe potențiale legate de evenimente 

(en., Event-Related Potentials - ERPs). Majoritatea paradigmelor BCI consideră fie 

informațiile temporale, fieinformațiile spectrale ale activității generate de către creier, însă 

rareori cercetarea se realizează în ansamblu, considerând ambele domenii, timp și frecvență. 

Așa cum se va observă în această lucrare, analiza care consideră un singur domeniu ar putea 

fi suboptimală, deoarece activitatea creierului prezintă informații suplimentare ce sunt 

vizibile atât în domeniul temporal, cât și în cel spectral. Prin urmare, această teză se ocupă cu 

îmbunătățirile metodologice ce includ informațiile complementare, obținând o analiză mai 

precisă a datelor ce depășește performanțele majorității metodelor disponibile. 
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Chapter 1 
 

 

 

Introduction 
 

 

 

Non-invasive Brain-Computer Interfaces (BCIs) research benefits from a significant 

evolution in the last decades considering neural activity analysis. The vast majority of 

endeavors focus on identifying ascertained voluntary control commands, imposing strict 

activities to the user side, in order to control distinct devices or for communication purposes. 

On the other hand, the user state estimation from the ongoing brain signals was not granted 

much attention (Blankertz et al., 2010b,c; 2016).  

1.1 The field of doctoral study 

The enhancement of technology gives us today more and more opportunities and utility to 

ease and improve our daily activities. In this regard, neurotechnology helps further by 

enhancing the connectivity between humans and technology. It involves the participation of 

different fields such as Computer Science, Neuroscience or Psychology, and many others. 

The applicability ranges from augmenting human capability by controlling external devices 

such as computer applications, wheelchair or any other electronic devices only with the brain 

signals; towards the restoration of a lost motor or cognitive function by neuro-rehabilitation 

or even to the replacement of a lost body part (mainly limbs), with the aid of neural 

prosthesis.  

 The first advancements in this field began to develop with the discovery of human 

brain signals, in 1924, by the German researcher and psychiatrist, Hans Berger (Berger, 

1929). After this time, multiple researches have been conducted and the field of 

Neurotechnology evolved for nearly half a century but only in the last twenty years has 

reached maturity. In general, it includes technologies that are designed to improve, repair and 

replace brain functions and allow researchers and clinicians to visualize the brain. 

 The neurotechnology research enhances step by step, mostly related to BCI systems 

(Dornhege et al., 2007; Wolpaw and Wolpaw, 2012), providing enhancements of signal 
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acquisition (Nicolas-Alonso and Gomez-Gil, 2012), signal processing and machine learning 

techniques (Müller and Blankertz, 2006; Blankertz et al., 2008b;). Furthermore, new 

applications are developed each day and new discoveries are being reported (Wolpaw, 2007). 

 Although the main focus of the BCI research initially targeted clinical applications 

relating to lost brain functions replacement, involving for example, patients who lost their 

motor control, where the BCI provides a different option to communication (Birbaumer et al., 

1999; Birbaumer and Cohen, 2007; Millán et al., 2010) or an alternative to movement 

execution by means of BCI prosthesis (Birbaumer, 2006; Mcfarland and Wolpaw, 2010), 

various experimental paradigms that targets alleviating daily activities have been also 

proposed. They are aiming to enhance the human capabilities of a normal and healthy 

individuals, for example as in the case of controlling a computer application with own brain 

signals (Bayliss and Ballard, 2000; Müller et al., 2008; Blankertz et al., 2010c; Zander and 

Kothe, 2011) and replacing the conventional peripheral input (e.g. mouse, keyboard) or in 

industrial settings by targeting workload reduction based on mental state detection (Venthur 

et al., 2010). 

While primary research involves the use of motor imagery related brain activity for 

BCI control, activity which is hard to be controlled by the users, mostly because not everyone 

is capable of producing this specific type of brain signals (Guger et al., 2003; Blankertz et al., 

2010a; Vidaurre et al., 2011b), a new interest arises in the BCI community which focuses on 

the user mental state detection, bringing many advantages and decision possibilities for the 

BCI system (Blankertz et al., 2016). 

Another aspect that need to be taken into consideration when developing a BCI 

system, considers the analysis and decisions involved, that have to be properly checked in 

order to refer to the corresponding neural activity related to the BCI task and not to the non-

cortical origins of activity such as eye, muscle movements and other types of noise activity. 

In this regard, a BCI system depends on advanced methods of signal processing and 

classification. By means of these machine learning techniques, the corresponding neural 

activity of interest is detected among a mixture of neural signals, problem always referred to 

as the ‘cocktail party’ problem (for example, detecting and understanding one person's speech 

from the amount of discussions, music and background noise which happen on a party 

environment). 

Despite significant advances in BCI research, there is still no standard valid BCI 

system available on the market, but hopefully this is about to change in the decades to come, 

thanks to the involvement of the BCI research groups through the entire globe (Birbaumer 

and Cohen, 2007; Dornhege et al., 2007; Kohlmorgen et al., 2007; Wolpaw, 2007; Daly and 

Wolpaw, 2008; Galán et al., 2008; Mak and Wolpaw, 2009; Müller et al., 2008; Ariely and 

Berns, 2010; Haufe et al., 2011; Zander and Kothe, 2011; Wolpaw and Wolpaw, 2012; 

Collinger et al., 2013; Hwang et al., 2013; Borghini et al., 2014; Aricò et al., 2016a,b; 

Blankertz et al., 2016; Schultze-Kraft et al., 2016a,b; Naumann et al., 2017), and recently also 

the involvement of the industry sector (Neuralink Corp - https://www.neuralink.com/; 

Facebook, Inc. - Constine, (2017, Apr 19) and many more.  

https://www.neuralink.com/
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1.2 Purpose of the thesis 

The most complex system in the universe - the brain, has fascinated researchers for a 

long time. The ability to control external devices only with the power of the mind is still a 

futuristic approach, yet many studies have proven this possibility and the most important 

aspect is that it is beneficial for the persons with disabilities, providing them the means for 

communication in case of loss of the ability to speech, the ability to control a wheelchair or 

any other external device, which offers them a significant aid in their daily activities.  

This type of interaction, namely Human-Computer Interaction, could benefit if the 

attention of the scientific research and development will be more focused on the user itself.  

The majority of present and past research is focusing on methods to achieve best 

performance in a HCI system by proposing tasks that can trigger a more powerful effect in 

the human brain, without driving the attention to the user needs and desires. In order to 

improve this interaction, the attention should be focused on the user, by searching for tasks 

related to user preferences, or by focusing on user decisions or on the current user state in 

order to control the respective application or an external device.  

The key concept behind this enhanced BCI mental state detection technology, is the 

type of interaction, also called a symbiotic interaction, which derives from the well-known 

natural symbiotic relationship, where two different and conflicting organisms coexist together 

in a mutual relation. Each organism benefits from the other and the antagonistic condition 

that was present before is automatically cancelled out. As an example, the sea anemone and 

the clownfish coexist in a mutual intrinsic relationship by protecting from predators and 

nourishing each other. The anemone does not strike the clownfish with her stingers and the 

clownfish does not eat the nutrient tentacles of the anemone. Rather, the clownfish feeds 

itself with the leftovers from other fishes, cleans the anemone, and chases away anemone’s 

fish predators, like the butterfly fish. In return, the anemone protects the clownfish with its 

toxic tentacles and receives nutrients in form of waste from the clownfish. In a similar way, a 

HCI should integrate this symbiotic relationship by carefully inspecting the desires and needs 

of the user and fulfilling them, in accordance.  

Therefore, the long-term goal of this research is to infer implicit user variables in real-

time and silently adapt the user interface within the Brain-Computer Interface or the Human-

Computer Interaction systems. Firstly, user’s interest and needs have to be taken into 

consideration; secondly, the current user’s state and finally the interface has to be adaptated 

accordingly. 

The present thesis aims to establish experimental designs that focus on the user, in 

order to create an improved and more natural human-computer interaction. In this case, the 

potential applications of a system that allows real-time estimation of the current user state 

include enhanced human-computer interaction, such as information seeking application or 

operator assistance systems in industrial workplaces (as discussed in Venthur et al., 2010). 

Furthermore, we envision the use in any control BCI application involving healthy 

participants. 

In view of the target scenario, the goal is to:  

 Develop optimized stimulus and tasks to create user-friendly BCI paradigms; 
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 Relate to the user state – the BCI should focus on the user; 

 Create interpretable BCI systems; 

 Improve the signal processing methods to detect more accurately the processes 

originating from brain sources or to assist for a better reconstruction of the signals; 

 Investigate deeper the information contained in the brain in order to increase our 

understanding of human brain processes; 

 Take a step further towards a user-friendly BCI interaction system that can be further 

used for control or communication for healthy people or people with disabilities 

Aiming reducing the complexity and interaction at the user side and also creating 

interpretable BCIs, the complexity has to be switched to the BCI system. Therefore, the 

objectives of this thesis relate to the development of improved BCI paradigms, tasks and 

scenarios that ease the interaction and to the development of advanced and improved 

methodological approaches for extracting and interpreting user neural activity from the 

electrophysiological signals recorded with EEG, while discarding the non-related cortical 

activity. As a reference, the neurophysiological interpretations will be compared to 

behavioral measurements. 

The majority of current BCI systems recognize different mental states in rapport with 

preliminary training data. In this matter of classification, the general issue of BCIs is that they 

act as an unseen process, being hard for a researcher to verify and interpret what the system 

actually learns from the data. Recently, various researchers expressed the necessity to 

develop appropriate signal processing and classification techniques for BCI in order to gain 

knowledge and insights into the dynamics of the brain and the corresponding mental states 

(McFarland et al., 2006; Kübler and Müller, 2007; Müller et al., 2008; Blankertz et al., 2010; 

Blankertz et al., 2011; Vidaurre et al., 2015). This approach should become a necessity for a 

researcher or developer to correct a BCI to detect the corresponding neural processes.  

Moreover, if the BCI will facilitate an asynchronous interaction (Mason and Birch, 

2000), such as when the user can communicate with the interface at their own will or if the 

BCI will silently analyze user mental state, the human-computer interaction will become 

more natural, efficient and user-friendly. 

Another issue that needs to be addressed relates to the number of classes generally 

used in BCI systems. Most BCI systems are constrained only to two classes, being hard for a 

user to control a BCI system especially when more degrees of freedom are requested. 

Therefore, a solution is clearly needed in this aspect by designing algorithms and BCIs that 

can efficiently identify a greather number of mental states and tasks (Dornhege et al., 2004a; 

Kronegg et al., 2007; Venthur et al., 2010).  

1.3 Outline of the thesis 

User mental state Brain-Computer Interfaces will break the ice of the interaction between a 

user or patient and an external machine, if the signals are silently recorded and the decisions 

are performed in real-time. Aiming this long-time purpose, we investigate via special 

designed BCI scenarios, the user-related tasks that could bring us closer towards this goal. In 

this topic, the thesis evaluates the signal processing and machine learning methods that could 

help investigating and discriminating the brain activity, while meantime leaning towards the 
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development of an interpretable BCI. The brain activity investigated in this research work, 

was non-invasive recordings via Electroencephalography. 

Firstly, the neurophysiological concepts and basic principles that underlies a BCI 

system along with the key components of which it is composed, are primarily described in 

Chapter 2. Further, the signals types investigated in this thesis that can be used to drive a BCI 

system are detailed, namely the Event-Related Potentials (ERPs) and the oscillatory 

modulations given by cognitive activity and Sensorimotor Rhythms (SMRs). In addition, a 

standard notation for the mathematical concepts used in this thesis is detailed.  

Further, a brief overview of the existing analysis methods within the scientific 

research is presented in Chapter 3, including the current BCI designs and applications 

(Chapter 3.5). The description of the existing signal processing and machine learning 

approaches, focusing more on those that are further used in this thesis, spans from the brain 

activity measurement (3.1), preprocessing of the EEG signals along with filtering and 

artifactual removal techniques (3.2), and continuing with the feature extraction and selection 

mechanisms (3.3) towards the classification (3.4).  

To accomplish the purpose of this thesis described earlier, first user specific tasks 

were investigated in the well-used type of BCI, namely motor-imagery based BCI. The idea, 

described in more detail in Chapter 4, analyzes attractive and efficient tasks for the user in 

order to attract user’s interest and therefore improve the interaction with the BCI. The brain 

responses elicited by the internal motor imagery event that generates changes in the 

oscillatory activity, namely sensori-motor rhythms (SMRs), are inspected considering the 

temporal, spatial and spectral information of the EEG activity. Specifically, the attenuations 

or increases in the alpha rhythm are closer investigated by the Event-Related 

(De)Synchronization (ERD/ERS) phenomena. The respective modulations changes can be 

easily observed by the event related brain dynamic responses in the power spectrum, 

therefore by studying the time-frequency representation given by the Event Related Spectral 

Perturbations measure (ERSP). Aiming a faster user reaction and a stronger brain response, 

two different types of stimuli, visual and auditory are evaluated in the experimental study. 

After appropriate preprocessing that clears the signal from unwanted artifacts and increases 

the signal to noise ratio of the signal, an enhanced classifier based on multi-modal features 

provides a very good discrimination of the motor imagery mental tasks. Further, the section 

4.5 describes possible future developments and optimizations of this study. The work 

comprised in this chapter was performed at the Department of Applied Electronics and 

Information Engineering, Faculty of Electronics, Telecommunications and Information 

Technology, University Politehnica of Bucharest and was published in four scientific papers 

[5, 10, 11, 12] and a scientific report [13]. 

Furthermore, an innovative interface is investigated in Chapter 5, where the user 

mental state is taken into consideration, based on the depth of cognitive processing the 

external visual information. Implicit information about the current user’s cognitive state, 

among different levels of cognitive state, could be later used in a Human Computer 

Interaction, for example in an information seeking application or an industrial operator 

monitoring setting, with the appropriate machine learning adaptations for online detection. 

The concept of differentiating between different levels of cognition, could be used to 

automatically adapt the application interface by reducing or increasing the amount of 



Chapter I. Introduction 

6 

information presented or the activities requested to be performed by the user. This will be a 

benefit for the interaction, making it more efficient, by firstly replacing or supplementing 

explicit input with the BCI’s automatic brain state detection, and secondly by automatically 

adapting the interface according to user’s needs and current state, without the need for 

additional setup. The feasibility of using BCI in such new contexts is investigated in this 

work by inducing different levels of cognitive processing, in order to: identify and study the 

corresponding neural correlates, investigate the related EEG features, and to adapt the 

necessary signal processing and machine learning techniques. The amount of cognitive 

processing is triggered by task instructions in a specific designed experimental paradigm, 

analogous to an odd-ball paradigm with visual stimulus presentation, in which the user takes 

decisions in accordance to the corresponding type of cognitive process (memory, language 

and visual imagination) and the level of processing (no-processing, shallow and deep 

processing). The brain responses investigated here are the Event Related Potentials (ERPs) 

and modulations of the oscillatory activity (Event Related De/Synchronizations), generated 

by the cognitive events. Considering data analysis, advanced signal processing methods were 

applied in order to reject non-neural components and keep only the brain activity related to 

the investigated user’s state. Different spatial filtering methods are applied in order to reduce 

the effect of volume conduction and enhanced feature extraction methods are applied to 

detect the optimal neural components. Classification is applied in multi-modal form, by 

integrating the information extracted from the spatial, temporal and oscillatory domains. In 

addition, different classification techniques are evaluated for obtaining best performances. 

Firstly, binary classification is evaluated, and then multi-class discrimination is implemented 

to bring the classifier closer to a real application implementation, where the classifier has to 

automatically detect between different user states. Next, future developments are pointed out 

considering the signal processing and machine learning techniques that could be further 

improved and the directions that need to be taken further when switching towards real life 

applications. The research was performed at the Neurotechnology Group, Institute of 

Software Engineering and Theoretical Computer Science, Faculty of Electrical Engineering 

and Computer Science, Technical University of Berlin and a big part of the work presented in 

this chapter has been published in six scientific papers [2, 3, 6, 7, 8, 9], one in progress [1], 

and one database [4].  

 In the last chapter (Chapter 6), overall conclusions (section 6.1) are drawn for the 

work in this thesis, referring to the findings and the impact of this work on the scientific 

research. Further, the future developments and directions that could be taken starting from 

this research are discussed in section 6.2. 

 Supplementary figures and description considering single participant graphs, various 

electrodes and additional analysis are comprised in the Appendix section. 

1.4 Scientific contribution 

The thesis aims to contribute to the field of EEG analysis by considering advanced and 

adapted signal processing techniques for the corresponding paradigms and by proposing and 

evaluating specific BCI tasks and mechanisms towards mental state detection that could 

improve the brain-computer interaction. After careful evaluation of the existing methods and 
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practices and their short-comings, specific analysis scenarios were selected and proposed that 

better detect the corresponding neural activity and user related effective tasks are proposed 

that could drive more interest from the user’s side and could ease the communication with a 

future BCI application. The proposed approaches are evaluated in two experimental studies 

with laboratory settings (Chapter 4 and 5) and published in [5, 10, 11, 12, 13] and [1, 2, 3, 4, 

6, 7, 8, 9], respectively. 

The core parts of this research are described hereunder: 

 Concerning the user interest and his tendency of losing enthusiasm and becoming tired 

and disinterested in interacting with the BCI, specific user tasks are firstly investigated in 

a motor-imagery experiment that triggers interest, attention and forces continuous 

interaction with the corresponding BCI.  

 The second main interest refers specifically to the user’s side, by making use of the user’s 

cognitive state, expressed in the corresponding neural correlates, triggered when 

cognitively processing the visual external information.  

 The novel approaches are investigated in experimental studies on healthy participants, in 

order to test the applicability of these concepts to a more realistic scenario. 

 For investigating and extracting the corresponding neural correlates that relate to the 

corresponding activities, powerful signal processing and machine learning approaches 

have been integrated for the neurophysiological and behavioral data analysis. Different 

data techniques were evaluated and combined to obtain highest performances, 

considering multi-variate analysis, by combining the spatial, temporal, and spectral 

domains.  

The experimental studies focus on EEG, which is widely used due to its dramatically 

lower costs and better portability. The analysis discussed in this thesis refers primarily to 

EEG analysis, although the methods may be adapted and tested to other types of acquisition, 

but this aspect was not evaluated in this research. 

 The present thesis advances the BCI and Neurotechnology research field in various 

directions. While one one side, recent state-of-the art machine learning techniques can 

expand the usability of BCI technology, on the other side, the research should focus towards 

BCI users. Therefore, two innovative BCI paradigms are proposed in order to inspect the 

neural correlates of specific user tasks or cognitive user’s state. It was shown that such 

paradigms could improve the communication with BCI and could make it more practical and 

accessible compared to earlier approaches. The state-to-the-art analysis techniques were 

tested for the corresponding investigated neural correlates and combined when revealed 

shortcomings. Thus, novel approaches are constructed to improve the classification 

performance of brain data, particularly for EEG. 

Shortly, the personal scientific contributions of me, the researcher in question, can be 

described by the following main developments: 

 Two studies were carried out, both focusing on the user’s side for the benefit of human-

computer interaction. The studies show the applicability of the user related concepts to 

future Brain-Computer Interface applications (Section 4.1 and 5.1) 

 The experimental designs and stimuli presentations necessary for the two studies were 

carefully planned and developed (based on the supervisors’ proposals and under their 

guidance) in order to elicit the desired brain responses. Therefore, the graphical design of 
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the stimuli, the software setup for the presentations and the hardware setup for brain 

signal acquisition were entirely performed by the researcher in question (sections 4.2.1 

and 5.2.1) 

 For the first time, the context of levels of cognitive processing encountered in 

neuroscience and psychology are evaluated in a BCI scenario, in terms of a possible 

human-computer interaction application (Chapter 5) 

 Specific schemes and investigations for effective analysis of the neural activity are 

proposed, tested and entirely developed for both studies (Section 4.2.3 and 5.2.3) 

 Specific artifact removal techniques have been investigated and applied in order to reduce 

head, muscle and eye movements that are also present in more realistic scenarios (Section 

4.2.3.1, 5.2.3.2, 5.2.3.3) 

 Discriminative measures are applied in order to investigate into more detail the neural 

activity (Section 4.3.2, 5.2.3.4). Single-participant representations, as well as grand-

average representations are carefully investigated (Section 4.3.3, 5.3.2, Appendix A.2.1, 

A.3.2, A.3.3). Special attention is given to the trial-by-trail and among participants’ 

variability of the EEG data. Different feature extraction methods are implemented and 

optimized in order to extract the most relevant brain activity (Section 5.2.3.4).  

 In addition, careful verification of the signals has been performed in order to assure that 

the extracted components which will be given to the classifier, highly reflect the cortical 

activity and not some artifacts (Section 4.3.3.3, 5.2.2.3) 

 An improved ensemble classification approach is developed based on multi-modal 

analysis, taken advantage by the temporal, spatial and the spectral characteristics of EEG, 

in order to overcome the limitation of single domain analysis (Section 4.2.3.2 and 5.2.3.5) 

 Appropriate multi-classification approach is implemented, necessary for further online 

classification (Section 4.3.4 and 5.3.3.2) 

 New neurophysiological findings related to different levels of cognitive processing are 

detected and investigated (Section 5.3.2) 

 Corresponding Matlab code was developed for each processing scenario and some 

adaptations to existing methods in order fit the corresponding processing pipelines are 

public available in the BBCI Toolbox (for example: ssd-bank) (Section A.1.4, A.2.2) 

 Scientific research papers and articles that describe the corresponding approaches are 

published, further described in Section 1.5 [1 - 13]. 

1.5 List of contributions 

The contributions performed on the research described in this thesis have been 

published in peer-reviewed journals and conference proceedings. The following section 1.5.1 

list those articles, in chronological ordered starting with the most recent ones. The next 

Section 1.5.2, refers to all the additional peer-reviewed publications which were not included 

in the thesis, that I have authored or co-authored since the beginning of the PhD (October 

2013) in the domain of signal processing. Specifically, they include additional research on 

Electroencephalography (EEG), Electrocardiography (ECG), Electrooculography (EOG), 

Electrohysterography (EHG), and image processing. A complete list of all the publications 

https://github.com/bbci/bbci_public
https://github.com/bbci/bbci_public/blob/master/processing/proc_ssdbank.m
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including other domains such as synthetic biology or the manuscripts published before the 

beginning of the PhD (October 2013), can be found online on the following scientific 

research websites: Researchgate or Academia. Considering the number of citations, the h-

index was specified by Google Scholar on the 1th of March 2018 for all publications that 

have been published for at least 6 months and it represents the level h-3 which indicates that 

at least 3 manuscripts have been cited at least 3 times. 

1.5.1 Main contributions list 

Publications in preparation or under review 
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Chapter 2 
 

 

 

Fundamentals of neurophysiology 
 

Foreword 
 

When we think about the brain, we can think of the giant universe spread across billions of 

light-years, with constellations of information having billions of connections between them. 

Only size makes a difference with billions of light-years for the cosmos and only micrometers 

for the brain. Glancing through the microscope, the brain contains around 100 billion neurons 

with 100 trillion connections (synapses), which mean 700 billion times less than the 

estimated number of stars in the observable universe (The Australian National University, 

2003). Howsoever, this tiny brain can „contemplate even the vastness of interstellar space” 

(Ramachandran, 2009). Now, as you probably visualized, we can barely scratch the surface 

of this huge amount of information. As telescopes investigates planets activity, so 

Electroencephalography (EEG) records the brain signals, getting closer to touch the unseen. 

By this means, you will feel like you almost hold petabytes of brain information with 

thousands of thoughts, memories and knowledge in the palm of your hand.  

Now, how we can grab information from the brain, it will be described in this chapter. 

Starting from the theoretical aspects of the human brain and continuing with the measures 

and methods that helps decipher and better understand the neural information. 

2.1 Neurophysiological background 

The neural activity generates changes of electrical fields (Buzsáki et al., 2012). The ionic 

current produced by the neurons within the brain that generates action potentials 

(postsynaptic potentials – PSPs, given by depolarizations of the neuronal membrane), 

propagates through the cortex until it reaches the surface of the scalp (Niedermeyer and Silva, 

2005; Buzsáki et al., 2012). For this reason, the electrical activity arrived at the surface of the 

scalp will be weaker than the original activity, from millivolts (mV) down to microvolts (µV). 

The original electrical potentials from one source of the brain propagate differently within the 
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cortex due to different electrical conductivity of the brain and therefore, on the surface of the 

scalp the electrical potential could arrive at a distance from the original region of the brain. 

The effect is known as volume conduction (Rutkove, 2007). 

2.2 Electroencephalography 

The first attempt to record electrophysiological brain signals dating from 1875 belongs to 

Richard Caton who presented his findings about the electrical phenomena of cerebral 

hemispheres of animals (Caton, 1875). Later on, in 1924, after extensive experiments, Hans 

Berger (Berger, 1929), a German neurologist, discovered that besides animals, also the 

activity of the human brain can be gripped by placing an electrode on the surface of the scalp. 

Next, the signal is amplified and visualized as changes in voltage over time. This technique 

of brain signals recording (Niedermeyer and Silva, 2005) will be later called 

Electroencephalography (EEG). Over the decades, EEG proved to be very useful in scientific 

research and clinical applications, mainly due to its high temporal resolutions, not found by 

the other hemodynamic measures, such as: positron emission tomography - PET, functional 

near-infrared spectroscopy - fNIRS, functional magnetic resonance imaging - fMRI. 

Moreover, it is widely used due to its affordability, portability and non-invasive 

characteristics. Although, there is one drawback of EEG, namely low spatial resolution. To 

put it simply, EEG is similar to a symphony, composed by a complex mixture of sounds that 

change in time and space with varying phase, pitch, tone, volume (amplitude) and frequency. 

In EEG, there is mixture of brain signals coming from different sources of neural activity due 

to the volume conduction effect described earlier. However, this effect can be reduced to 

some extend based on advanced source separation techniques. 

 Apart from EEG, other brain measurement techniques may be used (briefly described 

later in Section 3.1), which do not constitute the purpose of this work. 

2.3 Brain-Computer Interface 

After almost 50 years from the discovering of human brain signals, a new type of interface 

dramatically developed, namely Brain-Computer Interface (BCI). The system unifies the 

interaction between a brain and a computer by measuring the neural activity and translating it 

into an action that could also be extended to an external device (Dornhege et al., 2007). The 

first records of the name BCI state from Jacques Vidal (Vidal, 1973) who first relied on 

visual evoked potentials to perform screen cursor control. As Wolpaw and Wolpaw (2012) 

describes, a BCI system aims to replace, restore, enhance, supplement or improve human 

sensory-motor or cognitive brain functions.  

A real-time BCI system requires two main phases to be fulfilled: an offline training 

used to calibrate the system and an online phase where the BCI detects and interprets user’s 

brain activity or user’s current mental state and translates it in real-time into a command for a 

computer, which can be transferred to an external device. The online part of the BCI refers to 

a closed-loop process and is usually composed of six steps: neural activity recording, pre-

processing, feature selection and extraction, classification, translation into a command and 
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providing feedback for the user (Mason and Birch, 2003). When the feedback is not provided, 

the BCI is considered an open-loop BCI. These steps are described in the following: 

1) Neural activity recording: consists in recording the brain signals of a user reflecting 

the brain activity, by using different types of sensors or measurement techniques (Wolpaw et 

al., 2006). This signals acquisition step usually involves also a preliminary on-line cleaning 

of the signals to reduce the noise caused by electronic devices, cables, etc. In this research, 

we focus on the scalp electrical potential measurement technology, namely EEG.  

2) Pre-processing: performs detailed cleaning and denoising of the brain data in order to 

improve the quality of the signals and increase the detection of relevant information 

incorporated in the signals (Bashashati et al., 2007). 

3) Feature extraction and selection: detects the most relevant characteristics of the 

signals, named features that best describe the brain activity (Bashashati et al., 2007). 

4) Classification: discriminates the group of features detected from the brain data by 

assigned them to a corresponding class, referring to the type of brain activity or mental state 

identified (Lotte et al., 2007a).  

5) Translation into a command to a computer application or to an external device: After 

the specific mental state is identified, a command is associated to this brain activity or 

corresponding mental state that controls the given application. An example is an avatar in a 

virtual reality environment (Lécuyer et al., 2008), or a robot or prosthesis (Kübler et al., 

2006). 

6) Feedback/Neurofeedback/Biofeedback: the last and the most important step provides 

information (visual, auditory, tactile) to the user about the BCI decision (it can also be the 

actual output of the BCI application, e.g. the movement of a robotic arm). This closes the BCI 

loop and is useful for the user in order to control his brain activity and therefore the BCI 

(Wolpaw et al., 2002). The feedback is mostly given to the user in form of visual 

representations of the changes in the ongoing EEG (Neuper and Pfurtscheller, 2009), 

although it can comprise also auditory (Hinterberger et al., 2004; Hwang et al., 2009) or 

tactile (Chatterjee et al., 2007) feedback.  

 

In this research, we refer to the offline part of the BCI, with the purpose of 

preliminary detecting the corresponding brain features for silently investigating the user’s 

brain activity and mental state in a future feasible BCI application. This offline BCI consist in 

the following steps: measurement, pre-processing, feature extraction and classification, with 

no real-time feedback given to the user. Here, also a behavioral measure feedback is showed 

to the user, related to its performance, but is important not to confuse with the actual 

feedback of a BCI system as described above. Further in this thesis, when we refer to the BCI 

system, we mean the off-line BCI system. 

2.4 Neurophysiological signals that enable BCI control  

Different types of brain potentials have been studied by the BCI community and most of 

them are relatively easy to be identified by a computer, but a bit more cumbersome for a user 

to control his own potentials. Based on the type of the signal generator, two types of signals 

are investigated (Wolpaw et al., 2002; Curran and Stokes, 2003): Event-Related Potentials 



Chapter II. Fundamentals of neurophysiology 

16 

(ERPs) as well as spontaneous brain signals. The Event-Related Potentials are unconsciously 

generated by the human brain when the user perceives an external stimulus, as a result of a 

sensory, cognitive or motor event. Here, we remind the commonly used potential, usually 

known as the P300 potential. The main advantage of ERPs, in comparison to spontaneous 

signals, is that they do not require user training, because they are naturaly produced by the 

brain as response to a stimulus. This advantage makes it easier for the user to control a BCI 

system (Wolpaw et al., 2002; Curran and Stokes, 2003). Nevertheless, they require constant 

focus and repetitious stimuli, which can become exhausting and uncomfortable for the user. 

On the opposite, spontaneous signals are voluntarily generated by the user, following 

an internal motor or cognitive process, without being triggered by an external stimulation. 

The widely used spontaneous signals are the sensorimotor rhythms (SMRs) and less used are 

the non-motor cognitive signals. Compared to the ERPs, the sensorimotor rhythms can be 

voluntarily controlled in amplitude by the user after intensive training (Wolpaw et al., 1991; 

Wolpaw and McFarland, 2004; Vaughan et al., 2006; Wolpaw et al., 2007). The spontaneous 

signals are observed as modulations of spontaneous brain rhythms, namely Event-Related 

Desynchronisation (ERD) in case of a decrease in spectral power of the corresponding 

frequency band (Pfurtscheller and Aranibar, 1977) or an Event-Related Synchronization 

(ERS) when an increase in power appears (Pfurtscheller and Silva, 1999; Lemm et al., 2009).  

2.4.1 Event Related Potentials 

As Donchin et al. (1973) describe, Event-Related Potentials, ERP (Vaughan, 1969) are spikes 

in the signal voltage caused by the occurrence of rare events. Triggered by an exogenous 

event, the ERPs signify the presence of cognitive processing the external information through 

our sensory systems, e.g. visual, auditory, tactile, etc. In the present time, they are usually 

investigated as a response to a sequence of stimuli divided in target and non-target, provided 

by a BCI, called an ‘odd-ball’ paradigm. This potential consists of a succession of positive 

deviations in amplitude (e.g. P100, P300) and negative deflections (e.g. N200, N400). In the 

case of a rare event (target), it will elicit a higher P300 potential (Handy, 2004; Luck, 2005) 

about 300 - 500 ms after the stimulus onset, compared to a lower peak in case of a frequent, 

un-attentive stimulus (non-target). The ERP shows huge variability between participants 

probably due to different folding of the cortex which influences the propagation of the signal 

through the scalp (Luck, 2005). Variability is observed also regarding one participant on 

different moments of the days, different participant state, or the level of tiredness (Polich and 

Kok, 1995). However, the analysis of ERP has different advantages: first compared to the 

behavioral measures it provides more information about the variations of a specific cognitive 

process, rather than the reaction time and accuracy, for example. Secondly, it provides a 

continuous measure of processing between a stimulus and a response, making it possible to 

determine which stage of processing is enlightened by a specific stimulus. Another advantage 

of ERP is that it can provide an on-line measure of the processing of stimuli (covert 

attention), even when there is no behavioral response. In addition, the user requires no 

training in order to use the system, because the effect is automatically generated in response 

to an external stimulus. A disadvantage is that it requires continuous attention and multiple 

repetitions of the stimuli. 
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Cognitive activity 

The ERPs earlier described, also represent different components which are associated 

with several cognitive processes (Regan, 1989; Luck, 2014). In addition, the cognitive 

activities investigated in the oddball paradigms modify the amplitude and latency of the ERPs 

in relation to task difficulty (Ullsperger et al., 1987; Polich, 2007, Kim et al., 2008). The 

effect is observed by an increased P300 and longer latencies, influenced by complex 

processes and stronger attentional demand. This cognitive potential is characterized by a peak 

around 300 - 500 ms after the stimuli in the centro-parietal cortex (Polich, 2007). 

2.4.2 Oscillatory brain activity 

Complementary to the observed effects of the neural activity over time, oscillations in the 

spectrum given by the Event Related De/Synchronization (ERD/ERS) of the Sensorimotor 

Rhythm (SMR) provides also necessary information of the neural processes. These 

electrophysiological rhythmic activities (Buzsáki, 2006), are generated by the firing of groups 

of neurons in different frequency bands. A change in the mental state of a healthy hominid 

generates a change in a frequency band over the entire brain. The corresponding frequency 

ranges vary between participants, due to different anatomical structure. Additionally, the 

location of the brain activity sources provides information about the corresponding brain 

function involved. In continuation, a description of the frequency bands (Groppe, 2013) along 

with the functional behavior that is associated to, are detailed hereunder.  

Brain waves 

 Delta rhythm (δ, 0.5-4 Hz of 20 to 100μV): The functional description of the delta 

frequency band relates to a sleep stage, mostly for adults. (Armitage, 1995) 

 Theta rhythm (θ, 4-8 Hz with >10μV): Theta signifies drowsiness or arousal in 

teenagers and adults. In addition, changes in amplitude related to cognition and workload 

have also been observed (Gundel and Wilson, 1992; Gevins et al., 1997; Klimesch, 1999). 

 Alpha rhythm (α, 8-13 Hz of 20-100μV): The alpha frequency band is mostly 

generated by visual activity originating from the occipital cortex (e.g. Vanni et al., 1997). 

Alpha waves could refer also to attention in the frontal area (Niedermeyer, 1997) or a relaxed 

state (Hughes and Crunelli, 2005). Opening and closing the eyelids also activates or suppress 

in the generation of the alpha frequency band. In general, experimenters take advantage of 

this effect in order to verify the quality of the EEG signals.  

 Mu rhythm (μ, 8-10 Hz): A special case of oscillations which involves the same 

frequency range as the alpha band (Feshchenko, 2001) is represented by the mu rhythm, 

except that is generated by a motor or sensorimotor event which modulates the rhythm 

amplitude (Wolpaw and Wolpaw, 2012). More exactly suppression in the μ-rhythm (8-10Hz) 

is encountered in the motor cortex regions and is generated by motor or motor-imagery 

activities (Pfurtscheller and Silva, 1999). 

 Beta rhythm (β, 13-30 Hz with 5-30μV): A higher frequency, named as beta band, 

relates to more active processes like motor activity (Pfurtscheller and Silva, 1999; 

Pfurtscheller and Neuper, 2001), concentration, actively thinking (mental effort) (Lachaux et 

al., 2005). 
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 Gamma rhythm (γ, 30-100 Hz, <10μV): The gamma frequency band appears in 

higher cognitive functions, e.g. in learning processes, or motor functions (Niedermeyer and 

Silva, 2005). 

While most of the EEG research focuses on the spectrum analysis from 1Hz to 50Hz 

(Cohen, 2014), the EEG comprises prominent relevant information also in higher frequency 

ranges (Curio, 1999; Gotz et al., 2009; Scheer et al., 2009; Nikulin et al., 2011; Telenczuk et 

al., 2011; Buzsáki and Silva, 2012; Fedele, 2014). 

 Note: The frequency bands intervals are not fixed and might slightly exceed the 

specified ranges, especially between individuals (see below).  

Variability between and within participants 

When aiming the development of a general functional online BCI system, it is important to 

consider the variability between and within participants. Variability in the temporal, spatial or 

spectral distribution of the neural information, termed non-stationarity is often encountered in 

the EEG. Changes can be generated by a series of factors such as: anatomical and biological 

(e.g. age, neurological diseases, brain structure), non-related neural signals (e.g. muscle 

artifacts or other physiological artifacts, mental state, mood, tiredness), technical (e.g. 

electrode conductivity or electrode position changes), task-related changes (e.g. different task 

involvement, memory performance), and so on. Explicitly, changes in amplitude, spectral 

power and spatial patterns between participants arise, that can drastically influence the 

performance of a SMR BCI system (Blankertz et al., 2010a). Moreover, the variability is 

encountered as well within participants (Dähne et al., 2011). Several studies show these 

variabilities while trying to solve this issue (Lemm et al., 2005; Blankertz et al., 2008a; 

Sannelli et al., 2011; Vidaurre et al., 2011a,c; Christensen et al., 2012; Samek et al., 2012, 

2014; Dähne et al., 2014a,b). Two approaches are identified that aim a robust BCI: (1) 

detecting signal representations invariant to nonstationarities (Bünau et al., 2009) or (2) 

detecting and alleviating them (Kohlmorgen and Lemm, 2001; Schlögl et al., 2010; Vidaurre 

and Blankertz, 2010; Blythe et al., 2011; Vidaurre et al., 2011b; ). The second suitable 

solution invariant to fluctuations that can increase the performance of a BCI system 

(Blankertz et al., 2002, 2008a; Müller et al., 2004, 2008) considers a participant-dependent 

classifier based on a preliminary BCI training, in which the individual frequency ranges are 

detected and the corresponding features are set to the classifier.  

2.4.2.1 Modulations of spontaneous brain rhythms 

The decrease in amplitude of spontaneous brain rhythms is well-known as Event 

Related-Desynchronization (ERD) (Pfurtscheller and Aranibar, 1977). In general, the ERD is 

followed by an increase in amplitude called Event-Related Synchronization (ERS) 

(Pfurtscheller and Silva, 1999; Lemm et al., 2009). These modulations of the amplitude (hull 

curves) can span in the alpha and beta bands (Pfurtscheller and Klimesch, 1992; Nikulin et 

al., 2007) and can be time-locked to the external stimuli or triggered by internal functions 

(such as voluntary movements, or cognitive processes). Uncommon activities tend to produce 

higher modulations than frequent activities, effect known and demonstrated in many studies 

within the scientific community. For example, left hand movement execution for right-

handed individuals, produces increased activity as compared to the usual right-hand 
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execution (Klöppel et al., 2007), or the observation of uncommon activities for infancy 

produces stronger motor activation, represented by a pronounced desynchronization in the mu 

frequency band, as compared to ordinary actions. (Stapel, 2010). 

As applications, these EEG band power modulations are used to control electronic 

devices, either via motor imagery or cognitive processes (Section 3.5). 

Non-motor cognitive activity 

Besides the use of motor imagery tasks, cognitive processes are also used to drive a BCI 

system, for instance: memory, language, visual imagination, mental numerical calculations, 

mental imagery rotation of geometric shapes, etc. (Keirn and Aunon, 1990; Anderson et al., 

1998; Millán et al., 2000; Curran and Stokes, 2003). Each of them generate specific 

variations in the respective band power and cortical regions, such as: enhanced ERD in the 

alpha band for memory processes (Mecklinger et al., 1992; Klimesch et al., 1994; Klimesch, 

1999; Stipacek, 2003; Jensen and Colgin., 2007; Pesonen et al., 2007), or in the processing 

and production of words (Klimesch et al., 1997). 

On the other side, the cognitive perception of external stimuli produces in particularly 

a short ERS followed by a sustained ERD arising in the α band (Klimesch et al., 1992; 

Klimesch et al., 1993), after the P300 potential (Yordanova et al., 2001). The alpha band is 

known to desynchronize concurrently with mental activity, namely to decrease in amplitude 

with cognitive difficulty, visible in the centro-parietal area (Gevins et al., 1997; Venthur et 

al., 2010). For more complex cognitive activities, oscillations in the beta band are also 

encountered (Pesonen et al., 2007; Okazaki et al., 2008; Sheth et al., 2009), as 

desynchronizations for complex reasoning (Basile et al., 2013), decision making (Nakata et 

al., 2013) or in the transition between different cognitive states (Sheth et al., 2009). On the 

opposite, synchronizations are observed in the theta band according to task difficulty 

(Klimesch, 1999), for example in higher memory load (Gundel and Wilson, 1992; Gevins et 

al., 1997) or the encoding of new information.  

 In addition, cognitive phenomena, have been also shown to correlate with band-power 

modulations (Varela et al., 2001; Buzsáki and Draguhn, 2004), for example: perceptual 

encoding and attentional process (Sergeant et al., 1987; Başar et al., 1997; Debener et al., 

2003; Klimesch, 2003; Schack et al., 2005; Bauer et al., 2006; Polich, 2007), vigilance in 

operational environments (Gevins et al., 1995; Holm et al., 2009), perception (Plourde et al., 

1991; Makeig and Jung, 1996; Thut et al., 2006) and decision making (Haegens et al., 

2011a,b). 

2.4.2.2 Sensorimotor rhythms 

When motor or motor-imagery actions are intended and executed, for example the real or 

imagined movement of a body part (Pfurtscheller and Neuper, 2001; Pfurtscheller et al., 

2006), the motor cortex is characterized by an oscillatory idle rhythm, called sensorimotor 

rhythm (SMR), in the µ (≈ 8-13 Hz) and β (≈ 13-30 Hz) frequency bands. Specifically, the 

movements of the upper body parts, such as hands, generate a decrease in power called Event 

Related Desynchronisation (ERD), in the μ rhythm, over the contra-lateral motor cortex area 

(the opposite hemisphere) and an increase in band power called Event Related 

Synchronisation (ERS) in the ipsi-lateral hemisphere (Pfurtscheller and Silva, 1999). For the 
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inferior body parts, for example feet, the oscillations are observed in the central motor cortex. 

As for the beta frequency (Pfurtscheller et al., 2005), the SMR’s amplitude shows a 

de/sychronization during motor execution which precedes a short synchronization that 

appears after the movement, termed as the 'beta rebound'. 

Comparing the type of movement: real or imagery execution, many similarities are 

encountered starting with resembling ERDs (McFarland et al., 2000; Neuper et al., 2005) in 

the contralateral site according to the respective movement (left or right) and ERSs present in 

the ipsilateral cortex modulated in the mu and beta bands. 

The drawback of using SMRs for driving a BCI is that the control commands options 

are constrained by the number of body parts. Moreover, a subject which has lost a body part 

in an accident, might find it hard to imagine its movement, firstly due to the emotional 

connection and secondly, due to the lack of movement execution for a long period of time. 

Also, when aiming prosthesis control, the system’s decision is constrained by the amount of 

body parts, which will involve a higher complexity to the user side when performing multiple 

body parts movements. Generally, in a BCI based on sensorimotor rhythms, the user has to 

modify the amplitude of his SMRs for the purpose of controlling the BCI system (Wolpaw 

and McFarland, 2004; Wolpaw et al., 2007). Based on this fact, not all users are capable of 

controlling the system (Guger et al., 2003; Blankertz et al., 2010a; Vidaurre and Blankertz, 

2010). Another disadvantageous factor is that it requires prolonged training time for the user 

to learn to control the BCI system. However, using advanced signal processing and machine 

learning algorithms, the amount of training is increasingly reduced to zero (Blankertz et al., 

2006a). 

These ERD/ERS modulations can be investigated by analyzing the Event-Related 

Spectral Perturbations, ERSP (Section 3.3.4.1) or the envelope of the signal filtered in the mu 

band (Appendix A.1.3.2). 
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2.5 Notation  

In this section, the concepts and notations used in this thesis are further detailed. Firstly, as 

stated before in Section 2.3, a ‘BCI system’ term will refer to the off-line part of a BCI 

system, if not specified otherwise. Another notion used here refers to a mental state, meaning 

at the same time a brain activity pattern.  

The detailed notation used in this manuscript for equations is presented in the table 

below (Tab. 2.1). Matrices are denoted with boldface uppercase letters, vectors as boldface 

lowercase letters, scalar values as Roman uppercase letters or small Greek letters and indices 

of vector or matrices as lowercase italic letters.  

Tab. 2.1 Notation 

Symbol Description 

X a matrix (bold capital letters), where I denote the identity matrix, W 

the filtering matrix, A the patterns matrix 

y a vector (bold small letters), where y(t) denotes a temporal signal, 

where specifically, b is the bias and z is the z-score 

A or α scalar values (capital Roman or small Greek letters), where α, β, 𝛶, 

θ, 𝛿 denote the EEG frequency bands 

i, j, k indices of vectors or matrices (small italic Roman letters), except p 

which is the probability value (p-value) 

E or Ne number of epochs (trials) of a recorded signal 

N or Nc number of EEG recorded channels 

T or Te number of samples of a measurement signal 

||.||, |.| absolute value of a scalar, vector or a complex norm 

||.||2 Euclidean distance/L2-norm of a vector or a complex number 

‖. ‖2
2 Squared Euclidian distance 

||.||F Frobenius-norm 

<·> inner product of two vectors 

(.)T matrix or vector transpose 

(.)-1 Inverse of a matrix 

(.)+ (Moore Penrose) Pseudoinverse of a matrix 

(.)* complex conjugate of a matrix or vector 

∑ Covariance matrix, where e.g. ∑𝑘=1
𝑁  is used to represent the sum of 

elements from k=1,..,N 

∑̂ estimated covariance matrix 

𝑃̂(𝑓) estimated power of the signal 

F Fourier transform 

ℋ Entropy 

𝔼 Expected value 

ψ(t) Mother wavelet 

φ(t) Father wavelet 

MI Mutual Information 
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f frequency 

μ mean 

σ standard deviation 

σ2  variance 

x∼𝒩 (μ, σ2) multivariate random variable x, Gaussian (normal) distributed with 

mean μ and variance σ2 

λ eigenvalue, where λ1 express the largest eigenvalue 

sgn sign function 

sgn r2
 signed and squared point biserial correlation coefficient (signed r2) 

log, ln Natural logarithm 

log10 decimal logarithm 

tanh hyperbolic tangent 

Hz Hertz – frequency unit in the International System of Units (SI) 

dB Decibels – power measurement unit in the International System of 

Units (SI) 

cm Centimeter – distance unit in the International System of Units (SI) 

ms Milliseconds – time unit in the International System of Units (SI) 
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Chapter 3 
 

 

 

Signal processing and machine 

learning methods in BCI research 
 

 

 

For more than a century, scientists investigated brain activity to gain insights into perceptual, 

cognitive and motor functions.  

This chapter provides a short description of the existing methods and techniques used 

to accomplish each step of a BCI system, followed by an overview of the main BCI designs 

and applications. The methods described here refer to off-line BCIs, but might be applicable 

also for on-line systems, with corresponding adaptations. In more detail, the chapter will 

cover the steps composing a BCI, starting with the measurement types of brain activity in 

Section 3.1, followed by the pre-processing approaches in Section 3.2 and the feature 

extraction methods in Section 3.3, and continuing with the classification techniques described 

in Section 3.4, comprising linear methods overall. The last Section 3.5 presents the most used 

BCI applications developed, by emphasizing the possible applications related to the 

experimental designs proposed in this thesis.  

3.1 Brain activity measurement 

Various techniques have been developed that measure the brain activity (de Moor, 2003; 

Wolpaw et al., 2006). Some of them require invasive methods, such as: 

ElectroCorticoGraphy (ECoG) (Leuthardt et al., 2006) where a grid of electrodes is placed 

over the dura-mater, or implanted electrodes placed under the skull (Lebedev and Nicolelis, 

2006). As non-invasive techniques, we remind the hemodynamic measurements, such as 

MagnetoEncephaloGraphy (MEG) (Mellinger et al., 2007; Besserve et al., 2008), functional 

Magnetic Resonance Imaging (fMRI) (Weiskopf et al., 2004) or Near InfraRed Spectroscopy 

(NIRS) (Coyle et al., 2007). Also non-invasive is ElectroEncephaloGraphy (EEG) (Wolpaw 

et al., 2006), one of the most widely used acquisition technique due to its relatively accessible 
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price, non-invasiveness, portability and a very good temporal resolution. In this thesis 

research, we have restricted to EEG as an acquisition measure for the BCI designs, due to its 

numerous advantages. 

3.2 Preprocessing 

3.2.1 Preliminary filtering and preprocessing 

After the brain signals have been recorded using the measurement types (in this case, EEG), 

the raw signals must be cleaned and denoised of unwanted perturbations. A preliminary 

filtering of the raw signals is performed online by the hardware while the signals are 

recorded. Usually, it consists of a combination of a high-pass filter (HP) of 0.1 Hz or less, a 

low pass filter (LP) and a notch filter (LPN), in order to remove the interfering frequencies, 

the DC ripple and cables movement artifacts.  

Next, offline filtering of the input signals is needed to have a clearer signal and to 

increase the Signal to Noise Ratio (SNR). This is done by temporal (Section 3.2.1.1) or 

spatial filters (Section 3.2.2.2) or even the combination of both if the signal is noisy or 

contains movement artifacts, for example. Regarding temporal filters, the idea is to perform 

band pass filtering or a succession of high-pass and low-pass filtering in the frequency band 

of interest, which are further described below. 

3.2.1.1 Temporal filters 

The temporal filters can remove various undesired effects such as slow variations in the EEG 

signal, caused by electrodes polarization or by power-line interference (50 Hz in Europe). In 

addition, they can reduce the influence of noisy frequencies that are outside the frequency 

range of the brain activity investigated. Generally, the filtering can be achieved using 

Discrete Fourier Transform (DFT) (Appendix A.1.3.1.1), Finite Impulse Response (FIR) 

(Appendix A.1.3.1.3), Infinite Impulse Response (IIR) filters (Appendix A.1.3.1.4) and many 

others. Because the filters may introduce artifacts and phase shifts, strongly altering the 

neural signals, it is advisable to apply the filters in reverse in the offline scenario in order to 

produce a zero-phase shift. This tactic is not applicable in the online case, therefore causal 

filters must be considered (which do not depend on the future inputs) (Lemm et al., 2004).  

3.2.1.2 Downsampling 

In general, the EEG signals are recorded with a sampling rate of 1000 Hz for a higher signal 

quality (given 500Hz maximum bandwidth according to the Nyquist frequency) and are 

amplified with an order of 20000 from tiny nanovolts to microvolts, so they can be easily 

investigated in the signal analysis on a bigger level. Further, because the human brain 

generates frequencies between 0 and 100Hz (Niedermeyer and Silva, 2005), the signals are 

usually downsampled to 100 Hz or more after filtering, in order to reduce the amount of data 

and to keep only the necessary information. 

3.2.1.3 Re-referencing 

In order to reduce the perturbations in amplitude produced by the hardware (different 

voltages and electrode conductivities between single channels recordings), the signals can be 
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offline re-referenced to a baseline (Delorme et al., 2011). While for the EEG data acquisition, 

the voltage is already measured with respect to a reference electrode, electrode measurement 

which can be compromised due to artifacts or electrical activity, affecting therefore all the 

other electrodes, re-referencing aims at mitigating this effect (Lepage et al., 2014). For 

example, referencing to electrodes placed on the mastoids (linked mastoids), to forehead 

reference electrodes, or even to an average channels signal (common average referencing) 

can be performed. This can be achieved by linearly transforming the recorded data, namely 

by subtracting the reference signal from each EEG channel (Tallon-Baudry et al., 2001; Luck, 

2014; Staudigl et al., 2015).  

3.2.1.4 Baseline correction 

After the segmentation of the data (where each trial includes a pre-stimulus and a post-

stimulus interval), baseline correction (Kronegg et al., 2007) regarding the selected pre-

stimulus interval is performed for each trial. The reference interval, also referred to as 

baseline interval, is usually selected from -200ms or -100ms to zero (where zero is the 

stimulus onset). An averaged amplitude or spectrum value computed on this reference 

interval is subtracted from each trial, aiming at diminishing the non-stationarity effects of 

EEG signals and reducing the background noise activity. 

3.2.2 Enhanced artifact removal 

As mentioned in the aim of the thesis, one important aspect that need be considered when 

developing a BCI system is related to its decision basis, such that it is not based on signals 

that do not constitute cortical origins. In addition, the aim is to create a system that does not 

act as a ‘black box’ system, but rather an interpretable BCI where researchers can visualize 

and interpret what the BCI has detected. Pursuing this goal, the EEG artifact correction 

(Section 3.2.2.1) and source localization functions (Section 3.2.2.2) are mandatory in a BCI 

system.  

Different types of artifacts (Fisch and Spehlmann, 1999) affect the task-related or 

mental state brain activity, produced by electronic devices, e.g. loose electrodes, outer 

electric fields, drifts; or by biopotentials generated by participant’s body such as: eye 

movements, muscular activity, etc. Corresponding filters are applied depending on the type of 

noise: FIR/IIR filters for removing electronic noise, and adaptive filters for rejecting the body 

biopotential artifacts. These artifacts are characterized by high amplitudes and frequency 

(≫100µV and > 60 Hz) exceeding the neural activity (≤50µV in adults; < 80 Hz) 

(Muthukumaraswamy, 2013).  

The data is primarily filtered in the necessary frequency range (below 50Hz) 

corresponding to the investigated neural activity (Section 3.2.1.1). Therefore, a part of the 

frequencies related to body biopotential artifacts (e.g. muscular activity) are automatically 

excluded. 

Further, a rough pre-cleaning of the data is necessary to be performed in order to 

improve the quality of the data by rejecting the noisy epochs (trials) and channels while 

keeping only the good quality ones. Secondly, projection methods are implemented to extract 

the relevant brain activity and discard the noisy activity (artifactual sources). A further 

description of these last two approaches follows below. 
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3.2.2.1 Rejection Methods 

The rejection methods (Muthukumaraswamy, 2013; Samek, et al., 2017) detect the artifactual 

epochs or channels and remove them based on thresholds given by specific characteristics of 

the artifacts, such as high amplitude or high frequency, depending on the type of artifacts; or 

by analyzing the deviation of the signals. Two approaches used in this thesis are further 

described below, namely max-min and variance criterions.  

1. Max-min criterion 

The max-min method rejects artifactual epochs by analyzing the features of an epoch 

and detecting if it’s out of a normal threshold range. For example, for strong eye movement 

artifacts which are considered greater than 100 µV in amplitude, it is implied a threshold of 

maximal difference of about 150 µV between the maximum and the minimum amplitude 

values for one epoch, searched within the electrodes providing information over vertical 

(AF3, AF4, Fp1, Fp2 and EOG channels) and horizontal eye movements (F9 and F10). If the 

maximal difference of the epoch in at least one channel exceedsthe threshold, then the epoch 

is discarded from analysis. 

2. Variance criterion 

In addition to the frequency filtering described in Section 3.2.1.1, which removes a 

portion of the artifacts with higher frequencies (> 50Hz), a further check over the signals has 

to be performed for the artifacts (e.g. jaw clenching in the 20-40 Hz range (Khoshnam et al., 

2017) which are interleaved with the neural related frequency. The solution involves a 

variance check over the broad band-power 5-40 Hz. The epochs are rejected when are 

characterized by excessive variance in more than 20% of the channels. In addition, channels 

dropping to zero (loose electrodes) represented by variance lower than 0.5µV² in more than 

10% of the trials were also removed. 

3.2.2.2 Projection Methods – spatial filters 

In contrast to the rejection approach, projection methods do not remove artifactual epochs, 

but the artifactual sources based on decomposition. This provides a spatial filtering of the 

data, resulting in a cleaner EEG most likely composed by neural sources.  

The recording of the electrical brain activity is strongly influenced by the eyes and 

muscles movements (Fatourechi et al., 2007), especially that these artifacts have higher 

amplitude and cover up the neural activity. Moreover, it is mandatory to neglect the 

background brain activity that is not related to the neural activity of interest, procedure that is 

not covered by the rejection methods. Removing the undesired noise, increases the signal to 

noise ratio of the signals and reduces the effect of volume conduction. This is performed by 

temporal, spatial (Parra et al., 2005) or spectral filters (McFarland et al., 1997; Ramoser et al., 

2000; Lemm et al., 2005; Dornhege et al., 2006; Tomioka et al., 2006), such as Independant 

Component Analysis (Makeig et al., 1996; Makeig et al., 2000a; Naeem et al., 2006; 

Kachenoura et al., 2008), blind source separation (Ziehe and Müller, 1998), Common Spatial 

Patterns (Ramoser et al., 2000; Dornhege et al., 2004a; Blankertz et al., 2008a,c; Grosse-

Wentrup and Bus, 2008), Spatio-Spectral Decomposition (Nikulin, et al., 2011), etc. 

Moreover, the spatial filtering (CSP) contributes to the enhancement of the BCI performance 
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(Dornhege et al., 2004b; Blankertz et al., 2006c). Altogether, the application of spatial filters 

is highly recommended for EEG analysis. 

1. Independent component analysis (ICA) – Infomax  

A well-used method that separates the signal into artifactual components and neuronal 

activity assuming independently generated sources is Independent component analysis (ICA) 

(Makeig et al., 1996; Hyvärinen et al., 2004). By separating the mixed signal into additive 

subcomponents, it attempts therefore to solve the ‘cocktail party’ problem. The basic 

assumption that the analysis is based on, considers non-Gaussian subcomponents and 

statistically independent sources1. ICA considers two choices for independence (Haykin, 

2009): minimizing Mutual Information (MI) (e.g. Infomax algorithm - Bell and Sejnowski, 

1995; Amari et al., 1996) or maximizing non-Gaussianity (e.g. Maximum Likelihood 

estimation – Stone, 2004; FastICA algorithm - Hyvärinen and Oja, 2000). 

In general, the ICA algorithm can be described as follows. For a random variable 

represented by the vector x = [x1, ..., xm]T and the source components that we want to extract 

as s = [s1,..., sn]
T, the generative forward model is expressed by x = A·s, with A being the 

mixing matrix, where the independent components are detected by maximizing the cost 

function. Considering zero-mean and uncorrelated Gaussian noise n ~ 𝒩 (0, σ2), the related 

equation is: x = A s + n, where the component x is composed of the sum of independent 

components 𝐱 = ∑ 𝐚𝑘𝐬𝑘
𝑛
𝑘=1 . The original sources s can be recovered by multiplying the 

observed signals x with the inverse of the mixing matrix W = A-1, also known as the 

unmixing matrix. Therefore, this is performed by means of a linear transformation, s = WT x 

+ n, termed the backward model. 

Considering the Informax approach (Bell and Sejnowski, 1995; Amari et al., 1996), 

ICA acts like a multivariate projection algorithm, extracting M multiple signals in parallel, 

whereas the projection (W) extracts a succession of signals (y) from a set of M signal 

mixtures. Starting from the set of signal mixtures x and a mutual independent set g given by 

Cumulative Distribution Functions (CDFs), the aim is to detect the unmixing matrix W that 

maximizes the joint entropy of the signals Y = g(y), where y = WT·x. Based on the optimal 

unmixing matrix W, the signals Y are independent characterized by maximum entropy, 

implying independency also in the extracted signals y = g-1(Y). When the source Probability 

Density Function (PDF) of the source 𝑝(𝐬) fits the PDF of the extracted signal 𝑝(𝐲), then the 

maximization of the joint entropy of Y also maximizes the mutual information MI (x, Y). 

Now, the entropy of the signals Y = g(y), can be assessed by: 

                                                 
1 With respect to EEG, the signals generated from distinct sources propagate through the cortex and mix up 

towards the surface of the scalp where they are recorded. Therefore, the EEG signals are considered as a linear 

mixture of unknown sources that can be solved by blind source separation. Even though the signals correlate in 

their flow of information (Makeig et al., 2004), the main assumption of ICA regarding spatially independent 

sources holds for cortical areas while they are spatially and neuroanatomically differentiable. For this reason, 

components such as eye movements can be separated from neural components. Furthermore, the ICA unmixing 

process can be performed not only in the spatial domain (spatial ICA), but also in the temporal domain 

(temporal ICA, Jung et al., 2000), where the assumptions consider temporally independent underlying 

components with possible overlapping spatial topographies and is generally applied for discriminating ERP 

components. 
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ℋ(𝐘) =
1

𝑁
∑ ln(𝑝(𝐘))𝑁

𝑘=1 ,    (3.1) 

where 𝐩𝐘 is given by: 𝑝(𝐘) = 𝑝(𝐲) |𝐉|⁄ , with |𝐉| = |∂𝐘 ∂𝐲⁄ | = 𝐠′(𝐲) = 𝑝(𝐬, 𝐲) the 

Jacobian matrix. This gives:  

ℋ(𝐘) = −
1

𝑁
∑ ln (

𝑝(𝐲)

𝑝(𝐬,𝐲)
)𝑁

𝑘=1     (3.2) 

When PDF(𝑝(𝐬)) fits PDF(𝑝(𝐲)), 𝑝(𝐘) has an uniform distribution and ℋ(𝐘) is 

maximized. Then, based on: 

𝑝(𝐲) = 𝑝(𝐱) |∂𝐲 ∂𝐱⁄ |⁄ = 𝑝(𝐱) |𝐖|⁄    (3.3) 

the entropy of Y is: 

ℋ(𝐘) = −
1

𝑁
∑ ln (

𝑝(𝐲)

𝐖∙𝑝(𝐬,𝐲)
) =𝑁

𝑘=1
1

𝑁
∑ ln(𝑝(𝐬, 𝐲)) + ln(|𝐖|) +  ℋ(𝐱)𝑁

𝑘=1 . (3.4) 

In the end, ℋ(𝐘) is maximized to accomplish the independency of y. ℋ(𝐱) can be 

ignored in this case, because it is not affected. 

Now for M signal mixtures, 𝑝(𝐬) can be expressed by a logistic function, usually 

chosen as the hyperbolic tangent function, tanh: 𝑝(𝐬) = (1 − 𝑡𝑎𝑛ℎ(𝐬)2). The entropy of Y 

is:  

ℋ(𝐘) = −
1

𝑁
∑ ∑ ln(1 − 𝑡𝑎𝑛ℎ(𝐰𝐢

𝐓𝐱(𝑘))2) + ln(|𝐖|)𝑁
𝑘=1

𝑀
𝑖=1 . (3.5) 

And the optimal unmixing W can be found using the gradient descent method: 

Wm+1 = Wm + λm (I − tanh(Y)YT) Wm.  (3.6) 

After the ICA decomposition, a decision has to be made regarding the type of 

component: neural or artifactual. This decision and selection of the neural components to be 

kept is performed in two manners: manually or automatically. The manual selection inspects 

the components by checking the spatial pattern and the power spectrum. While this approach 

requires longer time as well as scientist expertise, an automatic approach suits better in this 

context. One good approach in this sense is implemented by Winkler et al., (2011), algorithm 

named as Multiple Artifact Rejection Algorithm (MARA).  

2. ICA with automatic artifactual component selection (MARA) 

The Multiple Artifact Rejection Algorithm (MARA) (Winkler et al., 2011) detects the 

artifactual ICs (Independent Components) using a classifier based on six features. One 

feature represents the ICs temporal evolution and targets outliers’ detection based on mean 

local skewness. Three features relate to the power spectrum, in which two characterize the 

distribution of the normal logarithmic decreased spectrum shape; and one detects the standard 

alpha peak specific to neural components, based on the average logarithmic power of the 

alpha band (8-13 Hz). Two features identify the spatial distribution of the ICs, in which one 

indicates the source distribution and its type based on l2-norm (neural source given by 

minimal l2-norm and artifactual signal by maximal l2-norm); and one determines localized 

spatial distributions which refer to loose electrodes or muscle artifacts, providing additional 

information of source locations as compared to the ICA method which is computed by means 

of the logarithmic difference between the maximum and minimum activation in a scalp map. 

Overall, its application successfully cleans the EEG data of small eye movement 

artifacts, muscular artifacts and loose electrodes.  
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3. Spatio-Spectral Decomposition (SSD)  

In most cases, the neural activity of interest overlaps with the background noise 

activity, therefore enhanced separation techniques are requested. Based on the premise that 

noise sources outspread over few Hz or even tens of Hz and knowing that are usually 

modeled as white or 1/f noise, the noise interferences can be reduced or even canceled by 

inhibiting the noise in the spectral neighborhood of the frequency range of interest that 

characterize the investigated neural process. Mathematically, the Spatio-Spectral 

Decomposition (SSD) method (Nikulin et al., 2011) represents a linear decomposition 

algorithm that maximizes the signal variance of a desired frequency band, while 

simultaneously diminishes it at the neighboring noise frequencies, enhancing therefore the 

signal-to-noise ratio. SSD enhances the extraction of oscillatory activity, especially in the 

alpha band characterized by the alpha peak and it has been shown that SSD performs better 

than the ICA method (Nikulin et al., 2011; Winkler et al., 2015). Moreover, SSD could be 

further used as a dimensionality reduction method. For more details on this aspect, please see 

the heuristic dimensionality reduction approach proposed by Haufe et al., (2014a). 

 Given a set of recorded signals X of size t × c, with t – the number of samples and c – 

the number of channels, the measured signal X is filtered in the frequency of interest f, giving 

Xs and in the neighboring frequencies f±Δf (with Δf in the range 1-2 Hz) which will be 

considered further as noise, resulting in XN. Filtering in the frequency of interest is performed 

by band-pass filtering of f (e.g. 8-13 Hz) and the neighboring frequencies (the left and right 

side bands) can be obtained by applying a band-pass filter on the entire range [f−Δf; f+Δf] 

and subsequently applying a band-stop filter for removing the band of interest and keeping 

only the signals in the neighboring frequencies (e.g. 7-8 Hz and 13-14 Hz for Δf = 1 Hz). 

Now, denoting the covariance matrices of the filtered signal of interest and the filtered signal 

noise, by ∑S and ∑N, the aim is to find the spatial filter w that maximize the signal to noise 

ratio (SNR) between the variance of the frequency of interest and the variance of the noise 

(the surrounding frequency bins). The maximization of the SNR of the projected signal can 

be defined by maximizing the objective function: 

𝑆𝑁𝑅(𝐰) = max
𝐰

𝜎2(𝐰𝑇𝐱𝐒)

𝜎2(𝐰𝑇𝐱𝐍)
= max

𝐰

𝐰𝐓∑𝐒𝐰

𝐰𝐓∑𝐍𝐰
   (3.7) 

Taking the derivative w and imposing the equality to zero, gives: 

λ∑𝐍𝐰 = ∑𝐒𝐰,    (3.8) 

which can be solved by the generalized eigenvalue decomposition (GEVD) (Francis, 1961; 

Kublanovskaya, 1962), where λ is the generalized eigenvalue related to the eigenvector w.  

For neurophysiological investigation, the spatial patterns A, where each column of A 

indicates component’s contributions (strength and polarity) in the measured channels, are 

determined by transforming the backward models (the filters which can not be interpreted) 

into forward models (the patterns which are neurophysiologically interpretable) (Haufe et al., 

2014b), considering the following transformation: A = ∑W∑c
-1 = ∑W(WT∑W)-1 (Haufe et 

al., 2014b), with ∑ being the data covariance matrix, W the spatial filter matrix and ∑c the 

covariance matrix of the component. 
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4. Common Spatial Patterns (CSP) 

Another powerful technique for spatial filtering is the Common Spatial Patterns (CSP) 

algorithm (Fukunaga, 1990; Koles, 1991; Ramoser et al., 2000; Lemm et al., 2005; Lotte et 

al., 2007a; Blankertz et al., 2008a,c; Tomioka and Müller, 2010; Sannelli et al., 2011; Samek 

et al., 2012; Vidaurre et al., 2015). The method is further used as a feature extraction method 

in which the common spatial filters (CSF) are applied to extract the neural sources specific 

for class discrimination. Shortly, CSP facilitates the discrimination of different brain states by 

spatial filtering, enhancing the signal of interest while suppressing the background activity.  

a.  Binary case 

For spatial filtering and as a feature extraction process, CSP filters are frequently applied in 

BCI in order to reduce the effect of volume conduction and extract the corresponding 

oscillatory features. Moreover, CSP extracts class discrimination spatial patterns that relate to 

neural sources. Standardly, the CSP approach functions for binary cases, detecting the 

discriminative modulations between the two classes. Previously described by Fukunaga 

(1990), Koles (1991), Müller-Gerking et al. (1999), Ramoser et al. (2000), CSP detects the 

spatial projection of the band-pass filtered data that maximizes the variance for one class 

while minimizing the variance for the other class.  

Considering ∑1 and ∑2 as the covariance matrices of the two classes for the band-

passed filtered data, one procedure consists in stimultaneously diagonalizing ∑1 and ∑2 such 

that the eigenvalues sum to 1:  

𝐖𝑇∑𝟏𝐖 = 𝐃1, 

𝐖𝑇∑𝟐𝐖 = 𝐃2, s.t. D1 + D2 = I   (3.9) 

The generalized eigevectors W are computed by: 

∑𝟐𝐖 = (∑𝟏 + ∑𝟐)𝐖𝐃 

where D is the diagonal matrix containing the generalized eigenvalues of ∑2 (with values 

between 0 and 1) and wj, the column vectors of W represent the spatial filters.  

The enhanced discriminative activity between the two classes can be obtained as a 

ratio between the variance of one class and the variance of the joint activity ∑1 + ∑2. Then, 

the objective function for detecting the w filters that maximize the variance for the two 

conditions is described by: 

max
𝐰∈ℝc

𝐰T∑𝟐𝐰

𝐰T(∑𝟏+∑𝟐)𝐰
     (3.10) 

This can be resolved by computing the generalized eigenvalue problem: 

∑𝟐𝐰 = 𝜆(∑𝟏 + ∑𝟐)𝐰   (3.11) 

which yields a set of eigenvectors wi and 𝜆i eigenvalues for i = 1,..,N with N – the number of 

channels. The eigenvectors corresponding to the first largest eigenvalues maximizes the 

variance for one condition and minimizes the variance for the other condition and vice-versa 

for the last lowest eigenvalues. Hence, the spatial filters that best maximize the variance 

between classes correspond toopposite eigenvalues. A good practice is to choose several 

eigenvectors from both sides (e.g. up to 6, with three from each side - Blankertz et al., 2008c) 

selected based on a score related to the ratio of the medians which is more robust to outliers, 

as compared to the classical eigenvalue score. 
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After the decomposition and the corresponding common spatial filters have been 

extracted and the signals were projected to the CSPs, the features are composed by 

considering the band power of the detected sources, which is generally approximated in BCI 

research based on the logarithm of the spatial filtered data (log-power of the band-pass 

filtered signal, log(P(x))) (Blankertz et al., 2008c). An important step before CSP filtering 

(before estimating the band-power of the projected signals) is represented by computing a 

linear projection of the data, as detailed in (Dähne et al., 2014b; Haufe et al., 2014b). 

 Another important remark must be mentioned regarding the evaluation of the CSP 

algorithms. Due to the fact that the CSP technique considers label information, the 

computation of the filters is mandatory to be performed on the training data, with appropriate 

application on the test data by linear derivation. Otherwise, it may lead to considerable 

underestimation of the generalization error (Blankertz et al., 2008c). 

Further, it is imperative to notice that the neurophysiological interpretation must focus 

only on the spatial patterns, without considering the spatial filters which cannot be 

interpretable due to their mosaic spatial structure, simultaneously relating to signal and noise 

components (Bießmann et al., 2012; Haufe et al., 2014b). The spatial patterns can be easily 

computed by inverse transformation in relation to the spatial filters: A = (WT)-1. When the 

spatial filter matrix W is not invertible, the pseudoinverse is computed: A = (WT)+. However, 

when W does not have full rank, the patterns do not coincide any more with the entries of the 

pseudoinverse (Haufe et al., 2014b), therefore, respective transformation has to be performed, 

as in Section 3.2.2.2.3.  

 Despite the major advantages of the classic CSP algorithm, such as: producing high 

signal-to-noise ratio, its computational efficiency and easy implementation, an important 

challenge arise referring to artifacts and non-stationarity. Various modifications and 

extensions to the CSP algorithm have been proposed to tackle this problem (Lemm et al., 

2005, 2011, Dornhege et al., 2006, Lotte et al., 2007a; Sannelli et al., 2011; Samek et al., 

2014). Some of them focus on invariance and robustness to noise and artifacts (Blankertz et 

al., 2008a; Kawanabe et al., 2014) and others to non-stationarities in the data (Samek et al., 

2012, 2014).  

b. Multi-class approach 

First, we need to understand why a multi-class approach is necessary to be performed. While 

targeting multiple decisions choices to be inferred in the BCI adaptation, the answer comes 

from the primary goal of a BCI application which requires online implementation and real-

time classification of the brain signals. Towards this goal, a multi-class approach suits better 

compared to multiple binary discriminations.  

While generally suited for binary cases, some CSP extensions have been developed 

for the multi-class approach (Müller-Gerking et al., 1999; Dornhege et al., 2004a; Dornhege 

et al., 2004b), namely the IN approach (Müller-Gerking et al., 1999, Allwein et al., 2000), 

One Versus the Rest approach (OVR) (Wu et al., 2005) and Simultaneous Diagonalization 

(SIM) (Grosse-Wentrup and Bus, 2008). While the IN approach considers reducing the multi-

class problem to several binary decisions (Müller-Gerking et al., 1999, Allwein et al., 2000) 

and requires longer time to be performed. an appropriate multi-class approach is necessary to 

distinguish faster the corresponding class membership. An appropriate extension of the CSP 
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to the multi-class problem has been previously considered by (Dornhege et al., 2004a) and 

involves computing the CSPs for each class in relation to the other classes. This method is 

referred to as one over rest (OVR) strategy. Furthermore, a Simultaneous Diagonalization 

(SIM) method or Joint Approximate Diagonalization (JAD) method (Cardoso and 

Souloumiac, 1996; Ziehe and Müller, 1998; Ziehe et al., 2000, Pham, 2001; Ziehe et al., 

2004; Grosse-Wentrup and Bus, 2008), considers estimating the CSPs for each of the multi-

classes. In the presented thesis, the last enhanced approach is further investigated. 

One Versus the Rest CSP approach (OVR) 

 An improvement to the IN approach is represented by the OVR approach (Dornhege 

et al., 2004a). While IN does binary classification on all binary pairs and assigns the trials to 

the class membership based on the highest voting out of the three classifiers, OVR performs 

multi-classification on all one versus rest binary CSP patterns. The EEG data is of course 

projected onto the CSPs and all the variances, log-band power of the CSP features, are fed to 

the classifier. 

 Joint Approximate Diagonalization (JAD) 

While in a binary case (IN or OVR), the CSP filters are computed based on a 

simultaneous diagonalization of the two covariance matrices with their eigenvalues sum to 

one (Eq. 3.9), the multi-class JAD approach (Grosse-Wentrup and Bus, 2008) finds a matrix 

that follows the same rule for decomposition but related to multi covariance matrices. When 

in the binary case the solution can be easily found, in the multi-class approach an 

approximation of the solution is computed based e.g. on approximate simultaneous 

diagonalization. Meaning that for the covariance matrix ∑ of each k class (k = 1,..,N, where N 

is the number of classes), the decomposition finds an approximation solution for the W 

matrix that satisfies 𝐖T∑𝑘𝐖 = 𝐃𝑘, where 𝐷𝑘 is a diagonal matrix fulfilling ∑ 𝐃𝑘 = 𝐈𝑁
𝑘=1 , 

with 𝐈 being the identity matrix. In our implementation, this joint diagonalization problem is 

computed with the FFDiag (Fast Frobenius Diagonalization) algorithm (Ziehe et al., 2004). 

The algorithm is based on the Frobenius-norm formulation and computes the diagonalization 

using non-orthogonal transformation and a recursivity computation based on a multiplicative 

iteration, assuring the invertibility of W. 

In more detail, it finds an approximate solution of the following optimization 

problem, by minimizing the Frobenius norm of the off-diagonal elements of Dk: 

min
𝑊∈ℝ𝑀×𝑀

∑ ∑ ((𝐖T∑𝑘𝐖)𝑖𝑗)2
𝑖≠𝑗

𝑁
𝑘=1    (3.12) 

While the above cost function can converge to zero, the invertibility of the matrix W 

prevents this effect from happening: 𝐖(𝑖𝑡+1) = (𝐼 + 𝐕(𝑖𝑡))𝐖(𝑖𝑡), where it is the current 

iteration and 𝐕(𝑖𝑡) is the iteration matrix. 

Further, after the approximate diagonalization has found a solution, the relevant 

activity sources have to be considered. Because there is no canonical way to choose the 

relevant CSP patterns, the selection is performed by considering the first m eigenvalues with 

highest mutual information (out of maximum M sources). This selection is similar to ICA, 

where these m sources denote the brain activity related to the corresponding information on 

the decisions and intentions of the BCI user, and the other brain sources that do not relate to 

the BCI task, are considered as noise sources. This spatial filtering composed by ICA and 
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derived approximation of mutual information to identify the signal subspace is termed as 

Information Theoretic Feature Extraction (ITFE): 

𝑀𝐼(𝑐, 𝐰𝑗
T𝐱) ≈ − ∑ 𝑝(𝑐𝑘)𝑙𝑜𝑔√𝐰𝑗

T∑𝑘𝐰𝑗 −
3

16
(∑ 𝑝(𝑐𝑘)((𝐰𝑗

T𝐃𝑘𝐰𝑗)2 − 1)𝑁
𝑖=1 )

2𝑁
𝑘=1 ,  

where MI(c, 𝐰𝑗
T𝐱) is the mutual information of the class label c and the linear transformation 

wj
Tx, calculated based on negentropy for each eigenvector wj (column j= 1,..M) of W, with 

𝐰𝑗
T∑𝑘𝐰𝑗 = 1; and p(ck) is the class probability. For more details, see Grosse-Wentrup and 

Bus, (2008). 

In the end, a set of optimal linear spatial filters can be interpreted as the m columns of 

W with the highest mutual information.: MI(c, 𝐖T𝐱) = ∑ 𝑀𝐼(𝑐, 𝐰𝑗
T𝐱)𝑚

𝑘=1 . Therefore, 

according to the ICA model, all the important information on the classes is contained in the 

first m sources (the first m ICs). 

3.3 Feature extraction 

The purpose of the feature extraction step for data analysis is to detect the specific values and 

characteristics of the neural signals in the temporal, spatial and spectral domain that best 

characterize the investigated neural activity, whilst discarding the artifacts and background 

noise of the EEG. These values, termed ‘features’ are then stored in a ‘feature vector’ which 

is further used for classification.  

 While some researchers focus more on the classification step of a BCI, granting more 

attention to the preprocessing and feature extraction steps is more important in a BCI system 

in order to identify and select the optimal neural features, which will automatically lead to a 

correct and enhanced classification performance (Pfurtscheller et al., 2003; Hammon and de 

Sa, 2007). These features should relate to the neurophysiological signals that describe the 

corresponding mental state or brain activity, and not to other activities or body potential 

artifacts.  

 In the following, a description of the extraction methods used through this thesis is 

further presented, considering the temporal (Section 3.3.2), spatial and spectral (Section 

3.3.3) signals characteristics. 

A good improvement for the brain analysis and for the classification performance of a 

BCI is represented by combined feature approaches such as spatio-temporal, spatio-spectral, 

tempo-spectral methods and so on (Dornhege et al., 2004a; Gysels and Celka, 2004; Boostani 

et al., 2007).  

In this case of multi-modal features, especially in case of features with different type 

of units, normalization should be performed on the combined feature vector. The feature 

types have to be centered around zero with a standard deviation of one, in order to have the 

features on the same scale which will ease the classifier decision. A common approach is to 

use z-score normalization which is computed by subtracting the mean and dividing by the 

standard deviation for each feature type: z = (x - µ)/σ. 
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3.3.1 Feature selection and dimensionality reduction 

An often-encountered problem in the BCI refers to high feature vectors dimensions, 

especially for multi-modal analysis which combine different types of features such as spatial, 

temporal, or spectral, leading in the end to an increase in the computation time of the system 

or an overestimation of the data considering classification. In order to treat this problem, the 

feature vector should be reduced to an adequate number that in general will improve 

performances. Therefore, feature selection and dimensionality reduction become a preferable 

approach (Millán et al., 2002; Garret et al., 2003; Schroder et al., 2003; Subasi 2010; Nikulin 

et al., 2011; Haufe et al., 2014a). When reducing the number of features, it is also important 

to relate the number of features to the amount of data, such that the dimensionality of the 

training data in one class exceeds the number of features with a couple of factors. Otherwise, 

the classification will overfit, issue caused by the ‘course of dimensionality’ phenomena 

(Friedman, 1997; Jain et al., 2000).  

Throughout this thesis, feature selection methods, manually or heuristically 

implemented, have been used to reduce the feature vector dimensionality, and are described 

in the corresponding feature extraction or spatial filtering method, e.g. ICA, SSD, CSP.  

3.3.2 Temporal methods 

Considering ERP based BCI paradigms, the relevant ERP amplitudes may be considered for 

the feature extraction step. The amplitude evolutions of the signals within each epoch are 

carefully investigated. Preliminarily, the baseline correction is applied (Section 3.2.1.4). For a 

closer inspection and overview of the ERPs, a visual representation is usually carried out 

referring to average trials for all trial repetitions. In this sense, averaged single-participant 

ERP representations can be analyzed or Grand Averages (GA) considering all participants. 

Next, relevant time intervals are manually or automatically detected, and the corresponding 

temporal amplitudes are considered as features. While the manual procedure requires 

additional involvement from the researcher side, automatic methods (e.g. based on 

discriminability measures) are more efficient regarding feature extraction. 

3.3.2.1 Spatio-temporal feature detection based on signed r2 discriminability 

measurement 

Spatio-temporal features are extracted considering a heuristic selection of the intervals with 

maximum discriminability and a constant spatial pattern between the two classes, based on 

the method presented in Blankertz et al. (2011). Relevant time intervals are selected with high 

signed and squared point biserial correlation coefficient (signed r2) values.  

1. The signed r2 discriminability measure 

For binary discrimination between classes, the signed r2 measure can be applied. Considering 

two signals x1 and x2, and their class membership label y1 and y2 that relate to two different 

classes (class 1 and class 2), the signed r2 measure detects the high differences between the 

signals based on the point biserial correlation coefficient, r (x1, x2). The signed and squared r 

value is given by: 

𝑠𝑖𝑔𝑛𝑒𝑑 𝑟2(𝐱1, 𝐱2) = 𝑠𝑔𝑛(𝑟(𝐱1, 𝐱2)) ∙ 𝑟(𝐱1, 𝐱2)2,  (3.13) 
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where the point biserial correlation coefficient is computed by considering the signal and the 

class label information: 

𝑟(𝐱, 𝐲) =
√N1∙N2

N1+N2
∙

𝜇1−𝜇2

𝜎(𝐱)
   (3.14) 

with N1 and N2 – the numbers of samples in class 1 and 2, and µ1, µ2 – the mean of class 1 or 

2, respectively. 

 This discriminability measure can be also applied in the frequency domain, in order to 

detect relevant frequency bands with high class differentiation of the oscillatory signals 

(Blankertz et al., 2006b, 2007, 2009). 

2. Discriminability matrix visualization of signed r2 

For visualization purposes, the temporal and spatial discriminability can be graphically 

visualized as time evolution and scalp plots. For a more complete overview of the temporal 

distribution within each channel, which is not observed in the scalp plots that presents 

information only for a short time interval (e.g. Fig. 5.7 upper plots) and neither in the 

temporal evolution plots that shows the information only for one or few channels (e.g. Fig. 

5.7 bottom plots), a more detailed representation is given by the discriminability matrix (e.g. 

Fig. A.3.7), where the signed r2 information of each time point is graphically represented 

with a colormap for all channels, a time versus channels representation.  

3.3.3 Spectral methods 

Besides the temporal domain, the spectral information also provides valuable information, 

which may be complementary to the temporal features depending on the type of brain 

information investigated. An overview of the extracted spectral feature is presented in the 

following. 

3.3.3.1 Band power features 

A good characterization of the neural oscillations can be expresses by the power of 

representative frequency bands. The signal is therefore band-pass filtered in the relevant 

frequency band and the band power features are computed by squaring the resulted signal or 

extracting the logarithm of the band-power of the signals or components as specified in 

(Blankertz et al., 2008c), in order to obtain an approximate normal distribution of the features 

(Pfurtscheller and Neuper, 2001). Different frequency bands may be considered for feature 

extraction, depending on the analyzed BCI task or mental state, for example the µ frequency 

band for motor imagery tasks (Pfurtscheller and Neuper, 2001; Scherer et al., 2008; Zhong et 

al., 2008; Nicolae et al., 2016b) and a various range of frequency bands such as theta, alpha, 

beta for cognitive processing tasks (Palaniappan, 2005; Lotte et al., 2007a,b; Nicolae et al., 

2016a, 2017a).  

3.3.3.2 Power spectral density features 

In order to obtain more information over brain oscillations, the power spectrum also referred 

to as the Power Spectral Density (PSD) is often analyzed in the BCI research (Keirn and 

Aunon, 1990; Millán et al., 2002; Millán and Mouriño, 2003). It shows the distribution of the 

signal power over different frequencies and can be computed with the Fourier transform 

(Appendix A.1.3.1.2), periodogram (Appendix A.1.3.3.1), or any other time to frequency 
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transformation. The PSD features are then obtained, for example, by taking the filtered 

signals or the square of the filtered signals (Lalor et al., 2005). 

3.3.4 Time-frequency measures 

The neurophysiological signals present different characteristics in the time and also 

frequency domains, therefore another feature extraction method relates to a combined 

temporal and spectral approach, named time-frequency decomposition. The approach allows 

the simultaneous analysis in both time and frequency domains via time–frequency 

representations (TFR) (Cohen, 1995; Sejdić et al., 2009), like Short-time Fourier Transform 

(STFT) (Appendix A.1.3.4.2), Wavelet Transform (WT) (Appendix A.1.3.4.3), or 

representations based on Power Spectral Density (PSD) (Appendix A.1.3.4.1).  

One measure that helps describing and visualizing the changes in the power spectrum 

related to an event is the Event-Related Spectral Perturbation (ERSP) method (Makeig, 1993) 

computed based on a spectrogram (more details in Section 3.3.4.1). 

Another frequency measure that is commonly used in BCI for measuring the 

interactions between signals, for example the phase synchronization or coherence between 

channels or epochs at different time points is given by the Inter-Trial Coherence (Gysels and 

Celka, 2004) measure, further described in Section 3.3.4.2). 

3.3.4.1 Event-Related Spectral Perturbations (ERSP) 

The Event Related Spectral Perturbation (ERSP) method, introduced by Makeig (1993), 

quantifies amplitude dynamic changes of the EEG frequency spectrum in time, triggered by 

an external or internal event. As well known in the scientific literature, the oscillations vary 

with multiple frequency bands and the ERSP method allows the simultaneous investigation of 

the full spectrum, as compared to the narrow-band ERD/ERS curves, for example. It shows 

valuable applications in practice (Makeig, 1993; Makeig et al., 2004; Fuentemilla et al., 2006; 

Huang et al., 2007a,b; Li et al., 2011; Nicolae, 2013; Nicolae et al., 2015c). 

The computation of ERSP starts from generating the power spectrum of an epoch (the 

time which follows an event) or a continuous signal using Short-Time Fourier Transform 

(STFT) or Wavelet Transform. In more detail, a signal (or epoch) is split into overlapping 

segments of a given window length and the average amplitude spectra of these windows is 

computed. From each time point of the spectrum, the average baseline spectrum computed on 

the baseline interval (the time that precedes the event) is then subtracted in order to reduce 

the signal background perturbation. In this sense, a similar and preferred approach is to 

normalize the signal (or epoch) spectrum by division with the average baseline spectra. 

Finally, the logarithmic spectral amplitude 10*log10 (power) dB is represented in a time by 

frequency plane, called spectrogram. For a general overview of the perturbations for one 

class, the ERSP of the corresponding epochs are then averaged. The time-frequency 

representation provides then a larger overview of the Event-Related (De)Synchronization 

(ERD/ERS) phenomena (Pfurtscheller and Aranibar, 1979) in multiple frequency bands and 

their durations and latencies, simultaneously. 

 The mathematical formulation of the ERSP (Delorme and Makeig, 2004) is given by: 

𝐸𝑅𝑆𝑃(𝑓, 𝑡) =
1

𝑇
∑ |𝑃𝑘(𝑓, 𝑡)|2𝑇

𝑘=1 ,   (3.15) 

where Pk is the spectrum of epoch k = 1,..,T for the frequency f and time t.  
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3.3.4.2 Inter-Trial Coherence (ITC) 

The ERD and ERS phenomena are time locked to a stimulus, not phase locked to an event, 

therefore a good measure investigates the local phase coherence across consecutive trials, 

namely Inter-Trial Coherence (ITC) or ‚phase-locking factor’ (Tallon-Baudry et al., 1996; 

Delorme and Makeig, 2004; Makeig et al., 2004). In contrast to the ERSP method (Section 

3.3.4.1), the ITC calculates the EEG phase coherence between trials for a specific 

Independent Component, channel, time point or frequency interval and may indicate the 

timing of firing of neurons groups. ITC is a frequency measure of the neural activity 

synchronization for a given time point and frequency for different time locked EEG epochs. 

Mathematically, ITC is defined by the power spectrum, normalized by the Root Mean Square 

(RMS) power of single trial estimation: 

𝐼𝑇𝐶(𝑓, 𝑡) =
1

𝑇
∑

𝑃𝑘(𝑓,𝑡)

|𝑃𝑘(𝑓,𝑡)|
𝑇
𝑘=1     (3.16) 

where | |, in this case, is the complex norm. For a specific time-point, ITC measure ranges 

from zero to one, explicitly from no synchronization between the EEG epochs to strong 

synchronization. For a given frequency range, it provides the magnitude and phase of the 

spectral estimation. Moreover, phase coherence between trials can be also estimated by Inter-

Trial Phase Coherence (ITPC) showing the event-related phase representation.  

3.4 Classification and Regression 

Based on the optimal feature set detected on the feature extraction and selection processes, 

the class discrimination is performed by means of a classifier in order to decode the 

corresponding user mental state or task. For example, in the ERP-based BCIs (Chapter 2.4.1), 

the classifier discriminates between target and non-target neural responses, while for motor-

imagery based BCIs (Chapter 2.4.2.2) it discriminates between different motor imagery tasks 

(e.g. left/right hand movement). On a closer look into the classifier process, the data is split 

into a labeled training set and a non-labeled test set of feature vectors; and the classifier will 

assign the class memberships for the test set considering what it learned on the training set.  

Although, various methods have been developed for classification (Müller et al., 

2003; Lotte et al., 2007a; Bishop, 2007; Lemm et al., 2011) or regression (Duda et al., 2001; 

McFarland, and Wolpaw, 2005), for example supervised learning methods such as Linear 

Discriminant Analysis (LDA) (Friedman, 1989; Blankertz et al., 2011), Quadratic 

Discriminant Analysis (QDA) (McLachlan, 2004), Logistic Regression (LR) (Tomioka et al., 

2007), Ridge Regression (RR) (Hoerl and Kennard, 1970) few of them provide high 

performing results for EEG data (Bashashati et al., 2007, Lotte et al., 2007a). As the 

complexity of a classifier is increased, so is the generalization error and the classifier 

performance will degrade. Therefore, simple linear algorithms, such as Linear Discriminant 

Analysis (LDA), are better suited in this context (see also results in Section 5.3.3.3). Further, 

referring to the high number of features that could characterize a BCI system, for example a 

large set of temporal features in the case of an ERP-based BCI, the classifier must be 

regularized by shrinking the estimated covariance matrix (Tomioka and Müller, 2010; 

Blankertz et al., 2011; Bartz and Müller, 2013). The regularization will help preventing 

overtraining and is more robust with respect to outliers, due to the reduction of the 
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generalization error (Jain et al., 2000; Duda et al., 2001). In addition, classifiers can be 

applied for binary decisions or even more for multi-class discrimination. While some of them 

needs some tuning in order to be applied, e.g. Logistic Regression (LR) adapted to 

Multinomial Logistic Regression (MLR) (Böhning, 1992; Greene, 2012), others can easily 

work in both cases, e.g. LDA. Multi-class classification is necessary when aiming to decode 

multiple user states, and obtaining faster performance as compared to the use of multiple 

binary discrimination (Dornhege et al., 2004a). 

3.4.1 Linear Discriminant Analysis (LDA) 

Linear discriminant analysis (LDA) is a simple classification method due to its linearity, 

facile use and easy implementation, and a powerful method providing high performances. It 

is well suited for EEG data, because it starts from the assumptions that: i) the data is Gaussian 

distributed; ii) all classes have equal covariances; and iii) the true distributions of the classes, 

means µi, and covariance matrix ∑, are known. While the characteristics of the EEG data 

type approximately fulfills already the first two points, the true distributions: the means µi, 

and covariance matrix ∑ still have to be estimated. The decision boundary for separating 

between classes consists of a hyperplane, described by: wTx + b = y(x) with y(x) = 0, where 

wT is the weight vector that describes the orientation of the hyperplane and b is the bias 

representing the location of the hyperplane. The class belonging is defined by the position in 

relation to the hyperplane: negative for one class (y(x) < 0) and positive for the second class 

(y(x) > 0). Referring to two classes discrimination, the weight matrix is given by 𝐰 =

∑̂−1(𝜇̂2 − 𝜇̂1) and the bias is given by: b = 𝐰T(𝜇̂2 + 𝜇̂1)/2. Moreover, LDA seeks the linear 

projection w that best separates the classes: such as minimizes the within-class variance σw 

while maximizes the variance between classes σb, mathematically defined by maximizing the 

ratio of the distributions: 

max
𝐰

𝜎b
2

𝜎w
2 = max

𝐰

(𝐰T(𝜇̂2−𝜇̂1))2

𝐰T(∑̂2−∑̂1)𝐰
= max

𝐰

𝐰T∑b𝐰

𝐰𝑇∑w𝐰
   (3.17) 

with ∑b and ∑w denoting the corresponding between-class and within-class covariance. For 

multi class discrimination, the between class variability can be defined by the covariance of 

the class means µ: ∑b = 1/NC ∑ (𝜇̂𝑖 − 𝜇̂)(𝜇̂𝑖 − 𝜇̂)TNC
𝑖=1 . 

3.4.1.1 Regularization with Shrinkage of the Covariance Estimation (rLDA shrink) 

As described earlier, regularization is mandatory in order to avoid overfitting. One common 

approach to reduce the distortions for the estimated covariance that appear due to the curse of 

dimensionality effect, is to perform shrinkage of the covariance matrix (Friedman, 1989). 

Therefore, the estimated covariance ∑̂ is shrunk by a regularization parameter 𝛾 ∈ [0, 1] and a 

scaling parameter 𝑣: 

∑̃(𝛾) = (1 − 𝛾)∑̂ + 𝛾𝑣𝑰    (3.18) 

While 𝑣 is computed as the average eigenvalue of the estimated covariance, the 

computation of the optimal regularization parameter 𝛾 requires more effort and is comprised 

between zero (no shrinkage) and one (spherical covariance). Since earlier approaches of 

estimating 𝛾 in the cross-validation step is computationally intensive (Friedman, 1989), 

analytical approaches that minimize the Mean Squared Error are more efficient (Ledoit and 

Wolf, 2004; Schäfer and Strimmer 2005).  
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For N feature vectors: x1, …, xN ∈ ℝd, Zn = (xn – 𝜇̂)(xn – 𝜇̂)T is defined for each trial n, 

with 𝜇̂ =
1

𝑁
∑ 𝐱𝑁

𝑁
𝑛=1 , the empirical mean. The optimal shrinkage parameter 𝛾*, can be 

analytically computed by:  

𝛾∗ =
𝑁

(𝑁−1)2

∑ 𝜎2
𝑛=1,..,𝑁(Z𝑛)𝑖,𝑗

𝑑
𝑖,𝑗=1

∑ ((∑̂−𝑣𝐈)𝑖,𝑗)2𝑑
𝑖,𝑗=1

    (3.19) 

where ∑𝑖,𝑗
𝑑  is the sum of the entities; σ2

n=1,...,N(Zn) is the variance of Zn; (∑̂ − 𝑣𝐈)𝑖,𝑗 represent 

the element of (∑̂ − 𝑣𝐈) at position row i and column j; and ∑̂ is the standard estimator of the 

true covariance matrix ∑, namely the empirical covariance matrix: ∑̂ =
1

𝑁−1
∑ (𝐱𝑛 – 𝜇̂)(𝐱𝑛 – 𝜇̂)T𝑁

𝑛=1 . 

3.4.1.2 Sliding LDA 

An LDA based approach useful to discriminant ERP potentials without aligning them, relates 

to a sliding window approach. Mainly, the LDA classifier is trained for a particular temporal 

interval in sliding manner. The features are considered as different time delays from the onset 

of the event. In addition, the method can help for the feature selection process by detecting 

the most relevant time intervals for classification by estimating the highest classification 

performance among all slides. 

3.4.1.3 Quadratic Discriminant Analysis (QDA) 

The Quadratic Discriminant Analysis (QDA) uses quadratic boundaries to separate between 

classes (e.g. circle, ellipse, parabola, hyperbola or can also be linear), as compared to only 

linear separation performed by LDA. QDA requires also Gaussian distributed data as LDA, 

except the constraint regarding the equality of the class covariance matrices which is not 

required (Hastie et al., 2008). Therefore, because the class covariance matrices are not 

identical, the covariance matrix Σk has to be estimated separately for each class k = 1, ..., N, 

which gives quadratic terms in the discriminant function: 

𝛿(𝐱) = −
1

2
(log ∑𝑘) −

1

2
(𝐱 − 𝜇𝑘)𝑇∑𝑘

−1(𝐱 − 𝜇𝑘) + log 𝜋𝑘  (3.20) 

 Then, the classification rule is similar, finding the class k that maximizes the 

discriminant function: 𝐺̂(𝐱) = 𝑎𝑟𝑔 max
𝑘

𝛿𝑘(𝐱). 

 Due to its flexibility regarding the covariance matrix, QDA inclines towards a better 

estimate of the data as compared to LDA, although it’s also more complex, with more 

parameters to be estimated. Moreover, if the data is almost linearly distributed, QDA might 

have higher model variance and so leaning to overfitting. Moreover, for limited data, the 

computed covariance matrix of the training data might be inaccurate. Therefore, it might be 

better to reduce the complexity of the model in this case and refer to a common covariance 

matrix assumption as in LDA.  

When choosing a classifier model, it is important to select the best compromise 

between fitting the data in a better way while having a complex model that can induce more 

errors or using a simpler classifier, but which does not fit the data accurately. In any case, a 

perfect classifier model is almost impossible to be achieved, especially for complex and 

mixed data distributions. In addition, the performance of the classifier on the unseen data 
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might be higher in case of a simpler model, because it is more robust to outliers and 

variability in the data. 

3.4.2 Binomial Logistic Regression (LR) 

In case of a Logistic regression (LR) model (Cox, 1958; Long 1997; Tomioka et al., 2007; 

Greene, 2012), the outcome (the dependent variable) is categorical, expressed in binary 

format (0 and 1). The binary logistic model estimates the percentage that a risk factor affects 

the probability of a specific response. 

 Considering a set of n observations represented by the vectors xk, aggregated in the 

data matrix X of size n × k, with y the outcome and ε the vector of disturbances, the model 

can be described by: 

𝐲 = 𝐱1𝛽1 + ⋯ + 𝐱𝑘𝛽𝑘 + 𝜀,    (3.21) 

equivalent with the form: 𝐲 = 𝐗𝛽 + 𝜀. 

 The goal is therefore to estimate β. After appropriate transformation, the linear model 

can be expressed in the form: 𝐲 = 𝐀𝐱𝛽 + 𝑒𝜀, which can be unfolded to:  

ln 𝐲 = 𝛽1 + 𝛽2 ln 𝐱2 + ⋯ + 𝛽𝑘 ln 𝐱k + 𝜀.   (3.22) 

For multiple outcome categories, the discrimination is analyzed by multinomial 

logistic regression, described in the following subsection. 

3.4.3 Multinomial Logistic Regression (MLR) 

Multinomial Logistic Regression (MLR) extends the binomial Logistic Regression (LR) by 

predicting a nominal dependent variable with more than two categories. The multinomial 

logistic function (Böhning, 1992; Greene, 2012) that describes the response probabilities of a 

nominal model (Bock, 1997) in relation to the linear combination of predictors Xβ, is 

described by: 

ln (
𝜋𝑖

𝜋𝑟
) = 𝛽𝑖0 + ∑ 𝛽𝑖𝑗𝐗𝑖𝑗

𝑝𝑟
𝑗=1     (3.23) 

with i=1, ..., k-1, where k is the number of categories, pr is the number of predictors, π is the 

categorical probability and r is the reference category. 

3.4.4 Regression  

Generally, regression describe the relation between the variations of the output and the 

predictors (or features). The relation is generally estimated by the conditional expectation, 

expressed by the average of the output when the input is fixed. Various regression approaches 

can be used, such as linear regression, ridge regression, logistic regression for binary 

classification or multinomial logistic regression for multi-class discrimination. 

As a reference method for more complex regression models, we first describe the 

linear model in the following.  

Having a set of predictors x1, …, xN, the goal is to predict the outcome y given a new 

input x. Then, the linear model is defined by: 𝐲̂ = 𝐰T𝐗 and the optimal weight vector w is 

computed by minimizing the loss between the true output y and the prediction 𝐲̂. The 

commonly used loss function to be minimized is the Least-Square Error (LSE) method: 

min 𝜀(𝐰) = ∑ (𝐲𝐤 − 𝐰T𝐱k)2N
𝑘=1 .   (3.24) 

After derivation and equation calculation, w is expressed by: 
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𝐰 = (𝐗𝐗T)−1𝐗𝐲 ∝ ∑−1𝐗𝐲. 

3.4.4.1 Ridge Regression shrink (RR shrink) 

 In addition to a linear regression approach which is mainly similar to LDA (Duda et 

al., 2001), the regularized version namely ridge regression, is better tailored for high 

dimensional data, making the model more robust to outliers. The regularization can be 

achieved by shrinkage of the covariance matrix, similarly to the rLDA shrink method 

described in Section 3.4.1.1.  

 Therefore, a regularization term (Hoerl and Kennar, 1970) is added to the loss 

function: 

𝜀(𝐰) = (𝐲 − 𝐰T𝐗)2 + 𝜆‖𝐰‖2
2,   (3.25) 

where the parameter 𝜆 enforce the shrinkage from high values of w, towards zero (no 

shrinkage, linear model). The optimal w is computed by:  

𝐰 = (∑ + 𝜆𝐈)−1𝐗𝐲.    (3.26) 

3.4.5 Classification validation 

3.4.5.1 Cross-validation 

Considering classification, an important procedure is to estimate the true error rate of the 

given classifier, especially when an independent set of testing samples is not available, or the 

dataset is limited. Therefore, in offline analysis, a good approach such as Cross-Validation 

(CV) is customary employed. The technique evaluates the predictive values of a classifier in 

order to analyze the unseen data (Lemm et al., 2011). Specifically, the data is split into K data 

segments also called as folds, of which a bigger part (usually 90%) is used as training data 

and one part (10%) is kept as testing data. The CV procedure is applied K times while 

choosing different segments for the validation (e.g. every segment is used exactly one time as 

a test set). The final estimation is computed by averaging the performance values for all K 

repetitions. In addition, in order to diminish the variance of the cross-validation estimator, a 

repeated CV procedure can be performed, in which every CV is repeated T times by shuffling 

the entire dataset and dividing again into K folds as described above. The resulted 

performances are then averaged over K folds and T repetitions.  

 The features in the training set are used for learning the classifier model and the 

corresponding generalized features within the test set are used to validate the classifier. 

 Note: It is very important that the training features and test features are independent, 

such as no information from the test set, especially label information, has been used to 

compute the training features or other model paramters! This is the main characteristic of an 

unseen test set. Therefore, greater precaution has to be employed in the feature extraction and 

selection processes (For more details, please see Blankertz et al., 2008c; Lemm et al., 2011; 

Haufe at al., 2014a). 

3.4.6 Classification evaluation 

Assessing the performance (accuracy) of a BCI system is also an important process and 

requires careful implementation and investigation, not to incorrectly estimate system’s 

performance. Generally, it indicates the final decision of the system that relates in one way or 
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another to the percentage of correctly classified epochs. A commonly used measure for 

binary class evaluation performance is represented by the Area Under the ROC Curve 

(AUC), while for multi-class estimation normalized loss can be used, for example. These 

measures along with some other important procedures are described in the following. 

3.4.6.1 Area Under the ROC Curve (AUC) 

The Area Under the ROC Curve (AUC) (Hanley and McNeil, 1982) is a good common 

measure for estimating binary classification performance, computed based on the Receiver-

Operator Characteristics (ROC) curve (Green and Swets, 1966). The ROC curve is a 

graphical representation expressing the “True Positive Rate (TPR)” also named “sensitivity”, 

in relation to the “false positive rate” also known as “1-specificity”. The area under the ROC 

curve (AUC) can be viewed as a generalization of the ROC curve to a single rational value. 

The AUC measure ranges between 0 and 1, where a value over 0.5 is targeted for binary 

discrimination, representing a good performance better than chance level, undoubtedly 

considering the appropriate statistical significance measures (Appendix A.1.1). 

3.4.6.2 Normalized loss 

In order to assess the accuracy of a multi-class classification, when the AUC measure cannot 

be applied anymore, the method to be referred to has to include normalization. Additionally, 

the class-wise normalized loss helps with weighting in case of unbalanced classes: 

𝑙𝑜𝑠𝑠 =
1

𝑛𝑐𝑙𝑠
∑

𝑁𝑒𝑟𝑟_𝐶𝑖

𝑁𝐶𝑖

𝑛𝑐𝑙𝑠
𝑖=1 ,     (3.27) 

where ncls – the number of classes; 𝑁𝑒𝑟𝑟_𝐶𝑖
 – the number of wrongly estimated samples in 

class Ci; 𝑁𝐶𝑖
 – the number of samples in class Ci. While this result represents the loss ratio 

out of 1, the accuracy is complementary to the loss, given by: Acc = 1 – loss. When cross-

validation is applied, the normalized loss is computed inside folds, and then averaged over all 

folds. 

3.4.6.3 Confusion matrices 

The classification accuracy value can be misleading in case of different number of 

observations between classes, or for multi-class discrimination. In this sense, computing 

confusion matrices is a useful approach, which provides a detailed overview of the 

classification errors and performance. To put it simply, a confusion matrix (Kohavi and 

Provost, 1998) is a table layout that describes the amount of correct and mislabeled 

(confounded) samples for each class. The columns refer to the predicted class instances and 

the rows show the true class instances, showing the correct classified samples in each class on 

the diagonal.  

For unbalanced classes, normalized confusion matrices have to be performed. For a 

larger overview of the classification performance, confusion matrices can be represented for 

single participants, or as grand average over all participants.  

The amount of errors and the type of misclassifications that are described by the 

confusion matrix, arise from the resubstitution. 
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1. Resubstitution error and accuracy 

The resubstitution error shows the misclassification costs, namely the difference 

between the response given by the classifier on the training data and the predictions responses 

performed on the test data with the information from the training data. A high value of the 

resubstitution error, will imply a weak performance of the classifier and a poor prediction of a 

new data. In any case, the opposite is not valid: a small resubstitution error does not 

necessarily imply a good fit on new data. However, it still gives a good overview of the 

estimation and the performance of the classifier. 

An accuracy measure, Acc, can be computed using the general confusion matrix, R, of 

the classifier that relates to the resubstitution errors: 

𝐴𝑐𝑐 =
∑ 𝐑ii

k
i=1

∑ ∑ 𝐑ij
k
j=1

k
i=1

,     (3.28) 

where k represents the number of classes and Rij is the number of observations of class i, 

estimated as class j. 

3.4.6.4 Statistical testing 

In order to reinforce the performance of a classifier, it is crucial to test the statistical 

significance of the model outcome. In addition, for example when interpreting and correlating 

differences and similarities in the ERPs among trials and participants, or for extracting 

inferences over the data, statistical analysis is mandatory to be performed. The statistical 

evidence assures if the inferences conducted on the diverse sample data are valid (not due to 

chance) and can be deducted in general from a larger data. Among the wide range of 

statistical tests (Fukunaga, 1990, 2013), the common tests can be classified in the following 

categories: descriptive statistics (e.g. normality test, correlation coefficient measure, means 

comparison tests), hypothesis testing (e.g. t-test, chi-squared test), analysis of variance (e.g. 

ANOVA, F-test, chi-squared test for variance, Barlett test), multiple comparisons (e.g. 

Bonferroni correction), and non-parametric testing (e.g. Wilcoxon rank test, Kolmogorov-

Smirnov test). The choice of the statistical test depends on the experiment design, the type of 

variables in the data set, and the distribution of the data. Considering data distribution for 

example, parametric tests are suitable in case of normally distributed data, while on the other 

hand, non-parametric tests can be applied to non-normal data.  

For data visualization purposes regarding the statistical distribution of the data, statistical 

charts such as histograms and box charts are usually represented. Shortly, the main statistical 

tests used in this thesis are described in Appendix A.1.1. 

3.5 BCI applications 

A brief overview over existing BCI paradigms and applications is described in this section, 

mainly focusing on those relevant for the context of this thesis. As follows, the common 

ERP-based BCI paradigms using visual and auditory stimuli are described. Further, motor-

imagery based BCIs are briefly discussed, followed by the general research and applications 

on mental state detection. The possible BCI applications range from entertainment (Krepki et 

al., 2007; Lécuyer et al., 2008) to control or communication (Vidal, 1973; Dornhege et al., 
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2007; Wolpaw and Wolpaw, 2012). While initially, the BCI technologies have been 

developed by the research community as assistive devices for patients with disabilities 

(Pfurtscheller and Neuper, 2001; Neuper et al., 2003; Kübler et al., 2005; Birbaumer et al., 

2008; Mak and Wolpaw 2009), the purpose of BCI research has expanded also towards non-

medical applications for healthy individuals (Müller et al., 2008; Blankertz et al., 2010c, 

2016; Zander and Kothe, 2011; van Erp et al., 2012; Allison et al., 2012; Gamberini et al., 

2015). Primarily initiated in controlled laboratory settings, BCIs developed to the extent of 

home use, industrial environmental settings (Venthur et al., 2010), or even outdoor activities 

such as driving (Haufe et al., 2011; 2014c), air traffic control (Aricò et al., 2016a,b), piloting 

(Borghini et al., 2014). 

Moreover, the range of possible BCI applications is even wider (Moore, 2003), and 

the type and context of applications will certainly expand in the following years. 

3.5.1 Applications for ERP-based paradigms 

Starting from the vital ERP-based BCI paradigm with visual stimuli developed for the 

purpose of communication, namely the matrix speller by Farwell and Donchin (1988), more 

and more complex and diverse paradigms have been developed for different purposes. 

Controlling BCIs through ERPs (Vidal, 1973; Blankertz et al., 2011) is a vast well-known 

approach, relying on different ERP components like P300 (Farwell and Donchin, 1988; 

Treder and Blankertz, 2010), or on some other subtypes of ERPs, such as visually evoked 

potentials (VEP) (Müller-Putz et al., 2005), or auditory evoked potentials (AEP) (Schreuder 

et al., 2010; Höhne et al., 2011a). The applications range from controlling a computer 

application or a virtual environment and games (Bayliss and Ballard, 2000; Lécuyer et al., 

2008) towards more artistic use, such as brain painting (Kubler et al., 2008). 

3.5.2 Motor-imagery based BCIs applications 

The applications based on motor-imagery BCIs include motor control (Pfurtscheller et al., 

2003), communication (Kübler et al., 2005; Blankertz et al., 2007, 2008b), controlling 

computer applications (Wolpaw et al., 1991), robots, prosthesis, wheelchairs (Vanacker et al., 

2007; Galán et al., 2008) and other electronic devices. The respective application or device 

can be controlled by the BCI users through self-induced amplitude variations of the 

sensorimotor rhythms (SMRs) (Wolpaw et al., 2002; Wolpaw and McFarland, 2004; 

Blankertz et al., 2007). 

3.5.3 Mental state BCIs applications 

An emerging paradigm nowadays relates to the investigation of the ongoing EEG activity, by 

detecting user’s mental state and intentions for the benefit of humans. Using a non-control 

BCI interaction based on “implicit information” obtained from the neurophysiological 

activity, which does not requires a direct user interaction (Kohlmorgen et al., 2007; Müller et 

al., 2008; Blankertz et al., 2010c, 2016; Allison et al., 2012, Zander et al., 2014; Brunner et 

al., 2015; Schultze-Kraft et al., 2016b; Naumann et al., 2017), exceeds the possibilities 

offered by “explicit control” available within control-BCI systems (Birbaumer et al., 1999, 

Blankertz et al., 2007; Wolpaw and Wolpaw, 2012). Specifically, different BCI designs have 

been used to monitor and investigate the user cognitive mental state, represented by attention, 
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workload, stress, task engagement, decision-making (Klimesch, 1999; Kohlmorgen et al., 

2007; Müller et al., 2008; Venthur et al., 2010; Borghini et al., 2014; Haufe et al., 2014c; 

Gamberini et al., 2015; Schultze-Kraft et al., 2015), and many other factors, for example 

investigating the brain activity related to music (Makeig et al., 2011; Treder et al., 2014; 

Sturm et al., 2015; Vaid and Singh, 2015). This type of BCIs that monitors and interprets 

user’s state and learn to adapt the interface according to user´s cognitive and affective state, 

without the restriction of conscious user control and continuous interaction with the system, 

are termed passive BCIs. This approach brings noticeable advantages to the BCI interaction, 

compared to the BCI control based on voluntary brain activity modulations which require 

considerable amount of time for user training in order to learn how to modify their brain 

activity and additional time to obtain good performances. 

Considering this fact, it can be extended to adapt information seeking applications 

(Nicolae et al., 2017a), industrial operator monitoring systems (Venthur et al., 2010) and 

many others (Müller et al., 2008; Blankertz et al., 2010c, 2016; Zander and Kothe, 2011; Erp 

et al., 2012). 

Although online mental state BCI applications are still in the research and 

development step, the advancement of powerful machine learning techniques will materialize 

them into practice (Blankertz et al., 2002; Krauledat et al., 2004; Müller et al., 2004, 2008).  
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Chapter 4 
 

 

 

Revealing the neural correlates of 

user efficient motor imagery tasks 
 

 

 

As described in the introduction of this thesis, it is important that for the development of 

improved Brain-Computer Interfaces, the interest should be focused on the user. This study 

investigates different stimuli applied in a synchronous BCI system, to determine the most 

effective ones by analyzing the user reaction time during real motor movements and the brain 

activity during motor imagery movements, under the assumption that some BCI stimuli may 

generate faster reactions and stronger cortical potentials than others. Visual and auditory 

stimuli were chosen for investigation, and the corresponding brain potentials were further 

compared. In addition, different efficient motor imagery tasks that attracts users’ attention 

and interest, while targeting stronger brain activity and fast and accurate mental movement 

execution for allowing a facile and agile BCI interaction. These user efficient tasks could 

provide a new mental control strategy for future BCI applications. As an acquisition method 

for brain signal recording the Electroencephalography (EEG) method is used in this study. 

4.1 Introduction and state of the art 

Motor imagery-based Brain-Computer Interfaces (BCIs) are the most largely 

investigated systems in BCI research (Graimann et al., 2010). The BCI decisions are founded 

on two or more motor imagery tasks, which can be expressed by the mental practice of 

different motor actions without the use of muscles or any body part activity, but only the 

brain. Aiming at improving and supplementing daily life activities, the BCI applications 

involve communication or control purposes (Wolpaw et al., 2002), or even rehabilitation 

(Mokienko et al., 2014). The implementation is possible by the replacement, enhancement or 

the repairment of motor or cognitive functions, for example controlling a prosthesis or a 

wheelchair device via brain signals for the individuals who lost a body part in an accident 
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(Kübler et al., 2006; Vanacker et al., 2007; Galán et al., 2008), or rehabilitating the capability 

to execute a real motor movement using motor imagery training for patients after stroke with 

small impairment or severe paresis (Mokienko et al., 2014; Morone et al., 2015; Carrasco and 

Cantalapiedra, 2016).  

As described in the Fundamentals Chapter (2.4.2.2), the neural signals that are used to 

drive a motor imagery BCI system, generally involving hand and/or foot movements, are 

characterized by a decrease in the mu band power (8-13 Hz), namely desynchronization, 

appearing in the contralateral sensorimotor cortex, followed by a synchronization in the 

ipsilateral cortex (Pfurtscheller and Aranibar, 1977; Pfurtscheller and Neuper, 1997, 2001; 

Pfurtscheller and Silva, 1999; Pfurtscheller et al., 2006).  

Despite the tremendous research in the last decades over the motor imagery BCI 

systems, some shortcomings still exist for this approach and this feasibility study aims to 

diminish the effect of one of them, namely the bothersome and tiredness effects on the users 

when performing the same tedious motor imagery motion for several repetitions (Pomer-

Escher et al., 2014; Trejo et al., 2015; Talukdar and Hazarika, 2016). By choosing proper 

stimuli, efficient tasks and captivating paradigms, the users can gain interest in using the BCI 

and his performance and similarly the BCI’s performance could increase over time.  

Targeting this goal, different efficient motor imagery tasks are investigated in this 

study and one type particularly relates to user’s interest and hobby. After the completion of 

the study, the user expressed strong interest in benefiting from such a BCI system. The study 

investigates the oscillatory activity considering the Sensori-motor rhythms (SMRs) observed 

as spectral perturbations (Makeig, 1993) which generates (de)sychnronizations in the mu 

band, consistent with the scientific literature. The efficiency of the proposed tasks was further 

demonstrated by an increased classification performance of the neural activity. Overall, we 

recommend using pre-defined efficient motor imagery tasks for rehabilitation, cognitive 

functions enhancement, or any other possible motor imagery based BCI application. 

Specifically, finger button press, arm lifting and a user defined trigger pulling activity in form 

of imagery movements are investigated, considering visual or auditory stimuli in a BCI 

paradigm. While the motor imagery tasks that we use as a basis for comparison, namely 

finger movements (Blankertz et al., 2006a; Stavrinou, 2007; Furman et al., 2016; Kaplan et 

al., 2016) and arm movements (Badia et al., 2013; Tavakolan et al., 2016) receive a lot of 

attention in the scientific community, no user-defined imagery tasks are investigated to the 

best of our knowledge, making this investigation a novel concept in the BCI community.  

The visual and auditory stimuli of the BCI system, were carefully chosen to improve 

the reaction time of the BCI user and enhance its brain activity, envisaging the limitations and 

capabilities of the visual and auditory human system. Different visual and auditory stimuli 

types were tested via the interface with a real movement execution experiment given by the 

easier task of finger button press. The most efficient stimuli were selected for the motor 

imagery experiment by investigating the PSNR of the signals and the user reaction time. 

While this evaluation of the stimuli in real motor execution experiments is not presented in 

this thesis, detailed information and results are presented in Nicolae, (2013). 

In terms of investigation and methods approach (Section 4.2.3), the selection emerged 

from the following. Generally, the motor imagery brain response is mostly analyzed 

considering the spectral domain (Lee et al., 2009; Lee et al., 2010), which only considers one 
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aspect of information encoded in the neural data. The temporal information, ERPs, could also 

provide intrinsic knowledge of the activity within the patterns. While ERP alone can not 

entirely discole the brain response characteristics as response to external stimuli (Makeig, 

1993), the ERSP measure may offer information that is not contained in the ERP, through its 

investigation over the power modulations changes (Makeig et al., 2004). Therefore, 

combining the time and frequency domains seem a reasonable approach to be considered in 

order to provide additional complementary information which could highly provide not only 

in-depth understanding of the neural activity, but also advantageous classification outcome 

(Makeig et al., 2004). 

4.2 Methods 

4.2.1 Experimental design and scenarios for efficient user motor imagery 

tasks 

4.2.1.1 Participants 

The experiment is a preliminary case study performed on a male participant of 27 years old, 

with no experience in BCI. The participant is right-handed and has normal eyesight and 

normal hearing. The participant gave his written informed consent regarding the involvement 

in the study and the permission to record his brain signals and behavioral measures during the 

experiment for research purposes. The experiments were performed during evening, in a 

laboratory environment, with 35 dB background noise. For the moment, only one participant 

was chosen in order to investigate the impact of the efficient tasks and to adapt the signal 

processing and machine learning methods for an enhanced discrimination of the motor tasks. 

After the feasibility of efficient motor imagery tasks is analyzed and demonstrated, the next 

future study will include an adequate statistical number of participants.  

4.2.1.2 Experimental paradigm 

4.2.1.2.1 Stimuli 

The timing and structure of the experimental design is detailed in Fig. 4.1, and is 

composed of three periods: i) relaxation, ii) attention and iii) trial. The first relaxation 

segment lasts for 2s and is represented by a black screen. The next attention segment which 

lasts for 0.5s, prepares the participant for the actual trial by presenting a cue with the “+” 

symbol of a 218×218 pixels size for the visual stimuli experiment and by playing a beep 

sound for the auditory stimuli experiment. The motor imagery task is performed in the trial 

segment of 3s long and is triggered by a left/right arrow symbol of size 392×214 in case of 

visual stimulation, or the pronunciation of the left/right word by a female voice of 250 Hz 

frequency with 70dB in the auditory (voice) stimuli experiment. The visual stimuli are scaled 

1 to 3 as compared to the total screen size and the format used is PNG. For auditory stimuli, 

the format used is WAV.  

Shortly, three stimuli scenarios were investigated (as in Tab. 4.1), considering 

different stimuli types: 1) Visual Stimuli (Vis. St.) referring to the use of visual arrows for the 

task and visual cue for the attentional period; 2) Visual Stimuli with an auditory attention cue 
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represented by a digital Sound (Vis.-So. St.); 3) Auditory Stimuli and auditory cue given by 

Voice Stimuli for the task and a digital sound for the attentional cue (Vo. St.). 

The effective visual stimulus related to color was selected from the real left/right 

finger button press experiments by analyzing the results regarding user accuracy rate and 

reaction time. Although the efficient and simple visual stimuli that triggered the faster 

response considering real button press movement was the green stimuli on white background 

(Nicolae, 2013), we decided to select white stimuli on black screen for motor imagery, in 

order to have neutral stimuli for the general use (e.g. regarding color blindness). For the 

auditory attentional cue, the sound was selected with 3300Hz, 75 kbps and 80 dB amplitude. 

The participant stayed seated with 50cm in front of the LCD screen and was requested 

to focus in the center of the screen and to complete a randomized series of 40 trials for each 

experiment: 20 trials for each left or right movement. The reduced number of trials was 

imposed in order to test the feasibility of using, as possible, a reduced number of task 

repetitions for a BCI system that will increase the interaction speed, reduce the tiresome 

effect at the user side, while still obtaining a good system performance in terms of 

classification.  

The stimuli presentation was shown on a 22" LCD display (HP LE2201w) with 60 Hz 

frequency rate and built-in speakers. The software used for presenting the stimuli is SuperLab 

4.0 (Cedrus Corporation). For the button press response, the RB-730 Response pad was used 

connected with the computer via USB cable. 

 

4.2.1.2.2 Mental tasks 

Aiming a stronger activation in the motor cortex (Guillot et al., 2009), kinesthetic 

motions from first person perspective are performed in the experiments, which consist in 

mental execution of all the muscle contractions and actions required by the respective 

movement, implying therefore a much more complex process than a visual imagination of the 

movement. The participant was trained three days in advance and couple of times in the day 

of the experiment in order to practice and get familiarized with the motor imagery concept. 

The neurofeedback shown for this motor imagery training phase was represented by the 

ongoing EEG signals as an amplitude evolution in time. During the experiment, different 

motor imagery mental tasks are inspected which involve left/right arm and finger movements, 

namely: index finger button press (index flexion), arm lifting, and a specific task related to 

user background and hobbies. For the arm lifting task, the user was asked to imagine the 

movement as if he would try to reach the presented visual stimulus. Considering the specific 

 

Fig. 4.1 Timing for one experimental trial (with t=0 the stimulus onset) composed by 

the relaxation time (2s), the attention cue (0.5s), and the actual task period (3s) with 

right movement execution in this example. Same timing is considered for the auditory 

stimuli, where the digital sound is presented for 500ms in place of the attentional cue. 

(Figure taken from Nicolae, 2013, with permission) 

https://www.cedrus.com/
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task, the user freely selected the mental strategy that he is most comfortable with, and he 

chose ‘gun trigger pulling’, based on his main hobby and experience in shooting games. This 

involves an imagery left or right arm lifting as if the user holds and raises a virtual gun as in a 

gaming scenario, followed by an imagery index finger flexion representing pulling the trigger 

of the gun. 

Considering the auditory experiments with voice stimuli, the participant concentrated 

on the voice speaking the current tasks, with eyes closed, and performed the corresponding 

imagery movements. In total, ten experiments are performed considering a mixture of stimuli 

and mental tasks, as in the table below (Tab. 4.1). Further, for the purpose of a viable 

comparison between different experiment types, we choose to perform the analysis (section 

4.3) on only one run (first experiment) for each task, in order to have an equal number of 

trials.  

At the end of the experimental study, the participant completed a questionnaire 

regarding his interest in the experiments and provided a personal estimation of his 

performance considering the stimuli types and the imagery motor tasks.  

Tab. 4.1 Motor imagery experiment types (Table taken from Nicolae et al., 2014b, with 

permission) 

Stimulus type Presented 

Stimuli 

Attention 

type 

Mental task No. of 

experiments 

Visual (Vis. St.) white and 

black stimuli 

white cue button press 4 

Visual and sound 

(Vis.-So. St.) 

white and 

black stimuli 

1200 Hz 

sound 

button press 2 

Visual and sound 

(Vis.-So. St.) 

white and 

black stimuli 

1200 Hz 

sound 

arm lifting 1 

Auditory (Vo. St.) female voice 

stimuli 

1200 Hz 

sound 

button press  2 

Auditory (Vo. St.) female voice 

stimuli 

1200 Hz 

sound 

trigger pull  1 

4.2.2 Brain signal acquisition and equipment 

The EEG activity was recorded using the BIOPAC system (BIOPAC Systems, Inc.), with a 

1000 Hz sampling frequency and amplified with 20000 Gain. The BIOPAC hardware 

acquisition system consists in the MP150 acquisition unit, the UIM100C amplifier module, 

two EEG100C amplifiers necessary to record signals from the two hemispheres and the 

electrode cap CAP100C. The C3 and C4 gel-based electrodes were used, relating to the 

specific brain areas corresponding to the left and right arm movement. In addition, 

Electromyography (EMG) was also recorded for real movements detection, but this setting 

and analysis is not presented here (For more details, please see Nicolae et al., 2014a and 

shortly in Appendix A.2.2). As software acquisition system, Acqknowledge 4.0 was used. 

The recorded data are transmitted from the acquisition system to the computer via an UTP 

Intel (R) 82567M-3 Gigabit Ethernet network of 100 Mbps speed. The connection between 

the BIOPAC equipment and the software stimuli system is done via an I/O address bus. 

For brain signal processing and data analysis, the MATLAB (The MathWorks, 

Natick, MA, USA) analysis software was used, including the MATLAB Signal Processing 

https://www.biopac.com/wp-content/uploads/MP-Hardware-Guide.pdf
https://www.biopac.com/wp-content/uploads/acqknowledge-4-software-guide.pdf
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Toolbox, the Statistics and Machine Learning Tooolbox and the Wavelet Toolbox. 

Additionally, the EEGLAB (Makeig et al., 2000; Delorme and Makeig, 2004) toolbox was 

used regarding the time-frequency analysis domain. 

4.2.3 Processing strategy to detect the specific motor imagery neural 

correlates 

4.2.3.1 Preprocessing 

First, for removing the interfering frequencies, a sequence of online hardware filtering was 

applied composed by a 0.1 Hz high pass filter and a 35 Hz 4 pole low pass Besselworth filter 

with a 50 Hz notch filter (40 dB attenuation). Next, the recorded data were off-line analyzed 

in MATLAB and EEGLAB. For removing the remaining noise, two filtering approaches 

were chosen and tested after careful investigation of the magnitude and spectrum response of 

different filters: 1) a combination of temporal filters and 2) wavelet filtering. The quality of 

the signals was analyzed by the Peak Signal-to-Noise Ratio (PSNR) measure (Appendix 

A.1.2) and the best method was selected thereafter for the processing pipeline.  

1) The temporal filters approach consists in a sequence of an IIR comb filter of order 

20 with 0.5 Hz bandwidth and 1 dB magnitude limits, applied twice on the signals. Next, it is 

followed by a FIR band stop equiripple filter of order 50 with the following constraints: 49.5 

Hz – 50 Hz pass band, 50 – 50.5 stop band and 50.5 – 51 pass band intervals with and 0.5 to 

40 dB magnitude pass for the frequencies lower than the pass band interval and 1 to 40 dB 

magnitude pass for higher frequencies. This schema is designed to filter the jitters and the 

noise line frequency of 50 Hz. 

2) The second filtering approach employs the Interval-dependent wavelet denoising 

method (Appendix A.1.3.1.5), using Daubechies mother wavelet of level 5 with 3 intervals 

(Fig. A.1.1). 

After filtering, the epochs were segmented in the interval (-2.5; 3 s) with baseline 

correction (-2.5; 0 s) and the noisy trials were manually removed from the data by visual 

inspection. Additionally, the artifact rejection technique, namely the Independent Component 

Analysis (ICA) using the Infomax approach (Section 3.2.2.2.1) was applied on the data, in 

order to detect the relevant neural patterns and check the activity sources (and remove the 

noisy components in case of an improper aquisition). The components selection was 

manually performed by visual inspection considering the spatial distribution (power 

topographic maps), power spectrum and components temporal activity among trials. The 

components related to channel pop artifacts (when channel goes off or the electrode drops or 

gets loose) are intented to be discarded from the data. Finally, no components were removed 

by ICA, relating to no noisy electrodes within the available spatial resolution (two channels). 

4.2.3.2 Neural correlates detection 

In order to analyze the corresponding oscillatory activity revealing the sensorimotor 

synchronization or desynchronization, the ERSP time-frequency transformation was applied 

on the data after the ICA decomposition. The ERSP method (Section 3.3.4.1) was computed 

using different transformation: Short-Time Fourier Transform (Appendix A.1.3.4.2) and 

wavelet transform (Appendix A.1.3.4.3). The transformation based on Fourier analysis 
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considers a Hamming window of 128 samples and 100 overlays, over the spectrum range 

from 3 to 35 Hz. The ERSP based on wavelet transform considers sinusoidal Morlet wavelets 

of 3-cycles which are increased slowly with frequency, reaching half the number of cycles as 

in the equivalent FFT window of the highest frequency (applied with a Hanning overlapping 

window).  

Spectral perturbations are expected to appear in the mu frequency band (8-12 Hz) and 

possibly in beta (13-30 Hz), relating to the Event Related (De)Synchronization (ERD/ERS) 

variations (Chapter 2.4.2.2). In addition, the inter-trial variability of the trials is inspected by 

analyzing the local phase coherence with the Inter-Trial Coherence method (Section 3.3.4.2).  

For the classification, regularized Linear Discriminant Analysis (rLDA) with 

shrinkage of the covariance matrix was applied (Appendix A.1.4) in form of a multi-class 

discrimination, deciding between left, right and no movement. Aiming a robust and efficient 

classifier, the classifier is fitted by setting the optimal parameters according to the distribution 

of each class and the redundant features are removed. The best regularizations parameters (γ 

and δ) were explored within 25 levels and detected by considering the lowest error rate of 

crossvalidation. The redundant features as detected by the two parameters are further 

removed (as in Appendix A.1.4). The classifier considers multi-modal features considering 

the temporal, spatial and spectral domains. The amplitude values for each trial in the 300 - 

2300 ms interval within the 1 - 49 Hz frequency range are considered for the temporal 

features (filtered using 1 Hz FIR high pass filter of order 30 and a Chebyshev type II of order 

10 with 3 dB of ripple in the passband up to 42 Hz and 50 dB of attenuation in the stopband 

starting at 49 Hz). The temporal features are concatenated with the power spectral features of 

the corresponding mu and beta frequency bands (8-12 Hz; 18-25 Hz) where the strongest 

perturbations appear, and both features types relate to the two channels (C3 and C4) as spatial 

distribution information. The spectral features are estimated by the Fast Fourier Transform 

(FFT) method and computed on the same time interval, 300-2300ms. For the no movement 

condition, the temporal and spectral features as amplitude and power values are considered 

from the relaxation interval before each trial: from -2500ms to -500ms. The feature types are 

normalized using z-score normalization and concatenated in the feature vector which is given 

to the classifier. 

The classifier was validated using 5 folds cross-validation and the performance was 

assessed in terms of accuracy given by the normalized confusion matrix and the 

resubstitution errors (Section 3.4.6.3). 

4.3 Findings 

4.3.1 Behavioral data 

Information over the behavioral data is offered by the subjective questionnaire, in which the 

participant stated an increased interest, performance and attention for the voice stimuli and 

for the trigger pull task. As regarding subjective performance, the participant expressed no 

errors regarding a mistaken trial between left or right and no trial misses. 
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4.3.2 Filtering measures comparison 

When comparing the temporal and wavelet filtering responses regarding the PSNR, a 

significant better quality of the signal is observed for the wavelet filtering approach. The C3 

and C4 electrode signals regarding real movement button presses are considered for the 

comparative analysis and the wavelet filtering results in a PSNR of almost 5 times higher 

than in the FIR filtering (Tab. 4.2), effect which is significant with the one-way ANOVA 

statistical test (p = 0.0052).  

Tab. 4.2 Signal quality estimation after filtering, based on the PSNR measure (Table taken 

from Nicolae et al., 2014b, with permission) 

Signal Movement 
PSNR 

FIR filtering Wavelet filtering 

Channel C4  Left button press 10.7859 51.1709 

Channel C3 Right button press 6.0897 55.6603 

The result of the noise removal over the quality of the signal is investigated also 

considering the power spectrum. The power spectral density (PSD) of the signal was 

estimated using the Welch method (Appendix A.1.3.3.2) with 1024 Kaiser windows of 256 

size length and no overlap. Fig. 4.2 shows the PSD of the C3 signal before and after temporal 

filtering, while the spectrum for the C4 signal coincides2. We can observe a cleaner signal, 

with no strong peaks at 50 Hz and above as interferences from the 50 Hz power line source, 

compared to the original signal. The power spectrum from 0 to 100 Hz corresponding to the 

brain activity, follows the 1/f shape and contains the 10 Hz alpha peak.  

 
Fig. 4.2 Power Spectral Density Estimate using the Welch method for the original signal (left 

plot) and filtered signal (right plot). (Figure taken from [14], with permission). 

For further analysis, the wavelet filtering was applied as preprocessing step due to its 

improvement in terms of PSNR. 

4.3.3 Detecting the neural correlates of specific motor imagery tasks 

4.3.3.1 Temporal analysis 

Firstly, we have a look over the evolution of the amplitude modulations over time in the mu 

band, corresponding to the imagery movement. After corresponding band-pass filtering in the 

8-12 Hz range, the signals can be further investigated. For example, in case of the arm lifting 

                                                 
2 In order to investigate the filters effects for line noise diminuation (including the 50Hz line noise echos: 

100Hz, 150Hz, etc.), the entire frequency range was analyzed as the purpose of comparison (0-500Hz), while 

later on in the analysis the pass-band filtered signal of 0-50Hz was considered. 
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task (Fig. 4.3) as response to visual stimuli and auditory attentional cue (Vis.-So. St.), after 

the 300 ms point which relates to the timing perception of the stimulus, the modulations 

change on average, with stronger fluctuations (higher amplitude) for the left imagery 

movement as compared to a decreased amplitude for the right imagery movement. The lag in 

phase synchronicity between hemispheres and conditions is more clearly observed on single 

trial (right image in Fig. 4.3 and further in Fig. 4.5) 

 

Fig. 4.3 Mean amplitude evolution over time for the arm lifting motor imagery task as 

response to Vis.-So. St (left image) and single trial amplitude representation (right image). 

The thicker line on top of the single trial representation highlights the amplitude profile 

(envelope) and it was estimated with Hilbert transform. (Left figure from Nicolae et al., 

2016b, with permission) 

4.3.3.2 Time-frequency analysis 

Secondly, the spectral perturbations generated by the sensori-motor rhythm (SMR) are 

investigated via time-frequency representations. The Event Related Spectral Perturbations 

(ERSP) phase locked to the event are presented for example in case of the motor imagery 

trigger pull task as reaction to voice stimuli in Fig. 4.4. Related to the motor imagery 

movement, the most significant pronounced perturbations according to a 0.01 bootstrap 

significance level appear in the mu 8-13 Hz frequency band in form of a desynchronization (-4 

dB) for the 500–1500ms temporal interval considering the contralateral hemisphere 

(electrode C3 for right movement and electrode C4 for left movement). This is followed by a 

synchronization (4 dB) in the same frequency band for the 1600–2100ms interval. Similar 

follow up with a delay appears in the beta band, 18-25Hz, starting with a desynchronization 

and is followed by a synchronization. The ERSP also shows a brief but significant increase in 

power at about 30Hz. Considering the ipsilateral hemisphere, interestingly ERD appears in the 

mu and beta band. Another increase in power is observed at 500-1000ms in the theta range. 
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Fig. 4.4 Event related spectral perturbation for the right/left imagery trigger pull (Vo. St.) at 

electrodes C3 and C4. The color bar at the right side of the graphs show the scale of the plots 

in terms of dB for the power spectral density (-4 to 4 dB). The lateral left panel shows the 

baseline mean power spectrum, and the lower panels show the ERSP envelope (low and high 

mean dB values, relative to baseline, at each time in the epoch). The circled areas represent 

significant ERD/ERS with bootstrap level 0.01, which are found also at the 0.001 significance 

level. The ERSP was computed using the Morlet wavelet transform for the 2.9 – 35 Hz range, 

on the interval -2000 – 2500ms, relative to the baseline period of -2500 – 0ms. (Figure 

modified from Nicolae et al., 2016b, with permission).  

Considering the temporal and spectral synchronization within EEG, the ITC in Fig. 

4.5 ilustrates the timings where phase-locking occurs or not. Some significant ITC at about 

15-20Hz for the -500 – 0 ms interval is observed (which may correspond to the decrease in 

power at 0ms in Fig. 4.4, bottom left plot), which might indicate therefore that the EEG 

activity becomes phase-locked in single trials (with respect to the stimulus). However, the 

time and frequency points relating to significant ITC and ERSP are not necessarily identical 

Furthermore, this effect is insignificant at the 0.001 bootstrap significance threshold. 

Considering the other conditions, similar ITC is encountered, where it hardly reaches 

significance and cannot be interpreted. While searching for other influences, the oscillatory 

activity, for example, does not significantly influence the ERP trace, according to ITC 

(bottom plot in Fig. 4.5). 

 

Fig. 4.5 Inter-Trial Coherence (ITC) for the left imagery trigger pull (Vo. St.) at electrode 

C3. The color bar at the right side of the graphs show the strength considering coherence 

(red - statistically significant phase coherence; green – no significant phase coherence). The 

bottom panel shows the mean ERP trace. Bootstrapping was used to identify significant levels 

of ITC (with 0.01 significance threshold). (Figure modified from Nicolae et al., 2016b, with 

permission).  

Considering imagery right finger button press with voice stimuli in Fig 4.6, more 

information is encountered in the beta band, according to the bootstrap significance level of 

0.01. Beta desynchronization is encountered at 1000 -1500 ms, followed by and beta 

synchronization in the 1500-2000 ms interval in the contralateral area for the right movement. 

For the left movement, an ERS is observed in the alpha band, simultaneous with ERD in the 
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beta band. Regarding the ipsilateral information, strong perturbations appear in form of ERD 

at the same timing related to the imagery movement. 

 

Fig. 4.6 ERSP at the C3 and C4 electrodes for the right index finger motor imagery button 

press task (Vo. St.). The ERSP (-4 to 4 dB) was computed using the STFT method on the 2.9 – 

35Hz frequency range and -2000 to 2500ms timing interval, with -2500 ms baseline, 

highlighted by 0.01 bootstrap significance level (with the circled areas significant also for a 

0.001 level). 

In the other motor imagery activities, similar spectral perturbations are revealed 

(detailed investigations without bootstrapping in Nicolae et al. (2014b)). 

4.3.3.3 Neural components 

The temporal evolution of the ERP components, as available with the limited spatial 

resolution, can be observed in Fig. 4.7, for the right imagery button press with voice stimuli. 

The component's evolution starts with a silght amplitude decrease in the contralateral side, 

which becomes more pronounced around 800 ms, during the presumed imagery movement 

and is complemented by an increase in the ipsilateral side, around 1400ms. 

  

Fig. 4.7 Temporal evolution of the ERP components (average data) considering the right 

imagery button press with Vo. St.; (Figure is taken and extended from Nicolae et al., 2016b, 

with permission). 

In addition, to investigate the contribution of the ICA components to the time series 

(ERP) and oscillatory domain (ERSP), Fig. 4.8. shows, for example, ICA components 

activations for all trials, considering left imagery finger button press with visual stimuli. The 

ERP image plot in Fig. 4.8 (left side) shows an increase in amplitude (coded in red) observed 

at 400 ms after the stimulus related to the P300 potential, and is followed by a decrease in 

amplitude starting from 600 ms until 1000ms (coded in blue), and continues with a slight 

increase in amplitude for the 1000-2000ms interval. In terms of variability between trials, 

differences exist in the range 800-2000ms, due to different motor imagery latencies, which 
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slightly influences also the ERP. The other analyzed measures suggest that Component 1 

accounts for a few of the EEG power at 10 Hz (around 400ms in the ERSP mean power trace) 

and for little of the average ERP (around 400ms and 1400ms in the averaged ERP trace). The 

phase at the analyzed frequency (9–11 Hz) is evenly distributed, except in the 400ms vecinity 

where ITC shows a value of 0.7 suggesting phase synchronization according to the bootstrap 

significance level (0.01). Overall, the analysis relates to an ERP component, with more 

contributions to the time series. 

On the other hand, the second component contributes multiple times thorought the 

oscillations (ERSP at 9-11 Hz) and slightly to the time series (to an amount of 0.5μV). 

Furthermore, the component may likewise contribute to other oscillatory phenomena present 

at different frequencies, which are not visible here due to one frequency phase-sorting. No 

significant phase synchronization is shown given by no ITC values higher than 0.5. These 

contributions along with the pattern spatial distribution and the power spectrum of the 

component strongly suggest a mu component, offering additional information from the neural 

oscillations rather then the time domain.  

 

Fig. 4.8 ICA components contributions to ERP and ERSP, on the time interval -500ms to 

2000ms (stimuls onset at 0ms), considering the left imagery button press task (Vis. St.). The 

small top figure shows component’s power spectrum for the 2-35Hz band. The ERP image 

plot under shows the amplitude evolution of all trials (-2.2μV to 2.2μV), phase-sorted at the 

alpha frequency band (9-11 Hz). The three blue trace plots underneath show: • component’s 

contribution to the average ERP time evolution (-2.42μV to 2.42μV); • component’s 

contribution to the ERSP mean power at 9-11Hz (-4 to 4dB); • and phase synchronicity over 

all trials (ITC values in the 0–1 range with bootstrap significance level of 0.01). For an 

absolute representation of component’s activity at an electrode (absolute value and polarity), 

the components were back-projected to the corresponding channel: Component 1  Channel 

1 (C3) and Component 2  Channel 2 (C4). (Figure extended from Nicolae et al., 2016b, 

with permission.) 

4.3.4 Classification of specific motor imagery tasks 

For an overview over the distribution of the data, see for example the scatter plot of the 

imagery trigger pull data, shown in Appendix A.2.1, Fig. A.2.1. 

Aiming enhanced classification performance, the optimal regularization parameters 

gamma (γ), and delta (𝛿) are searched and detected from the training data. In addition, 

dimensionality reduction is performed by removing the redundant features. The minimum 
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number of features that still produce a good quality of the classifier is selected thereafter. 

Depending on each case, an optimal tradeoff has to be considered between the model size and 

accuracy. For example, in case of the data from the arm lifting motor imagery task with 

visual and sound stimuli in Fig. 4.9, the smallest optimal number of features that generates a 

small mean classifier error rate of about 0.2, was selected as 2600. This reduces to a fifth 

portion of the features, which automatically decreases the computational complexity of the 

classifier. As it can be seen in the figure, using more features in this case does not produce a 

considerable classification enhancement (with less than 0.2 error rate), while choosing less 

features could weaken the classifier reliability (more errors). The error rate in this case is the 

misclassification error rate, computed by the average fraction of misclassified data in 

crossvalidation on the whole dataset. The regularization parameters selected here for 2600 

features are: γ = 0.9167 and 𝛿 = 0.1076. For other tasks, even less features are enough, e.g. 

2000 features for the imagery trigger pull task with Vo. St. (Tab. 4.3). 

 

Fig. 4.9 The performance of the classifier given by the error rate, in relation to the number of 

features. The data refers to the arm lifting motor imagery task (Vis.-So. St.). Figure modified 

from Nicolae et al., 2016b, with permission (more features). 

Tab. 4.3 Features type, original features quantity and reduced features quantity 

Motor imagery 

tasks 

Features type 

Total 

quantity 

(number of 

features) 

Final 

quantity 

(reduced 

number of 

features) 

Temporal 

(amplitude in 

time: 300ms - 

2500ms, for 0-

50Hz) 

Spectral 

(power in 

time: 8-

12Hz and 

18-25Hz) 

Spatial  

(C3 and C4 

electrodes) 

finger button 

press (Vis. St.) 

2000  
4000  

(2000×2) 
× 2 

12000  

(6000 × 2) 

2000 

finger button 

press  

(Vis.-So. St.) 

2600 

arm lifting  

(Vis.-So. St.) 
2600 

finger button 

press (Vo. St.) 
3000 

trigger pull  

(Vo. St.) 
2000 
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After setting the optimal parameters and the number of features, the multi-class 

classification is performed for the motor imagery tasks (Fig. 4.10, left image). Referring to 

the type of stimuli, highest mean performances are observed considering the visual and visual-

sound stimuli with 0.7 to 0.84 normalized accuracy. Good performances of 0.61-0.65 are also 

observed considering the voice stimuli regarding the imagery trigger pull and button press 

tasks, but lower than the visual and visual-sound experiments.  

Comparing between imagery tasks, the arm lifting, and finger button press with Vis.-

So. St. experiments seem to result in the best performances (0.81 – 0.84), followed by the 

other finger button press tasks (0.61-0.7) and the proposed efficient task of trigger pull (0.65). 

Although the proposed trigger pull task classification did not exceed the classical finger button 

press tasks, the trigger pull task accuracies are still highly significant above chance level (t-test 

with α = 0.01). Notice that all performances are high above chance level (33%), confirmed by 

the two-sample statistical t-test at the 0.01% significance level or higher.  

Furthermore, the binary classification results between left and righ imagery 

movements, performed with the same features and settings, are significantly high of 78-90% 

(Fig. 4.10, right image). 

  

Fig. 4.10 Average performance (5 folds) for multi-class (left image) and binary classification 

(right image) for the motor imagery tasks: button press (Vis. St.), button press (Vis.-So. St.), 

arm lifting (Vis.-So. St.), button press (Vo. St.), trigger pull (Vo. St.). The blue error bars 

represent the standard error of the mean, SEM. The dotted black with grey horizontal line 

represents the chance level of 33% or 50%, respectively. Performances are statistically 

significant over chance level with t-test (‘**’ for α = 0.01; ‘***’ for α = 0.001; multi-class: 

p=0.0052/ 0.0001/ 0.0004/ 0.0035/ 0.001; binary: 0.0002/ 0.0001/ 0.0007/ 0.0042/ 0.0093). 

Figure modified from Nicolae et al., 2016b, with permission (related to more classification 

features). 

Moreover, the results of the classification discrimination are detailed in the confusion 

matrices showing the resubstitution errors for each class (Fig. 4.11). The confusion matrices 

show few misclassifications between left and right movement, and almost no assignments of 

a movement (left or right) to the no-movement class. For example, in the trigger pull with Vo. 

St. experiment (Fig. 4.11), 16 no-movement trials are classified as left/right movements (13 

left and 3 right), 6 left movements are wrongly classified (2 no-movement and 4 right), and 7 

right movement trials are wrongly classified as 2 no-movement and 5 left movements.In this 

case, the classification accuracies within each class are: 0.6 for no movement, 0.7 for left 

movement and 0.65 for the right movement task. 
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Fig. 4.11 Normalized confusion matrices over entire dataset for the multi-class motor 

imagery classification considering the no, left and right movements. The color bar on the 

right relate to ratio of wrongly or correctly assigned trials (the original number of trials 

within each class: 40:20:20 for no/left/right movement) The rounded fraction of correctly 

classified samples is presented on the diagonal and fraction of of missclassified samples in 

rest. The normalized mean accuracy is shown on the bottom right corner. (Figure modified 

accordingly from Nicolae et al., 2016b, with permission). 

The performance of the classifier is additionally tested by performing the classification 

considering shuffled labels and using the same settings for each data, meaning the same 

number of predictions and regularization parameters. In case of high performances 

(significant over chance level) are still obtained, the reliability of the classifier will be 

cancelled, meaning that it does not correctly discriminate the trials, relying on data artifacts 

or other types of variability in the data such as higher alpha values in case of participant 

tiredness. Performing these shuffled labels classification for each data, no result turned 

positive in confirming that the classifier does relies on artifacts. For example, in case of the 

imagery finger button press data with visual stimuli, a mean accuracy of 28% resulted, which 

is significantly at the chance level of 33% (p = 0.25, Wilcoxon signed rank test with alpha = 

0.01). 

In addition, EMG peak detection has been performed to certify no involvement of the 

muscle activity and no muscle contractions have been detected and the signals show no 

information in relation to the movement tasks (details in Appendix A.2.2).  

4.4 Discussion and conclusions 

When performing a motor imagery task, an individual can be easily distracted by external 

perturbations or by internal thoughts which makes his’ or her attention and focus to decrease 

over time. In order to overcome this effect, efficient user motor imagery tasks relating to 

user’s background and hobby have been proposed in this study. The primary aim of this case 

study was to preliminarily investigate effective user-defined motor imagery tasks before 

performing an extended BCI study. This investigation is performed by analyzing the EEG 
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signals in terms of temporal (ERPs), spectral (power spectrum, spectrogram, ERSP) and 

spatial information (spatial distribution over channels in form of scalp maps). 

4.4.1 Comparison with previous studies 

An accurate comparison between different studies is difficult to be performed due to different 

experimental settings and different signal processing scenarios and machine learning 

techniques involved, but for the purpose of highlighting the presented research in the 

scientific community, some important differentiations with the state-of-the-art studies will be 

pointed out in the following. 

Considering classification performances, similar or even smaller classification 

performances were found in other studies, as compared to the case study in question. For 

example, in Furman et al. (2016), researchers investigated imagery finger flexion as reaction 

to auditory stimuli. They investigated the thumb and pinky finger flexions of each hand, and 

the simultaneous flexion of both thumbs and both pinkies, giving 6 classes in total and 30 

trials for each task. As features, normalized covariance matrices in time and space from 64 

channels are considered, along with normalized wavelet filter bank features. The multi-class 

discrimination uses a one versus one multi-class SVM (Support Vector Machine) with a 

linear kernel classifier evaluated with 10 folds cross-validation, resulting in a single-

participant classification accuracy of a maximum 36.2% and a minimum of 22.83%, 

compared to the chance level for 6 classes of 16.71%. If we extrapolate to a 3-class 

discrimination with 33.33% chance level, the results could imply a range of 45.54% - 72.21% 

in accuracy, smaller than the classification accuracy of 61-84% obtained in our case study for 

the imagery finger flexion.  

In an online BCI experiment for controlling a virtual avatar by imagery arm 

extension, Badia et al. (2013) obtained good performances for a similar three class 

discrimination between no imagery movements, left and right imagery, using a linear 

classifier regarding alpha, beta and gamma frequency bands. The classification accuracies are 

similar as in our study, ranging from 65% to 97% with an average of 85% as compared to 

81% in our arm lifting task. While considering participant interest, the participants in the 

Badia et al. (2013) experiment, expressed that control of the avatar’s arms was difficult, 

rating on average with a 2.52 score out of 5. Considering combined features for the 

classification could increase the system performance as in our study, and therefore ease the 

control process, while contributing to an increased interest for the user considering more 

effective and attractive tasks. 

 A recent study by Rimbert et al. (2017), investigated and proposed the use of discrete 

motor imagery (DMI) as compared to continuous motor imagery (CMI), in order to overcome 

participants’s fatigue and boredom effects in a motor imagery based BCI and to improve 

efficiency such as detecting faster a motor imagery task. Where CMI refers to a continuous 

and repetitive execution of a motor imagery task, the DMI considers short lasting imagery 

movements. As comparison, they investigated 4s of four repetitive imagery right finger 

flexions for the CMI and short imagery flexions of 2s. In this way, the DMI movement 

distinguished from the CMI movement by the repetition of the imagined movement and the 

timing requested for performing the movement. Although, their findings considering 

classification show no difference between CMI vs. rest (0.714%) and DMI vs. rest (0.719%), 
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DMI could have a future impact in the BCI domain regarding a faster detection of the 

movement (faster information transform rate), while also avoiding user’s fatigue by reducing 

the repetitive movement and shortening the execution. Considering neurophysiology, the 

grand average power spectrum of the DMI showed a decreased amplitude of the ERS 

compared to the CMI task, which might be due to the summation of the overlapping patterns 

in the CMI, more precisely by the concatenation of several ERDs and ERSs produced by 

several motor imagery executions. In addition, authors detected a bigger variability between 

participants for the ERD and ERS modulations in the CMI task, which might be due to the 

same reason. This variability may also give a negative impact on the classification rate. In our 

study, we also performed a short DMI of 3s, and in addition we use effective tasks to improve 

participant’s interest, the classification performance of 78-90% for the two-class 

discrimination is higher compared to the range of 57-90% in the binary classification of the 

Rimbert et al. (2017) study. However, their experiment considers 16 participants and their 

classification involves CSP features based on the spatial information from 9 electrodes, 

which brings additional improvement and spatial representation and is of interest to be 

investigated in the future. 

 Other works that successfully considers feature combinations in multi-class 

paradigms of imagined movements (left hand, right hand and foot) are presented in Dornhege 

et al., (2004a) and Fazli et al., (2015) and shows once more that these combined approaches 

significantly boost BCI performances. 

4.3.5 Open questions and conclusions 

Prior to EEG analysis the signals were preprocessed in order to remove the 

interferences and noise sources and to obtain a cleaner signal. The wavelet filtering 

performed better than the temporal filtering, resulting in a more increased PSNR of the 

signal. Next, the relevant components and features that relate to the corresponding motor 

imagery neural activity were detected and extracted from the data. 

Considering the signal processing steps (Section 4.3.2), the filtering and artifact 

removal techniques using wavelet filtering provided good signal quality and the non-neural 

artifacts were removed as possible. Next, the Independent Component Analysis helped to 

detect the corresponding motor imagery components. 

The motor imagery tasks elicited the well-known sensori-motor rhythms observed in 

the ERD/ERS effects of the corresponding brain hemisphere. In addition, the effect of higher 

amplitude modulations for left imagery compared to right imagery, shown in the amplitude 

evolution over time of the pass band data (Fig 4.3), is consistent with the scientific 

demonstrated neural effect, which states that uncommon activities give a higher potential 

than regular activities and stronger desynchronization in the mu-frequency band, i.e. for left 

arm movement for right-handed user (Klöppel et al., 2007), or for extraordinary compared to 

ordinary actions observation (Stapel et al., 2010). 

Based on the preliminary investigation in this case study, the efficient imagery tasks 

relating to user’s hobby, namely the trigger pull task, resulted in good performances of the 

classifier. However, the 'trigger pull' classification task resulted in a decrease as compared to 

the basic tasks of imagery finger button press and arm lifting. When referring to the areas and 
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brain processes involved in the motor imagery tasks, it was expected to obtain higher 

classification accuracy for the arm lifting and trigger pulling tasks as compared to finger 

button press, because the motor imagery of a bigger body part (e.g. arm) covers a larger area 

of brain activation as compared to a small size body part (e.g. finger) (Kandel et al., 2000). 

However, no discrepancies are obtained between arm lifting and finger button press for visual 

and sound stimuli (p=0.587 two-sample t-test, α=0.0001) and similarly for the trigger pull 

task as compared to the button press task with voice stimuli (p= 0.3739 two-sample t-test, 

α=0.0001). For the trigger pull task, because it comprises a more complex imagery process, 

involving arm lifting and finger flexion, maybe it becomes harder to be discriminated due to 

many processes involved and limited spatial information available (two channels). Another 

reason of this opposite performance obtained might be due to specific brain reaction on the 

type of stimuli: voice stimuli, because smaller accuracies were obtained also for the finger 

button press in scenario with the voice stimuli. Even so, the use of this type of stimuli for 

further applications is supported by increased user interest described in the experiment’s 

questionnaire, where the participant stated an increased interest, performance and attention 

for the voice stimuli. The reduced classification performances can be also due to an increased 

tiredness for the participant at the end of the experiment (Vo. St.) as compared to more energy 

in the beginning of the experiment (Vis. St., Vis.-So.St.). All-inclusive, the hypothesis 

presented here have to be further investigated in a more detailed study, with aspects 

highlighted in the next section (Section 4.5).  

In another train of thoughts, when one might expect not so high classification 

performances of 61-84% in case of imagery movements (three classes), note that these results 

might be due to the reduced data and one participant classification. The small number of trials 

was enforced to test the feasibility of using a small number of repetitions that can be later 

used in a BCI system, while obtaining high classification accuracies. The feasibility of few 

repetitions was successful here in the offline case, although a comparison with multiple trials 

repetitions is necessary in the online case. In addition, the combined feature approach which 

considers the complementary temporal and spectral information contributed to enhanced 

performances.  

On the basis of the available neurophysiological effects observed in the ERPs, 

ERD/ERS and power spectrum, the investigated efficient motor imagery scenarios are 

feasible and can be further investigated in a larger experimental study. The use of the 

effective tasks in the context of BCI applications is reinforced by the classification results, 

offering comparable performances with respect to a basic task, while also taking into 

consideration user’s interest and reducing therefore the bothersome effect within a BCI. 

4.5 Limitations and future developments 

As the effective tasks seem worthwhile to be considered for the purpose of BCI applications, 

some limitations and potentials flows which are described below can be improved and 

investigated further. The investigation can be deepened in a more detailed study considering 

more participants, e.g. 15 or more aiming a statistically significant group and more channels, 

e.g. 32 channels or more (Sannelli et al., 2010). Compared to the current case study in which 

we could not draw concrete conclusions considering the sources and the spatial distribution 
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of the activity based only on two channel data, the future in-depth study should consider more 

channels. This will provide a better spatial representation of the activity over the sensori-

motor area and an efficient artifact removal. For the artifact removal case, additional channels 

in the occipital and in the frontal area will help removing the noise activity generated by the 

visual cortex and the eye movements.  

In terms of hardware equipment and recording, it was inconvenient to connect 

multiple channels due to many amplifier modules and lots of cables (one amplifier module 

per channel). Furthermore, the use of active electrodes (with built-in amplifier) will greatly 

improve the EEG signal quality (MettingVanRijn et al., 1996) and controlling the impedance 

will help for a better conductivity, producing an enhanced signal quality (Kappenman and 

Luck, 2010). For future studies, it is recommended that the notch hardware filter, or other 

hardware filters in general, are to be avoided while they tend to introduce distorsions in the 

data (Luck, 2005; Dickter and Kieffaber, 2013), in form of phase shifts (and delays), 

"ringing" in the data stream. 

Considering experimental design, more trials can be integrated aiming statistically 

significance in case of higher trial to trial variability, and also as a comparison medium with 

the reduced trials case. While the current study did not evaluate the contribution of the 

amount of trials for BCI systems, a follow up study might be useful in this direction. Related 

to stimuli, the enhanced visual and audio stimuli as selected in Nicolae, (2013) can be further 

investigated within the motor imagery experiments (e.g. green stimuli on white background). 

For the stimulus paradigm, the position of the arrows in the visual stimuli experiment should 

be placed in the center of the screen. This will reduce the horizontal eye movements and the 

possible involved issue in the current study can be avoided, which relates to the fact that the 

classifier may learn the corresponding left or right eye movements instead of the actual motor 

imagery activity. If equivalent experimental setup is desired, then the eye movements 

contribution may also be overcome to an extent within signal processing (Section 3.2.2). 

Furthermore, the dissimilarities in the stimulation between the rest period (no visual/audio 

stimulus) and the trial period (visual/audio stimulus) generates strong inconsistencies in the 

EEG which might affect the classification. Without a good spatial representation and removal 

of the non-task related components, the current classifier might strongly relate to the visual 

brain responses generated by the external stimuli, and not to the motor imagey itself. A 

simple solution requests similar stimulation in the experimental paradigm for all conditions 

(left, right and rest) to avoid any discrepancy. 

In tems of experimental scenario, more experiment combinations for each type of 

stimuli and imagery task should be performed for more accurate comparisons: e.g. the trigger 

pull task in scenario with visual stimuli and visual with sound stimuli, in addition to the voice 

stimuli experiments. Moreover, all task scenarios should be considered with eyes opened, as 

for a viabile comparison between them. On this line, 'eyes closed' have a different amplitude 

modulation, topography and power level as compared to 'eyes open' when the alpha band is 

suppressed (Berger, 1933; Adrian and Matthews, 1934; Barry et al., 2007; Gomez-Ramirez et 

al., 2017). These important differences produced in the EEG signals and in the neural 

components might be involved in the classification differences between the tasks with visual 

or sound and voice stimuli.  



Chapter IV. Revealing the neural correlates of user efficient motor imagery tasks 

66 

While in the current study, the classification performances are reduced for the 

proposed effective tasks as compared to the classical motor imagery tasks, a bigger range of 

effective motor imagery tasks that stimulate user’s interest and takes into consideration his 

preferences is intuitively to be considered. Moreover, the tasks should be selected to consider 

uncommon activities in the users’ area of interest, which may elicit a more powerful brain 

response, as compared to known, common activities (Klöppel et al., 2007; Stapel, 2010). 

Another aspect that has to be included is a more specific user neuro-feedback in the 

motor imagery training process, for a better overview and control of user’s own signals. As 

compared to the current simple feedback, where only the evolution of the EEG signals was 

shown, a better way for example, is to consider the envelope of the signals in the mu band for 

a better representation of the ERD and ERS effects (Clochon, 1996), or the power band 

values in the mu, alpha and beta frequency bands representative for the motor imagery 

activity, or moreover, topographical maps of the cortical activity in the mu band (Hwang, 

2009). Motor imagery is a complex process and requires intense concentration and attention 

and as it has been variously shown in different studies that not all participants are capable of 

controlling their sensori-motor rhythms (Guger et al., 2003; Kübler and Müller, 2007; 

Vidaurre and Blankertz, 2010; Blankertz et al., 2010a; Vidaurre et al., 2011b). Therefore, 

closer investigation has to be performed on the participants’ brain signals in the training 

phase, in order to check the existence of the corresponding mu power band modulations. 

Considering the signal processing and machine learning steps, there is always place 

for improvements. First, automatic trial removal can be implemented (as in Section 3.2.2.1) 

in contrast to the manual selection based on visual inspection that is used here. Further, 

appropriate treatment of eye movements and muscle artifacts should be considered, so the 

artifacts have low to no implications in the classifier decision. This can be performed by 

applying for example, the ICA method with MARA feature selection as presented in Section 

3.2.2.2.2.  

For a more accurate extraction of the neural information, decomposition methods can 

be used, SSD or CSP for example, as in Section 5.2.3.4, for the case with a higher number of 

channels. For a closer relation to the task-related neural activity, the amplitude evolution of 

the signal over time (envelope) which decreases or increases with respect to motor imagery, 

can be considered instead of the FFT spectral features, while FFT has a large noise sensitivity 

and can not capture transient features in a signal, nor time-frequency information.  

While motor imagery produces changes in both temporal and spectal domains, an 

interesting approach from Lu and Yin (2015) which combines the ERP information with the 

ERSP information and produces enhanced classification discrimination, is of interest to be 

considered. On this line, it will be interesting to further evaluate the contribution of the motor 

imagery activity to each measure (ERP, ERSP, spectra), detecting where, when and how 

much is involved, extending the investigation from Section 4.3.3.3. In addition, one can 

consider, for example, intelligent feature selection algorithms based on weighting (Sugiyama 

et al., 2007) in order to detect which features are the most representative for the 

corresponding neural process, temporal or spectral, and to which extent. 
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4.6 Lessons learned 

 The motor imagery tasks elicited the well-known sensori-motor rhythms observed in the 

ERD/ERS effects of the corresponding brain hemisphere. 

 The specific motor imagery tasks corresponding to user background proved to be 

efficient by user’s prolonged attention during the experiment and its subjective 

evaluation stating increased interest and performance.  

 The classification discriminations between left, right (and no imagery movements) 

considering all types of motor imagery tasks resulted in very good performances for both 

multi- and binary cases, as compared also to other motor imagery studies. 

 Using complementary information from the temporal and spectral domains, brings 

additional information to the classifier, producing therefore enhanced performance. 

 Albeit a low number of data points are available due to the reduced number of stimuli, 

the simple LDA classification method still performs very good. 

 The wavelet filtering method resulted in better signal quality compared to temporal 

filtering, considering the current available data. 

 After the feasibility was analyzed in this case study, the next in-depth experimental study 

should consider a statistically significant group of participants.  

 More scenarios combinations in terms of stimuli and tasks should be further 

implemented and investigated for appropriate comparisons. 

 More channels need to be integrated in the next in-depth study for a more detailed spatial 

distribution of the brain activity. 

 To assure a correct execution of the motor imagery paradigm, a more specific 

neurofeedback needs to be implemented in the future study. 

 Carefull treatement and rejection of artifacts (eye and muscle activity) has to be 

performed in the future study. 

 Carefull consideration is further requested for the experimental design, to avoid 

additional eye movements and dissimilarities in the stimuli between conditions 

(left/right/rest), which might induce different visual responses. 
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Chapter 5 
 

 

 

Investigating the neural correlates of 

cognitive processing levels 
 

 

 

The functionality of general BCI systems are based on choosing one type of task and request 

the user to perform the corresponding mental task and voluntary control the variations of his 

brain activity, such as motor-imagery based systems. This comes with a high drawback that 

affects the user ability to control the BCI, based on the variability of its brain signals for the 

same task in different moments of the day, or different user emotional state, and so on. The 

idea investigated in this research study, is to create a method to silently detect the user mental 

state and effectuate the control in every moment, without requesting a strict mental task 

involving extensive learning to the user side in order to control his brain signals. This will 

provide a relaxed, more natural and faster interaction with the BCI. As an example, we can 

think about an information seeking application, such as a research engine where the content 

can be automatically highlighted, reduced, or changed based on the current mental state 

detected. In this case, the BCI will still require a training phase to infer the characteristics and 

thresholds for each mental state, but without the exhausting requirements for the participant 

as having to continuously control and modify his brain signals. This ultimate goal is 

discussed also in the future perspectives and it is validated based on the feasibility of the 

inferred mental state detection based on the experimental study described further in this 

chapter. Moreover, this chapter encloses the investigation of the cognitive user mental state 

by detecting the corresponding neural correlates of the depth of cognitive processing.  

5.1 Introduction and state of the art 

While Brain-Computer Interface (BCI) research mostly focuses on the detection of 

voluntary motor controls which require intensive user training and strict tasks, as also shown 

in the previous chapter (Chapter 4), the detection of the momentary user state (Blankertz, et 
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al., 2016) did not receive too much attention. In real world applications, where the interaction 

is co-adapted with the computed, the goal is to replace or supplement the explicit information 

given by the user (keyboard, mouse or gestural input) with implicit input directly from the 

human brain considering the current intentions or brain state. In such a way, the interface 

should be aware of which information is more significant for the user (Acqualagna and 

Blankertz, 2015) and access implicit information from the user state (Nicolae et al., 

2015a,b,c, 2016a, 2017a; Ušćumlić and Blankertz, 2016; Wenzel et al., 2016) in order to 

allow a smooth adaptation of the interface according to the current situation. More 

specifically, in information seeking applications for example, when one wants to search for 

more information about a specific topic from a scientific online database, the interface could 

display meaningful keywords in appropriate positions in association with the desired topic 

and additionally refine the results based on continuous user state detection. As another 

example, considering operator monitoring applications (e.g. in industrial workplaces Venthur 

et al., 2010), the interface can reduce the number of actions that are required to be performed 

by the operator and even take over control with an automated process in extreme cases. This 

approach may offer a dramatical improvement in the application by diminishing the number 

of errors and accidents in the workplace, while avoiding critical mental states of the operators 

and user frustration, leading to a stressless and safetier working environment. 

Different mental states have been scrutinized to monitor cognitive user’s state and 

refer to different levels of attention (Vecchiato et al., 2016), task engagement (Venthur et al., 

2010), fatigue, workload (Berka et al., 2007; Kohlmorgen et al., 2007; Schmidt et al., 2007, 

2009; Borghini et al., 2014; Schultze-Kraft et al., 2016b), movement intention (Haufe et al., 

2011, 2014b) and many others (Müller et al., 2008; Zander and Kothe, 2011; van Erp et al., 

2012; Sturm et al., 2015; Blankertz et al., 2010c, 2016).  

Targeting information seeking applications, user’s state might be also estimated by 

evaluating the current level of cognitive processing the presented information. In this sense, 

we are interested in the brain natural fluctuations of cognitive processing (Polich and Kok, 

1995), which are caused, for example, by: mind wandering (Melinscak et al., 2014; Hohmann 

et al., 2016), distraction (Schubert et al., 2008) and fluctuations in vigilance (Beatty et al., 

1974; Matousek and Petersén, 1983, Birbaumer, 2006; Schmidt et al., 2007, 2009; Ji et al., 

2012; Vecchiato et al., 2016). However, based on our previous experience in earlier studies 

(Venthur et al., 2010), these variations are difficult to be analyzed and validated in an 

experimental setting. Therefore, the present study takes the approach of inducing different 

levels of cognitive processing by task instructions. This research work aims to investigate the 

feasibility of employing the depth of cognitive processing for future user state adaptation, and 

to detect the feature markers characteristic to different levels of cognitive processing, 

exploitable in the future BCI interaction. Specifically, the depth of cognitive processing refers 

to the degree to which information can be processed. In our scenario, the amount of cognition 

spreads on three cognitive levels: from no processing, towards shallow and deep processing 

(McLeod, 2007). Where no processing suggests no retention of information, a shallow 

process refers to a a mild processing of information detected by attention considering the 

structural form, such as color appearance or categorization, while a deep process requires 

more elaborated processes, e.g. semantic correlations (Craik and Tulving, 1975; Anderson 

and Reder, 1979) or quantitative measures. While the concept of depth of cognition has been 
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widely investigated in psychology (Craik and Lockhart, 1972; Cohen and Waters, 1985), to 

the best of our knowledge, no research has been performed that investigates its effects 

considering the electrophysiological signals towards BCI applications. Separately, the EEG 

activity during different cognitive processes (Section 2.4.2.1) has been widely investigated 

(Klimesch, 1996, 1999; Başar et al., 1999, 2001; Debener et al., 2006). In our current 

research work, three cognitive processes have been investigated, namely memory encoding 

and decoding, language and visual imagination that can be present during a human-computer 

interaction. The memory process requires visual or auditory memory recall for the necessary 

information (short-term memory retention of information) in an n-back task form (Pesonen et 

al., 2007, Chen, et al., 2008), considered mostly in the frontal, temporal and parietal lobes 

(Berger et al., 2014; Onton et al., 2005; Scholz et al., 2017). The language process considers 

word-retrieval functions and phonemic representations, namely syllables, that are processed 

in the language phonology area (Brodmann Areas – Kandel et al., 2000; Lloyd, 2007; Dubin, 

2017), in the pre-frontal, frontal and temporal areas (Baars and Gage, 2010), mostly 

lateralized (Bear et al., 2007; Griggs, 2012). The visual imagination process demands more 

extensive processes like long-term memory retrieval and imagination, generated in the pre-

frontal, central, parietal, and parietal-occipital areas (Osaka, 1984; Roland and Gulyás, 1995; 

Ganis et al., 2004, 2013) and uses quantitative measurements for discrimination. 

The depth of cognition has been quantified by tapping the corresponding components 

of brain activity, in a specific scenario inspired by the odd-ball paradigm (Section 5.2.1). The 

neural components arising from cognitive processes are distinguished by the Event-Related 

Potentials and the oscillatory activity. Moreover, discriminative neurophysiological markers 

considering each level of processing are extracted using separability measures applied to the 

ERPs waveforms and tackled by the spectral modulations which are further quantified by 

enhanced classification methods based on this multivariate data analysis (Section 5.2). 

5.2 Methods 

5.2.1 Experimental design to elicit different cognitive processing levels 

5.2.1.1 Participants 

The experiment was conducted in a laboratory environment with seventeen participants aged 

between 22 and 35 years old. The experimental study involving human participants described 

in this research work was approved by the ethics committee of the Department of Psychology 

and Ergonomics of the Technische Universität Berlin. Normal or correct-to-normal visual 

acuity was considered for the study and no participant expressed a history of neurological 

disease, injury or heart problems. The data from two participants was discarded from further 

analysis due to improper recording. Considering the experience in BCI from the remaining 

fifteen participants, the group was mixed, ranging from no experience in BCI (5 participants) 

to familiar (4 participants) and experts in BCI (6 participants). Participants had different 

mother tongues, namely German (11 participants), English (one participant) and other 

languages (3 participants), therefore a good command of English or German was required in 

order to fulfill the task in the language condition. Twelve participants were right handed and 
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with regard to gender, 4 females and 11 males took part in the experiment. To countenance 

their motivation, participants were financially remunerated for their participation. 

5.2.1.2 Experimental scenario 

The experiment started with an introductory discussion for the participant into the 

experiment, followed by practice tests in order to familiarize with the tasks. The total 

duration of the experiment lasted between three and three and half hours, depending on the 

introductory discussion time and the time requested by each participant to get familiarized 

with the experiment.  

The experiment elicits the levels of cognitive processing by considering a visual 

experimental paradigm similar to an odd-ball paradigm. The user is requested to stay still, 

relaxed and seated with 30 cm in front of the LCD screen and focus in the center of the 

screen while visualizing the sequence of stimuli and performing the mental tasks as 

instructed.  

1. Stimuli 

The visual stimuli are represented by a pair of cartoon-drawing images having same 

color (red/green/blue/magenta) and showing a different object chosen from one out of three 

categories (animals, fruits and mobility) (example in Fig. 5.1). The pair of images is formed 

by a random selection from a corresponding category, where each category consists of a total 

of ten elements. 

 
Fig 5.1 Representation of the stimuli categories (animals, fruits, mobility) and examples of 

their elements (cat, penguin, apple, banana, bus, rocket, etc.). Each category contains 10 

elements and they can be represented in 4 colors (red/green/blue/magenta). For the stimuli 

presentation, a pair of elements are randomly selected from a category, with same color. 

(Figure taken from Nicolae et al., 2017a, with permission.) 

The cognitive processes, namely Memory (M), Language (L) and Visual Imagination 

(VI), termed further as conditions are evaluated in this order, one after another, each in five 

runs with 120 stimuli per run (accumulating a total of 15 runs and 600 stimuli). In order to 

avoid confusions between the tasks, which were already quite demanding, the conditions 

were not alternated after each run. Each run of the experiment started with a short question 

considering participant’s current mood, expressed by a good, ok or bad state. Next, the first 

image of the experiment shows the target cue: a pair of images showing the target color and 

the target category (Fig. 5.2). When the participant is ready and has memorized the target 

information, the participant presses the space bar and the sequence of images starts. During 

the presentation, the participant had to be attentive and focused and for each stimulus it had 

to distinguish the color first and then the category in comparison with the target cue. To keep 

the participant engaged during the experiment and to obtain a measure of task performance, 
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the participants were instructed to perform mentally counting and additions, in accordance 

with the presented stimuli.  

The levels of processing are modulated by the requested tasks and are triggered by 

non-targets (NT) which requires no processing, shallow targets (ST) associated with a 

'shallow level' of processing and deep targets (DT) triggering a deep level of processing.  

Referring to the target cue, the instructions are as follows: i) In case of NT (non-

targets) stimuli, the color does not match the target cue color → the participant neglects the 

NT stimuli; ii) For ST (shallow targets) stimuli, only the color matches with the target cue 

color, but the category does not match → the participant performs mental counting (+1); iii) 

For DT (deep targets) stimuli, the color and the category match the target cue → the 

participant is requested to mentally count +1 and additionally to evaluate a question task 

corresponding to the cognitive process (M/L/VI) (see below Mental tasks) and in case of 

positive answer (positive Deep Targets, DT+) → to additionally count +10, otherwise 

(negative answer) do nothing additional (Negative Deep targets, DT-). 

Participants entered the final result at the end of each run and obtained feedback about 

the correct number. After the experiment is completed, the participants filled in a 

questionnaire detailing the difficulty of the experiment referring to the type of cognitive 

processes and the category types. The difficulty is acquired by scoring from zero to two, 

representing easy, medium or hard difficulty.  

 
Fig. 5.2 Experimental protocol examples for the cognitive processes investigated: memory, 

language and visual imagination (from left to right). For each stimulus, the participants had 

to perform or not mental computations and decisions. Each experiment run starts with the 

current mood evaluation and ends with the final number insertion and receiving feedback 

about the correct number. Note that the presentation included in addition the fixation and 

relaxation screens before and after each stimulus accordingly, but these screens are omitted 

here. (Figure taken from Nicolae et al., 2017a, with permission.) 

2. Mental tasks 

Memory 

For the memory task, resembling a complex n-back task, the users have to memorize 

the target cue pair, and while the sequence of images is presented, they have to keep in mind 

the last target pair which refers to a DT stimulus (color and category matching the target cue). 
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For each DT stimuli, the users have to evaluate if at least one of the current stimulus elements 

was also present in the last stimulus target pair. In case of a positive answer (positive deep 

target), they have to mentally add 10 to the current number counted and memorize the new 

target pair for the next trials in any of the cases.  

Language 

The language task refers to the words that represent the image elements. The user has 

to decide whether the number of syllables of the element in the left side is greater or equal 

than the number of syllables of the right element. Again, if the answer is true, add 10 to the 

number counted. English or German language was considered, depending on the participant's 

mother tongue. 

Visual imagination 

For the visual imagination task, users have to perform mental representations of the stimulus 

elements referring to the real objects (not to the cartoon drawings) and make comparisons 

based on dimensions. Such as, to answer the following question: Is three times the dimension 

of the left element greater than or equal to the right element dimension? The dimensions have 

to be considered as average dimensions and not to refer to a specific object type and may 

refer to the entire elements size or to parts of the elements. The corresponding dimensions are 

indicated with a black marker, as in Fig. 5.3. For a constant complexity regarding the size 

comparisons between different trials, the selection of the stimuli elements pairs while 

generating the stimuli, was constraint to a threshold interval, to avoid big discrepancies such 

as too large or too small size differences. 

 

Fig. 5.3 Example of elements size indicators: (a) a vertical marker placed on left side 

represents the entire object ; b) a vertical marker placed on the right side represents a part of 

the object (i.e. elephant’s ear); c) a horizontal marker for a front view representation 

indicates element’s width; d) a horizontal marker for a lateral view representation indicates 

element’s length. (Figure taken from Nicolae et al., 2015a, with permission, where the 

images a) and b) were designed by Freepik http://www.freepik.com/) 

5.2.1.3 Experimental design 

The timing, the speed and the complexity of the stimuli presentation was set based on 

a pilot study without the EEG cap on four participants. The timing of each trial is represented 

in Fig. 5.4, starting with 500ms for fixation, continuing with the stimulation period of 

1250ms and followed by the relaxation period of 750ms, with a total of 2500ms Inter-Stimuli 

Interval.  

The average ratio of the stimuli was chosen to be 75:12.5:12.5 ±2% for NT:ST:DT. 

The number of deep targets (DT) and shallow targets (ST) was chosen to be approximately 

the same, such as the difference in the ERPs will not be correlated to the frequency of their 

occurrence. Within the deep targets, approximately 36% are negative deep targets (DT-) and 

64% are positive deep targets (DT+). In order to maintain this occurrence and not to increase 

too much the variability and the complexity of the experiment, only 2/3 categories were 

http://www.freepik.com/
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selected for each run. The order of the sequence was set to start with an easier target category 

(fewer object details, transportation or fruits), to continue with a harder category (more object 

details: animals) and to end with an easier category (transportation or fruits). 

 
Fig. 5.4 Timing of the trial: 500ms for the fixation cross (white), 1250ms for the stimulation 

period and 750ms for the relaxation period. The stimulus background screen is light grey. 

(Figure taken from Nicolae et al., 2017a, with permission.) 

The stimuli presentation was developed with the Processing software version 3.0a4 

(https://processing.org/). The images (cartoon-like drawings) were drawn with the Inkscape 

software (https://inkscape.org), except from the elements in the animals category, which were 

downloaded from an on-line free database (http://www.freepik.com/). The images format 

used is Scalable Vector Graphics (SVG) with a resolution of 480x480. The images were 

placed close to the center of the screen with a 2" distance between them, presented on a 23" 

screen with 60Hz refresh rate and 1920x1080 resolution (Dell U2410).  

5.2.2 Neural signals acquisition 

The neural signals were recorded using 64 EEG channels using the ActiCAP system with 

active electrodes (Brain Products GmbH, Munich, Germany) and distributed according to 10-

20 international system. One electrode was placed under the left eye to record the EOG signal 

movements. Unipolar recording was used with the ground placed at the AFz scalp position 

and referenced at left and right mastoids. For good quality recording, the skin–electrode 

impedance was kept below 20 kΩ using the ActiCAP control software. Signals were recorded 

with BrainVision Recorder at 1 kHz sampling frequency (fs) and amplified using BrainAmp 

MR plus. The main script to connect between the software products was developed in 

MATLAB (release R2014a, The MathWorks, Inc., Natick, MA, USA). The recorded EEG 

and behavioral data is available from the DepositOnce repository of Technische Universität 

Berlin (Nicolae et al., 2017b). 

5.2.3 Analysis strategy to detect the neural correlates of different levels 

of cognitive processing 

The signal processing methods and machine learning techniques for data analysis 

were developed with the MATLAB software (The MathWorks, Natick, MA, USA), and the 

BBCI toolbox (Blankertz et al., 2016; https://github.com/bbci/bbci_public), the MATLAB 

Signal Processing Toolbox, the Statistics and Machine Learning Tooolbox, the Wavelet 

Toolbox and the EEGLAB toolbox (Makeig et al., 2000a; Delorme and Makeig, 2004). 

Furthermore, for more complex and vivid graphical representations the Python programming 

language was used along with the package Matplotlib (Hunter, 2007). 

https://processing.org/
https://inkscape.org/
http://www.freepik.com/
https://github.com/bbci/bbci_public
https://github.com/bbci/bbci_public
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5.2.3.1 Behavioral assessment 

As described in the experimental scenario section, subjective indicators were considered 

for the participant’s behavioral assessment, referring to the current personal mood (good, ok 

and bad state) and personal overview for the difficulty of the conditions (0 - easy, 1 - 

medium, 2 - hard). In addition, an objective indicator was also integrated in relation to 

participant’s responses that refers to the number counted. This was assessed by a ratio of the 

absolute difference between the participant’s response and the correct number, divided by the 

correct number (Eq. 5.1). The resulted ratio varies between 0 and 1, showing high or weak 

performance. The final assessment value was computed for each condition and averaged 

between all runs. 
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where 

ap, C – the assessment value for the behavioral data of the participant p ∈ 151  for the 

condition C (M, L or VI); 

prr – the participant’s response for the run r, r ∈ 51 ; 

cr – the correct number for the run r. 

5.2.3.2 Pre-processing (filtering and epochs rejection) 

Downsampling to 100 Hz was performed (Section 3.2.1.2) in order to reduce the 

dimensionality of the data, while preserving only the related human brain frequency range. 

The data was then low-pass filtered for anti-aliasing using the Chebyshev type II filter of 

order 10, with a 42 Hz pass-band edge frequency and less than 3 dB ripple and a 49 Hz stop-

band edge frequency with 50 dB attenuation. In addition, for removing the signal drifts, a 1 

Hz FIR high-pass filtering of order 300 with zero-phase shift, designed using least-squares 

error minimization, was applied (For future online classification, appropriate causal filters 

must be considered). The signals were re-referenced to the left and right mastoids channels. 

Next, the data was divided into epochs corresponding to the timing described in Fig. 5.4. 

Prior to ERP analysis, artifact rejection was applied based on variance and max-min criterion 

(Section 3.2.2.1) to remove the epochs with ocular and muscle artifacts and the channels 

dropping to zero. Baseline correction (Section 3.2.1.4) was performed using 100 ms of pre-

stimulus period (fixation timing). 

5.2.3.3 Artifact removal 

For a better artifact cleaning of the data such as strong eye movement artifacts, muscular 

artifacts and loose electrodes Independent Component Analysis (ICA) was applied with 

artifactual components selection given by the MARA algorithm (Section 3.2.2.2.2). The 

artifactual components were rejected based on a threshold of artifact probability of 0.20. In 

addition, the artifacts selection is further verified by visual inspection of the independent 

components considering the time series, components spectrum and scalp maps, and looking 

for characteristics of muscle activity, eye blinks, horizontal and vertical eye movements or 

loose electrodes (e.g. in Fig. A.3.1). After the artifactual ICs have been identified, the EEG 

signal was reconstructed without them. 
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5.2.3.4 Multi-modal discriminative analysis 

The multi-modal analysis investigates the neural correlates from the temporal (Event-

Related Potentials, ERPs) and spectral domain (Event-Related (De)Synchronizations, 

ERDs/ERSs), or both (Event-Related Spectral Perturbations, ERSP). As a measure of 

discriminability between two classes of each condition, the signed and squared point biserial 

correlation coefficient (signed r2, Section 3.3.2.1.1) is used, showing the differences in the 

ERPs modulations, in the power spectrum and in the ERD/ERS effects in accordance with the 

selected relevant frequency bands. The ERD/ERS is computed based on Hilbert Transform 

(Appendix A.1.3.2) and the result is then smoothed (Bracewell, 1999). The Event-Related 

Spectral Perturbation (ERSP) method is computed based on Short-Time Fourier analysis 

(Appendix A.1.3.4.2) and phase coherence across trials is investigated with the Inter-Trial 

Coherence (ITC) measure (Section 3.3.4.2). For visualizing the neurophysiological effects, 

grand averages representations of the ERPs, spectrum and ERD/ERS curves are obtained for 

each condition by averaging across all trials and participants. The baseline interval used for 

normalizing the graphical representations is selected as 200 ms before the stimulus onset, 

referring to the fixation period. Changes in the oscillatory power generated at different 

frequencies are assessed by extracting the spectrum from 3 to 40Hz, using Fourier transform 

with Kaiser window. 

The brain sources corresponding to the neural oscillations of cognitive activity are 

detected by advanced decomposition methods (Section 3.2.2.2), namely: Spatio-Spectral 

Decomposition (SSD) and Common Spatial Pattern (CSP). For neurophysiological 

investigation, the CSP patterns applied on SSD filtered signals are linearly constructed in the 

opposite sense as they were applied, by multiplying the CSP patterns with the SSD patterns: 

ASSD&CSP = ACSP × ASSD, where ACSP = (WCSP
T)+ and ASSD = ∑ WSSD (WSSD

T ∑ WSSD)-1, as 

described in Section 3.2.2.2.4 and 3.2.2.2.3. 

5.2.3.5 Multi-modal classification and validation 

In order to join complementary information about the neural activity, information contained 

in different domains is combined in a fruitful manner. Spatio-temporal features based on 

ERPs are combined with the oscillatory features, further described below. The corresponding 

level of cognitive processing is primarily estimated by regularized Linear Discriminant 

Analysis (Section 3.4.1) and further tested by other classification and regression methods, in 

order to obtain best performances. While a binary discrimination is firstly investigated, a 

multi-class approach is further analyzed to approach the detection towards a real application 

scenario. In the multi case, LDA and multinomial Logistic Regression (Section 3.4.3) are 

investigated as classifiers. 
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 Classification features 

1. Combined spatio-temporal and spatio-spectral features (for binary 

classification)  

a) Spatio-temporal features 

The spatio-temporal features (channels and time) were extracted as described in Blankertz et 

al., (2011) and Section 3.3.2.1. Five temporal windows are detected for each participant 

based on a heuristic selection of the intervals with maximum signed r2 discriminability and a 

constant pattern between the two classes. The windows were searched over the stimulus 

interval, from 0 to 1250ms.  

b) Spatio-spectral features 

As described in Section 2.4.2.1, the cognitive processes also generate modifications in the 

oscillatory activity. Therefore, we considered extracting the valuable information from the 

involving frequency bands according to each cognitive process. The most significant 

frequency bands were selected based on the discriminative analysis (Section 5.2.3.4). To 

enhance the discrimination of activity in the frequency band of interest, Spatio-Spectral 

Decomposition (SSD) was performed (Nikulin et al., 2011) and the respective Common 

Spatial Patterns (CSPs) (Blankertz et al., 2008c) were extracted for the corresponding 

frequency bands. 

 Spatio-Spectral Decomposition, SSD 

Aiming an enhanced discrimination of mental states expressed by the spectral modulations 

depicted by the ERD/ERS phenomena, linear spatial filtering was applied prior to CSP 

detection. The neural activity of interest can be covert in the fluctuations of the background 

noise activity due to overlapping frequency content or to reduced variance for the activity of 

interest as compared to a background process. Therefore, it seems useful to apply SSD 

(Section 3.2.2.2.3) in order to enhance the variance in the frequency range specific to the type 

and the level of cognitive processing, and reduce the variance of the noise. Specifically, the 

optimal spatial filters are detected by maximizing the frequencies of interest, considering the 

alpha and beta frequency bands selected by the signed r2 discriminability measure over the 

ERD/ERS modulations (as will be shown in section 5.2.2.2), and minimizing the signal 

power in the neighboring frequencies. The neighboring frequencies are considered as 1Hz 

band width aside the frequency band of interest, followed or respectively preceded by a gap 

(stop band) of 1 Hz. Because this requires frequency filtering before the decomposition, 

continuous data was used to avoid filter edges artifacts. Following closely the decomposition, 

SSD extracts the components primarily expressing the signal of interest that better relates to 

the oscillation’s variance. Thus, for the SSD decomposition we consider only the highest 

components that contribute to 10-6 of the highest eigenvalue (see low-rank factorization in 

Haufe, et al., 2014b), which generally resulted in about 15 to 35 components per 

discrimination pair. 

  



5.2 Methods 

79 

 Multi-band Common Spatial Patterns, mCSP 

In order to reduce the effects of volume conduction and to decode the cognitive intentions by 

distinguishing the spatial localization of the oscillatory activity, we make use of the widely 

used Common Spatial Patterns (CSP) method as described in Section 3.2.2.2.4, successful as 

shown in different studies (Winkler et al., 2011; Acqualagna et al., 2015; Acqualagna et al., 

2016; Schultze-Kraft et al., 2016b). In our case, the binary technique increases the variance of 

a higher level of cognitive processing while diminishes the variance of a lower level of 

processing and vice versa. The components reaching this goal were automatically selected (as 

in Blankertz et al., 2008) to a maximum of three spatial filters per class and individually 

checked for each participant with careful visual inspection. As highlighted by the ERD/ERS 

phenomena (Section 5.3.2.2.2), the relevant time interval characterizing the cognitive activity 

was selected starting from 350 ms after the stimuli and until 2000ms, approximately 

corresponding to the moment when the cognitive processing starts, after the appeareance of 

the P300. In addition, more specific intervals were considered as given by the ERD/ERS 

discriminability, in accordance with the discrimination pair (e.g. 800-1500ms for the ST-DT 

discrimination) and the results are presented in Section 5.3.2.2.2. A deeper cognitive 

processing requires longer time to be fulfilled, time which exceeds the stimulus presentation, 

as described also in Duncan-Johnson and Kopell (1981). The most significant CSPs 

representative for the relevant frequency bands, alpha (8-14 Hz) and beta (16-20 Hz), are 

detected as given by discriminative analysis (Section 5.3.2.2.3). The CSPs were separately 

computed on each band, the logarithm of the variance is computed for each CSP (Section 

3.3.3.1) and all values are finally cumulated as band power features in the feature vector. The 

entire process was performed on the precursory band-pass filtered data with SSD. 

c) Combined spatio-temporal and spatio-spectral features (ERP-mCSP) 

Furthermore, the spatio-temporal and spatio-spectral features were combined, such that 

complementary information from both domains will be simultaneously exploited. The 

corresponding processing pipeline is described in Fig. 5.5. Firstly, the signals are preliminary 

preprocessed (by filtering, epochs and channels rejection and artifact removal) and 

segmented, followed by appropriate feature extraction considering the feature type: time or 

power. The obtained optimal spatio-temporal features related to the highest signed r2 

difference between classes are concatenated with the spatio-spectral features given by the 

mCSP process, while considering the cross-validation scheme (10 folds with 10 repetitions). 

Specifically, in the spectral domain, due to label information integration, the relevant CSPs 

are computed on the training data (CSP W) and used to spatially filter the testing data by 

linear derivation (W), for each cross-validation fold. The resulted band-power features (log-

variance) are introduced in the feature vector along with the relevant temporal features. While 

in our case, the features are roughly on the same scale, no normalization was initially 

performed on the feature vectors. However, for comparison purposes, z-score normalization 

of the feature vectors was later applied by subtracting the mean and dividing by the standard 

deviation on each feature type. 
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 Classification and regression 

 

a) LDA Classification 

The discrimination was first evaluated by regularized Linear Discriminant Analysis with 

shrinkage of the covariance matrix (Section 3.4.1.1), where the optimal shrinkage parameters 

are automatically determined (as in Blankertz et al., 2011; Schäfer and Strimmer, 2005). 

b) sliding LDA classification 

Separately, a shrinkage LDA classifier (similar as in Ušćumlić, 2016) is applied only for the 

temporal features, in sliding manner for each trial with 50ms time shifts on different 

significant intervals depending on the condition. The intervals are selected according to the 

discriminability evaluations. Then, the classifier is set to slide from 0 to 1500ms for the 

memory condition, until 1000ms for the language and until 1400ms for the visual imagination 

condition. Preliminary, the classifier is trained on the 550-650ms interval for memory, 850-

950ms for language and 800-900ms for visual imagination. The final result considers average 

performance for a trial. 

c) QDA 

In addition to LDA, Quadratic Discriminant Analysis (Section 3.4.1.3), was also applied to 

investigate the performance. The results are further provided in Section 5.3.3.3.1. 

d) Regression 

Furthermore, regression approaches are also investigated (Section 5.3.3.3.1), namely Ridge 

Regression shrink (Section 3.4.4.1) and Logistic Regression (Section 3.4.2).  

 Validation 

The pairwise classification was validated with 10 folds cross-validation (Section 3.4.5.1) and 

the performance is assessed by the area under the ROC curve scores (Section 3.4.6.1). For the 

regression case, class-wise normalized loss measure (Section 3.4.6.2) was applied.  



 

81 

 

Fig. 5.5 Data analysis diagram. The neural data is analyzed in the temporal (ERPs), spatial and spectral domains (α, 8–14 Hz and β, 16–20 

Hz). The three types of feature vectors: the spatio-temporal features (the most relevant temporal points based on the maximum signed r2 

intervals between classes), the spatio-spectral features (log-band power of the CSPs) in the α and β bands, are concatenated and given to the 

classifier within crossvalidation. Due to label information employment, spatio-spectral filtering considers the optimal channel and frequency 

band using CSP analysis with automatic filter selection computed on the training set (CSP W) and applied to the test set by linear derivation 

(W). SSD and the interval selection method based on signed r2 were applied to the entire dataset and not within crossvalidation. While this 

aspect of the validation is not perfectly sound, the expected overestimation of the performance is limited. Finally, the classifier (regularized 

Linear Discriminant Analysis with shrinkage of the covariance matrix) decides the corresponding class membership for each trial (output 

classifier), representing the cognitive processing level. (Figure taken from Nicolae et al., 2017a, with permission.) 



 

82 

2. Combined spatio-temporal and spatio-spectral features (for multi-class 

classification) 

In relation to the combined approach described in the previous sub-section for binary 

classification (5.2.3.5.1), few modifications have to be implemented. While the signed r2 

discrimination as well as the CSP method are specific to binary discrimination, appropriate 

discrimination approaches have to be considered, applicable for multi-class classification. 

The temporal features are selected considering the relevant and unique signed r2 intervals for 

the ST-DT and ST-NT discrimination pairs. Regarding spectral features, multiple CSPs are 

computed with the JAD method (Section 3.2.2.2.4.2) selecting two CSPs per class and the 

classifier performances are compared when using the CSP features with the OVR strategy 

(Section 3.2.2.2.4.2). Since this algorithm makes use of the label information, the CSPs were 

computed in crossvalidation form, in the same way as the binary CSP approach in section 

5.2.3.5.1. Similarly, the log-variance features (section 3.3.3.1) are considered for 

classification, for both frequency bands and preliminary SSD filtered data. 

 Linear Discriminant Analysis with shrinkage of the covariance matrix (Section 

3.4.1.1) is employed for classification. In addition, multinomial logistic regression (Section 

3.4.3) is also investigated (Section 5.3.3.3.2). The classifiers are evaluated with the class-wise 

normalized loss measure (Section 3.4.6.2). For more details regarding the accuracy for each 

class, normalized confusion matrices (Section 3.4.6.3) were computed. 
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5.3 Findings 

Firstly, the behavioral performances were studied, followed by the neurophysiological 

analysis and interpretation, which gives detailed insights for the corresponding cognitive 

processes. 

5.3.1 Investigating behavioral measures 

The behavioral data was analyzed considering the ratio of participants responses (described in 

Section 5.2.3.1), the participants state evaluated at the beginning of each run, and participants 

feedback regarding the application in terms of interest and complexity. Considering user’s 

mood, eleven participants expressed a ‘good’ condition for 53% of the experiment and six 

participants maintained their ‘ok’ mood for 47% of the experiment. No single participant 

reported a bad mood during or after the experiment. 

Regarding participants responses (Fig. 5.6, left side), more accurate responses are 

observed for the language condition, with the 25% and 75% percentiles of the ratio closer to 

zero (however, this effect is not statistically significant: p = 0.2465 with 1-way independent 

rm-ANOVA). Referring to a trend over time considering performance, no improvement or 

decrease was observed considering the answers ratio, showing insignificant correlations by 

the Spearman rank-order correlation (memory: p = 0.3367; language p = 0.3982; visual 

imagination p = 0.1211; and in total over all 15 runs: p = 0.6192). 

Considering tasks difficulty for each condition (Fig. 5.6, right side), lower score is 

depicted in the language condition, characterizing an easier process rated by the participants 

(statistically significant: p = 0.0451, one-way ANOVA statistical test considering one factor 

(participants) and three levels (conditions)). The memory and visual imagination conditions 

received equal scoring representing similar difficulty, higher than the language condition.  

 

Fig. 5.6 Behavioral assesment – objective and subjective indicators for the Memory (M), 

Language (L) and Visual Imagination condition (VI): answers ratio (left image); difficulty 

scores (right image). Ratios closer to zero correspond to better performance. The blue 

asterisk indicates the corresponding mean values and the outliers are represented by the red 

crosses. (Figure taken from Nicolae et al., 2017a, and adapted from Nicolae et al., 2015b, 

with permission). 



Chapter V. Investigating the neural correlates of cognitive processing levels 

84 

5.3.2 Extracting the neural correlates for each cognitive processing level 

5.3.2.1 Temporal analysis 

The first view over the neurophysiological characteristics in relation to the processing of the 

cognitive tasks considers the event-related potentials (ERPs). The following figure (Fig. 5.7) 

shows the grand averages for each condition across all participants and trials. Strong 

differences between the levels of processing are depicted considering amplitude and duration 

of the potentials. No strong differences are encountered in the temporal evolution of the first 

potential peaking at approximate 250ms, across all conditions, characterized by a fronto-

central positive component, representing visual processing of the external stimuli. However, a 

negative component at the lateral occipital location is present in this early interval, more 

pronounced in the visual imagination condition. Its amplitude is gradually modulated by the 

type of target (DT < ST < NT). Furthermore, different amplitudes and duration are 

encountered for the later positive component, corresponding to the P300 potential, present at 

400ms. It is characterized by a strong positive activation in the centro-parietal area and is 

modulated in amplitude by an increasing level of cognitive processing (NT < ST < DT). For 

an overview over the ERPs on all electrodes, see Appendix A.3.2, Fig. A.3.6 and for an 

example on single participant ERPs, see Appendix A.3.2, Fig. A.3.4. 

 

Fig. 5.7 Grand average ERPs. (a) Memory condition; b) Language; c) Visual imagination. 

The upper plots represent the time evolution from -200 ms to 1250 ms, with 0ms, the stimulus 

onset, at representative electrode Cz. The scalp plots underneath show the topographies 

reffering to the shaded areas highlighted in the time evolution plots: 210–260 ms; 360–460 

ms. (Figure taken from Nicolae et al., 2017a and adapted from Nicolae et al., 2015a, with 

permission.) 

Two decisions are involved in each task. Firstly, participants decide on the type of the 

stimulus (NT, ST or DT), which further triggers no (NT), mild (ST), or intense (DT) 

processing. The related processes according to the decisions influence the ERPs exposed in 

Fig. 5.7. While the components amplitudes are graded in accordance with the level of 

processing, their latencies are similar, representing the same decision task. For deep targets 

(DT), a second decision has to be performed (more detail in Appendix A.3.2, Fig. A.3.5). In 

this case, representative ERP components are not clearly distinguishable, due to different 

time execution variations between trials (Appendix A.3.2, Fig. A.3.3). 

Grand average signed r² differences between the levels of processing are analyzed 

referring to the spatial distribution shown as scalp topographies in the top plots and to the 

temporal discriminability presented in the underneath time plots (Fig. 5.8). However, because 
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the r² values depend on the number of samples, the comparison across different pairs with 

respect to the absolute value of r² is biased, because NTs are in greather number than ST and 

DT. The highest discrimination between the levels of processing is encountered in the centro-

parietal area, corresponding to the P300 component. The amplitude and duration of these 

P300 differences differ between conditions and indicate different cognitive processing of the 

stimuli. While differentiating between a deeper level of processing and an easier level (ST-

NT, DT-NT, DT-ST), the most prominent signed r2 difference can be described as a positive 

deviation starting around 300 ms and gradually increasing until 1000 ms or less, strictly 

depending on the condition. 

 

 

 

Fig. 5.8 Grand-average discriminations of the Event-Related Potentials given by signed r2 

considering Memory, Language and Visual imagination conditions for the -200 ms to 2000 

ms interval. From top to bottom: ST – NT and DT – NT at channels CPz (thick line) and O1 

(thin line), and DT – ST at channels CPz (thick) and C3 (thin). The scalp topographies 

correspond to the time intervals highlighted by the shaded areas in the temporal evolution 

plots: 210-260 ms; 360-460 ms; 800-900 ms; 1450-1550 ms. (Figure taken from Nicolae et 

al., 2015b, with permission from Springer Publication.) 

In addition to the other discrimination pairs, the deep and shallow amplitude evolution 

discrimination (DT-ST) shows a late activation in form of a negative difference around 850 

ms for the language condition and a positive difference, around 1500 ms for the memory and 

visual imagination processes. Left lateralized spatial distribution is observed in form of a 

decreased activation, specifically in the language condition. The potential at 1500 ms (more 

detail in Appendix A.3.2, Fig. A.3.2) resemble a P2 potential corresponding to the 

appearance of the blank screen (relaxation period) and peaking 250 ms after. These potentials 

are similar for no- and shallow processing, but for deep processing the potential is higher. 



Chapter V. Investigating the neural correlates of cognitive processing levels 

86 

Except the biased signed r2 measure, another plausible reason might relate to the trend of the 

ongoing signal which is higher in amplitude for a longer period of time for DT (see Fig. 5.7), 

due to the additional decision which requires longer time to be fulfilled. 

For a detailed view of the discriminability over all channels, the signed r2 computed 

pair-wise between classes using additional Bonferroni correction is shown in Appendix 

A.3.2, Fig. A.3.7. 

5.3.2.2 Spectral analysis 

1. Power spectrum 

The neurophysiological markers that represent the cognitive processes are complementary 

investigated in the power spectrum by evaluating the neural activity generated in theta (5-

7Hz), alpha (8-14Hz) and beta (16-20Hz) frequency bands, as depicted in Fig. 5.9, computed 

on the trial timing 350-2000ms. Discriminative information can be observed over the alpha 

(8-12Hz and 12-14Hz), showing desynchronization with 2-3 dB less during deep processing 

as compared with shallow processing. The theta (5-7Hz) and beta (16-20Hz) bands do not 

show substantial differences. 

 
Fig. 5.9 Grand average power spectrum at location Pz, computed on the 350-2000ms timing, 

for the Deep (DT), shallow (ST) and no-processing (NT) levels in case of memory, language 

and visual imagination conditions. The top plots show the power spectrum at different 

frequency bands and the bottom plots show the scalp maps corresponding to the grey shaded 

areas from above. (Figure adapted – different timing, from Nicolae et al., 2016a, with 

permission from Verlag der TU Graz.) 

 A closer investigation of the neural fluctuations of the cognitive processes in the 

spectral domain is revealed by the signed r2 discriminability, more pronounced at the parietal 

location, presented in Fig. 5.10. This helps depicting the most informative frequency bands 

involving the cognitive processes. Higher discrimination is observed for the alpha band (8-14 

Hz) followed by a smaller discrepancy in the beta band (16-20 Hz). Considering their 

prominent difference encountered in the frontal and parietal sites, both frequency bands were 

selected for further analysis in a multi-band approach. A small modulation is visible also in 

the theta band (5-7 Hz), observed for the shallow and no-processing discrimination and 

between deep and shallow processing (the upper and bottom graphs in Fig. 5.10). This effect 

in the theta band is insignificant compared to the discrimination in the alpha and beta 

frequency bands and it is not found for all processing levels, therefore the theta band is not 

considered further for the analysis.  
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Continuing the investigation, more pronounced difference in the spectrum is observed 

for the deep-shallow discrimination, as compared to the shallow and no-processing 

discrimination. This effect coincides with the fact that complex processing has a stronger 

influence in power compared to a superficial level of processing (Jaušovec and Jaušovec, 

2000; She et al., 2012; Naumann et al., 2017). However, it should be noted that the same 

issue occurs here related to the biased r² values which depend on the number of samples, 

therefore more biased towards the NT case.  

 

             

 

 

Fig. 5.10 Grand-average spectrum discriminability given by signed r2 at location Pz. From 

top to bottom: ST-NT, DT-NT, DT-ST discriminations, computed on the 350-2000ms timing 

for ST-NT and DT-NT and 800-2000ms for DT-ST. The four scalp plots refer to 

discriminative signed r2 values, corresponding to theta (5-7Hz), alpha (8-12Hz; 12-14Hz), 

and beta (16-20Hz) frequency bands (shaded in grey). Note the scale difference: the upper 

ST-NT graphs scale from -0.005 to 0.005 sgn r2, compared to the other graphs which scale 

from -0.035 to 0.035 sgn r2. (Figure adapted – different timing, from Nicolae et al., 2017a, 

with permission from Springer.) 

2. ERDs/ERSs 

Further, a deeper overview of the modulations in different frequency bands, such as 

the (de)synchronization (ERD/ERS) effects, outlined by the modulation of the amplitudes in 

the temporal domain, resp. the hull curves of the specific chosen bands is investigated in Fig. 

5.11 and Fig. 5.12. For appropriate visualization, considering parietal area as the main area 

for cognitive processes, the midline parietal electrode Pz is selected (For other electrode 

patterns, see Fig. A.3.9, A.3.10 in Appendix A.3.3.). The envelope ranges from -1 to 0.5µV 

(Fig. 5.11) for the alpha band and between -0.4 to 0.4 µV for the beta band (Fig. 5.12). The 

evolution of the envelopes begins with a similar synchronization for all processing levels and 

conditions until 300ms, corresponding to the same type of processing the external 
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information. Further, desynchronization follows in both alpha (8-14Hz) and beta (16-20Hz) 

frequency bands, stronger around 500ms, showing user’s preparation for a more complex 

cognitive task. Next it is completed by a synchronization starting around 800 ms and peaking 

at 1800ms. The amplitude evolution of the hull curves is modulated by the amount of 

processing: the shallow (ST) and deep processes (DT) elicits more pronounced 

desynchronizations in comparison to the reference of no-processing (NT). In addition, the 

deep process has a more pronounced ERD compared with the shallow process (signed r2 

discriminability in Fig. A.3.8 of Appendix A.3.3).  

Considering the spatial distributions, more pronounced synchronization (0.1 – 0.35μV) 

is observed for shallow processing in the centro-parietal area compared to no-processing (0 – 

0.25μV) and stronger desynchronization (-0.3 – 0μV) in the temporal, central and parietal area 

for complex processing. When comparing between complex cognitive processes (DT), higher 

ERS in amplitude and spatial distribution is found for the memory processes, in opposition 

with a stronger ERD for language and visual imagination. This effect might be explained by 

the fact that visual imagination is a more complex process, requiring additional processes and 

functions, namely memory and imagination, contrasting with the other two processes. On the 

other way around, the memory process produces the highest impact in amplitude and reduced 

spatial distribution, contrasting with the behavioral point of view, where the participants 

stated, on average the language as the easiest method.  

 

Fig. 5.11 Grand-average ERDs for the alpha band (8-14 Hz) considering all conditions (M, 

L, VI) and processing levels (NT, ST, DT) at electrode Pz. The baseline interval is equivalent 

to 200 ms of pre-stimulus interval (the grey horizontal strip). The amplitude limits for all 

graphs is -1 to 1µV for the time evolution and -0.35 to 0.35µV for the scalp distributions. The 

four scalp plots are computed on: 210 – 260 ms, 360 – 460 ms, 800 – 1200 ms, 1200 – 1600 

ms intervals (shaded in grey). (Figure from Nicolae et al., 2017a, with permission from 

Springer.) 
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Fig. 5.12 Grand-average ERDs for the beta band (16-20Hz) at electrode Pz for all conditions 

(M, L, VI) and processing levels (NT, ST, DT) and baseline corrected (-200 - 0ms). Amplitude 

limits for all graphs: -0.4 to 0.4 µV for the temporal evolution and -0.22 to 0.22µV for the 

spatial distributions. (Figure from Nicolae et al., 2017a, with permission from Springer.) 

3. CSPs 

Furthermore, the Common Spatial Patters analysis provide information about the presumed 

sources of the neural activity which are optimally projected on the surface of the scalp (as 

explained in Section 5.2.3.4). In the following, the binary and multi-class CSPs are further 

investigated. 

a) Binary case 

In Fig. 5.13 and Fig. 5.14, the relevant common spatial patterns referring to the 

selected alpha and beta frequency bands, are shown as scalp topographies considering 

participant P4. Fig. 5.13 shows the patterns for the alpha frequency band (8-14 Hz) and the 

patterns of the beta band (16-20 Hz) are presented in Fig. 5.14. Clear patterns are observed, 

no eye or muscle artifacts. The first components, with eigenvalues larger than 0.5, refer to a 

maximization of the variance for the first class and a minimization of the variance for the 

second class. On the opposite, the last components with an eigenvalue lower than 0.5 

represents the second class maximization of the variance and in the same time first class 

minimization of the variance. Participant P4 chosen for visualization showed highest 

classification accuracy (77% accuracy for ST-DT, 92% for NT-DT and 80% for NT-ST 

discrimination) and the best behavioral response (46.66% perfect runs out of 15, with an 

average behavioral ratio considering all conditions of 0.04708). The components which 

maximize the variance of no-processing level are characterized by diffused activation 

patterns at different scalp locations relating to random activity, in comparison with the 

components which maximize the variance of shallow and deep processes, which illustrate 

activity in the central, temporal or parietal area, with increased or decreased variance (green 

or purple). The color coding and sign of the activation patterns are not relevant in this 

context. In general, more relevant components are detected in the case of discriminating a 

higher level of processing which involves more activity, in comparison with lower level or 

no-processing discrimination cases, where less sources of activity are detected.  

 



Chapter V. Investigating the neural correlates of cognitive processing levels 

90 

 

 

 

Fig. 5.13 Binary CSP analysis (patterns) for the alpha frequency band (8-14Hz) after SSD 

considering NT-ST, NT-DT, ST-DT class pairs for each condition (Participant P4). The 

components with an eigenvalue less than 0.5 maximize the first class variance and the others 

greater than 0.5 maximize the second class variance, and were computed for the first fold of 

cross-validation, on the 350-2000ms interval. (Figure taken from Nicolae et al., 2017a, with 

permission from Springer.) 
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Fig. 5.14 Binary CSP with SSD patterns for the beta frequency band (16-20 Hz) considering 

all conditions and classification pairs (Participant P4). The components represent the first 

fold of cross-validation, computed on the 350-2000ms interval. (Figure taken from Nicolae et 

al., 2017a, with permission from Springer.) 

b) Multi-class case 

Apart from the two class CSP discrimination, we can further investigate the spatial 

patterns of neural activity specific to each class, considering the multi-case approach, as 

explained in the JAD method (Section 3.2.2.2.4.2). Two components (m = 2) have been 

chosen for each of the three classes, represented in the first six CSP components given by the 

highest eigenvalues. These patterns are presented in Fig. 5.15 for the alpha band (8-14 Hz) 

and in Figure 5.16 for the beta band (16-20 Hz).  

Considering the no processing class, no particularly localized activity is observed, 

resembling for example mind wandering and attention as a background process. On the other 
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hand, the shallow processing components consider frontal and parietal activations referring to 

attention and processing of the stimuli. The deep processing components involve 

participations from different regions (frontal, temporal, central, parietal), corresponding to the 

type of cognitive process. For example, the deep processing components of the memory 

condition show more variance in the ante-frontal, fronto-central, right temporal, centro-

parietal, and parietal areas corresponding to attention, short-term memory, memory (non-

verbal), object recognition, visual association and organization processes, in accordance. The 

CSPs for the language condition relate to higher variance in the fronto-central, centro-

parietal, parietal and parietal-occipital areas, most likely relating to language, working 

memory and sequential thinking, non-verbal memory and reasoning processes. For visual 

imagination, pronounced activations are disclosed in the central, centro-parietal, left tempo-

parietal and parietal regions corresponding to spatial representations and constructions, 

recognition, short-term memory, picture images, cognitive reasoning, and imagination 

mechanisms. (Dohrmann, 1983; Kolb and Whishaw, 1980; Lezak, 1983; Netter, 1983; 

Kandel et al., 2000; Thompsn and Thompson, 2003; Kolak et al., 2006; Lloyd, 2007; Carter, 

2014; Dubin, 2017). 

 

Fig. 5.15 Multi-case CSP with SSD patterns of the 8-14Hz frequency band considering the 

NT, ST and DT classes for each condition (Participant P4). The two components for each 

class are presented on rows, with the corresponding eigenvalue. The components were 

computed for the first fold of cross-validation. 
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Fig. 5.16 Multi-case CSP with SSD patterns of the 16-20Hz frequency band considering the 

NT, ST and DT classes for each condition (Participant P4). 

5.3.2.3 Tempo-Spectral analysis 

More information of the neural oscillations in the temporal domain is depicted by the Event-

Related Spectral Perturbations, visible in the time-frequency representation. The 

corresponding spectral perturbations of the cognitive processes, are captured by electrodes F7 

and P3 for the memory process in Fig. 5.17, by F7 for the language task in Fig. 5.18, and by 

Cz, P3, PO7 and PO8 for the visual imagination in Fig. 5.19, in accordance with the 

characteristic brain locations. In addition, the parietal area generally covers all the cognitive 

processes represented with the corresponding electrode Pz. 

The time-frequency representations show that after the first phase-locking 

perturbations at 10-20 Hz, an increase in power follows in different bands according to the 

processing level. The average coherence across trials and participants in the alpha and gamma 

bands in the parietal and frontal area shows high local phase consistency of the neuro-

physiological waveform across successive trials, represented by a sharp transient increase 

centered at 500ms and a small increase locked on 1700ms. 

Looking over the spectral perturbations of the memory process (Fig. 5.17), a 

continuum positive activity (>1dB) is observed in the gamma frequency (>30Hz) at the 

parietal area (P3, Pz) for the deep level of processing (DT), corresponding with a complex 

and continuous mental activity state, such as: concentration, focus, memory access and 

contrasting with a negative deflection (<-1dB) in lower bands (<30Hz). For the shallow level 

of processing (ST), variable positive perturbations are observed in high beta and gamma 

frequencies corresponding to the counting task and also later in the alpha band corresponding 

to reduced processing (color appearance detection), more evidenced in the frontal area (F7). 

On the contrary, the non-processing of the stimuli (NT) shows more variations in the alpha 

band corresponding to mind wandering and no cognitive activity. The Inter-Trial Coherence 

(ITC) shows, for deep processing, higher values of 0.6–0.8 at around 400–600ms and below 
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20Hz, and smaller values of 0.4 at 1700-1800ms and below 18 Hz, showing the time when 

the trials become phase-locked with respect to the event.  

 
Considering the language condition, the processing levels are more differentiated, as 

shown in Fig. 5.18, with reduced perturbations for no processing and some variations in 

higher bands (> 30Hz) due to mind wandering, small perturbations between 20 and 30 Hz for 

the shallow process, and stronger perturbations in the gamma range for deep processing. 

 
Distinctive perturbations are observed for the visual imagination process (Fig. 5.19) in 

accordance with the level of processing, namely: small perturbations between 30Hz and 40 

Hz for shallow processes and stronger perturbations between 30 Hz and 50 Hz for the deep 

process. The ITC is similar for all the processing levels. For the second potential observed in 

the ERP of Fig. 5.19, the P2 around1700 ms, an interesting effect is the absence of 

perturbations in the gamma band for the deep process. 

 

 

Fig. 5.18 Spectrogram (ERSP and ITC) for the language process at channels F7 and Pz (on 

rows from top to bottom) considering the NT, ST and DT levels (on columns from left to 

right). (Figure taken from Nicolae et al., 2015c, with permission from IEEE.) 

 

 

 

Fig. 5.17 Spectrogram (ERSP and ITC) for the memory process at channels F7, P3, and Pz 

(on rows from top to bottom) considering the NT, ST and DT levels (on columns from left to 

right). For ERSP: right colorbar shows the scale of the power spectral density (dB); the 

lateral left panel shows the baseline mean power spectrum; the lower panels show the ERSP 

envelope - low and high mean dB values over time, relative to baseline (-200ms, 0ms). For 

ITC: the right colorbar shows coherence strength scale (ITC values); the bottom panel 

shows the mean ERP trace. (Figure taken from Nicolae et al., 2015c, with permission from 

IEEE.) 
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5.3.3 Discrimination of different cognitive processing levels 

5.3.3.1 Binary classification 

The evaluation of the binary multi-modal classification based on the combined spatio-

temporal and multi-band CSP (ERP-mCSP) features, are presented hereunder. More details 

over the separate ERP classification are presented in sub-section 5.3.3.3.1, Additional 

classification results, corresponding to Nicolae et al., (2015b) and Nicolae et al., (2018). 

The classification performances across participants and for all conditions are 

presented in Fig. 5.20 in form of box-plots, considering the area under the roc curve values 

(detailed single participant values in Appendix A.3.4, Tab. A.3.1). Very good performances 

are observed with means beyond 70% for ST-DT discrimination, around 75-80% for NT-ST 

pair and the highest performance for NT-DT discrimination, around 85-90%. A 2-way 

repeated measure of ANOVA was performed over the AUC values with the factors: condition 

and classification pairs, which provide a statistically significant difference between the 

classification pairs (p < 0.001, F = 64.99). Based on the condition factor, the results in Fig. 

5.20 expose higher average accuracy for the language condition comparing the others two, 

but this observation was not proved statistically significant (p = 0.2112). All performances 

for all participants and condition pairs are significantly above chance level (indicated by 

Wilcoxon signed-rank test with alpha = 0.001). The ANOVA assumptions were checked with 

 

 

 

 

 

Fig. 5.19 Spectrogram (ERSP and ITC) for the visual imagination process at channels Cz, 

P3, PO7, PO8 and Pz (on rows from top to bottom), considering the NT, ST and DT levels 

(on columns from left to right). (Figure from Nicolae et al., 2015c, with permission from 

IEEE.) 
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Shapiro Wilk for the normality distribution of the residuals, Bartlett test for homogeneity of 

variance, and Mauchly's test for data sphericity (more detail in Appendix A.3.4).  

 

Fig. 5.20 Pairwise classification mean performance over all trials for all cognitive processes 

(memory – dark grey, language – light red, visual imagination – light grey) given by the area 

under the ROC curve (AUC) based on ERP-mCSP. The bottom and upper whiskers of each 

box-plot corresponds to the minimum and maximum values regarding all participants, the 

rectangular horizontal sides of the box considers the 25% and 75% percentiles of the data, 

the blue star represents the mean values, and the red cross points the outliers. The high 

achievements exceeds 55% and range until 97% in total. All pairs show statistically 

significant accuracy over chance level, marked with three black asterisks in the bar plot 

(Wilcoxon signed-rank test; p < 0.001). (Figure taken from Nicolae et al., 2017a, with 

permission.) 

Considering standardization of the feature vectors, the performances are similar with a 

difference of ±1–3% compared to the results with no normalization presented in Fig. 5.20. 

For example, the 0.74, 0.72, 0.72 AUC values for the M, L, VI conditions considering the 

ST-DT classification with standardization, seem higher compared to 0.71, 0.72, 0.70 AUC for 

no standardization. However, considering all classification pairs the resuls are not 

significantly different (n-way ANOVA: p = 0.0601). 

5.3.3.2 Multi-class classification 

The following figure (Fig. 5.21) shows the multi-class classification results considering the 

combined tempo-spectral JAD approach, as described in Section 5.2.3.5.2. The normalized 

accuracy shows 0.59% performance for the memory condition, 0.62% for the language and 

0.60% for the visual imagination. The results show an increased performance over the chance 

level (33% considering the 3 classes: NT, ST, DT), significant by Wilcoxon signed-rank test 

(p < 0.001). No significant difference is encountered between conditions by the one-way 

ANOVA statistical test with alpha = 0.05 (p = 0.3384). The ANOVA assumptions were 

checked with Shapiro Wilk for the normality distribution of the residuals, Bartlett test for 

homogeneity of variance, and Mauchly's test for data sphericity (see Appendix A.3.4, with 

more details also on single participant classification performances, Tab. A.3.2). 
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Fig. 5.21 Multi-class spatio-tempo-spectral classification performance (ERP & SSD-mCSP) 

for all conditions: Memory (M; dark grey/dark), Language (L; red/medium dark) and Visual 

Imagination (Vi; light grey/light). 

In addition, in order to have a detailed understanding of the classification 

performance, we can check the trials assignation to classes in terms of normalized confusion 

matrices. The following figures show the normalized summed confusion matrices over all 

participants, calculated by summing all the predicted trials across all participants and all folds 

and normalized by dividing the number of predicted trials for each class by the actual number 

of trials in that class, as shown by the ratio within each confusion matrix block.  

Fig. 5.22 sketch the confusion matrix for the memory condition. The classification of 

the neural signals corresponding to the no processing level assigned the highest correct 

number the trials, with a rate of 72.7%, followed by shallow and deep processing classes. The 

highest number of misclassified trials occurred for shallow class, where 29% of the trials 

were classified in the no processing class. In each case, the misclassification ratio is smaller 

than the correct trials classification. For the language condition, the highest classification 

ratio among classes is also observed for the no processing level. 
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Fig. 5.22 Normalized confusion matrix for the Memory, Language and Visual Imagination 

condition across all participants, showing multi-class spatio-tempo-spectral classification 

performance (ERP & SSD-mCSP) between no (NT), shallow (ST) and deep processing (DT). 

The rows show the true class labels and the total number of trials for each class in brackets, 

whereas the columns provide the output of the classification. The correct assigned trials for 

each class are depicted on the diagonal with the overall mean classification accuracy in the 

bottom right corner. The ratio of the corresponding assigned trial class is shown in each cell 

and the total number of trials is provided underneath each ratio, in brackets. 

 Note:  

Notice that there is a small difference, lower than 1% between the average 

classification results presented in the box-plot in Fig. 5.21 and in the confusion matrices in 

Fig. 5.22, but this effect is mainly due to different average calculations. For the normalized 

loss, the accuracy is computed by averaging the normalized ratio within folds, which is given 

by the number of predicted trials in that fold and divided by the size of the corresponding 

fold. While for the confusion matrices, the accuracy is computed by summing up all predicted 

trials of all folds and participants and computing the normalized ratio. We have computed 

this normalized sum for the confusion matrices, in order to have a larger overview of the 

classified and misclassified trials in general. 
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5.3.3.3 Additional classification results 

1. Binary case 

a) Spatio-temporal classification with shrink rLDA 

As comparison, in this section we show the separate uni-modal classification results. In Fig. 

5.23, the averaged classification performances over trials and participants considering the 

spatio-temporal features are presented by the area under the roc curve values. The 

classification performances show significant values comparing between classification pairs (F 

= 55.18; p < 0.001 with rm-ANOVA), exceeding 0.75 AUC for the NT-ST discrimination. 

Higher performances are also observed for the NT-DT classification, reaching mean 

performance up to 0.85. While the ST-DT discrimination shows smaller performances around 

0.67, corresponding to reduced discriminability between ERPs given by the signed r2 in Fig. 

5.8. Considering conditions, AUC values seem higher for the language condition for the first 

two classification pairs, although this effect is not statistically significant (p = 0.1479 with 2-

way independent rm-ANOVA with factors conditions and classification pairs and alpha = 

0.05). 

 

Fig. 5.23 Pair-wise spatio-temporal (ERP) classification performance between the levels of 

processing (NT – no-processing, ST – shallow processing, DT – deep processing). The 

standard errors of the means, SEM, are highlighted by the grey antennas on top of the bar 

plots. (Figure taken from Nicolae et al., 2015b, with permission from Springer Publication.) 

For an overview over the distribution of the data, see the scatter plot in Fig. A.3.11 of 

Appendix A.3.4.  

b) Spatio-spectral classification with shrink rLDA 

As it can be observed on the mean average classification performance (Figure 5.24), the SSD-

mCSP classification outperforms the ERP classification for the ST-DT pair, e.g. 74% on 

average for the language condition, compared to 68% (F = 11.21; p = 0.0013 with rm-

ANOVA), but at the same time the ERP classification performs better for the NT-ST pair, 

79% compared to 60% for the SSD-mCSP classification (F = 104.85; p < 0.001 with rm-

ANOVA). Therefore, a combined approach was necessary in order to take advantage of both 

temporal and spectral features.  



Chapter V. Investigating the neural correlates of cognitive processing levels 

100 

 

Fig. 5.24 Pair-wise spatio- spectral (SSD-mCSP) classification performance between the 

levels of processing (NT – no-processing, ST – shallow processing, DT – deep processing) 

c) Spatio-temporal classification with sliding shrink rLDA 

Considering the sliding ERP classification approach, we have a look over the classifier 

performance. The average classification output for the language condition presented in Fig. 

5.25, shows 0.69 AUC values ±0.016 SEM for the NT-ST discrimination, 0.68 AUC ±0.012 

SEM for NT-DT and 0.71 AUC ±0.0010 SEM for ST-DT. 

d) Spatio-temporal, spatio-spectral and spatio-tempo-spectral shrink rLDA 

classification comparisons 

In addition, we can have a look, in comparison, over all the classification approaches and 

feature-based types, in the following.  

As it can be seen in Fig. 5.25, the CSP classification on the 5-7 Hz frequency band 

gives the lowest performance. An improvement is observed for the 8-14 Hz and 16-20 Hz 

frequency bands, which were selected also for the combined classification. The Spatio-

Spectral Decomposition method enhances the classification, more emphasized for the ST-DT 

discrimination of the 8-14 Hz frequency band. Next, the multi-band classification based on 

SSD which considers both 8-14 Hz and 16-20 Hz frequency bands, shows a small 

improvement when discriminating the deep processing class. The majority of the methods 

provide classification performances greater than the chance level 0.5 (significant t-test: p < 

0.05; exceptions: CSP 5-7 Hz for the NT-ST and ST-DT pairs and CSP 16-20 Hz and CSP 

16-20 Hz & SSD for the NT-ST pair; p > 0.2). The temporal classification based on ERP 

offers increased classification when discriminating the non-processing class (NT-ST), but 

decreased classification for the ST-DT pair. The ERP classification with sliding window 

show small performance around 70%, compared to the interval selection method based on 

signed r2 that goes beyond 80% for NT-ST and NT-DT discrimination. Then, by applying the 

combined method which joints the ERP based on signed r2 with the multi-band CSP with 

SSD classification, therefore taking into account both temporal and spectral features, an 

enhanced classification is obtained, even for the ST-DT pair (extended information on each 

participant in Appendix A.3.4, Tab. A.3.1). Note for example that the CSP 8-14 Hz with SSD 

classification performance look similar as the mulitband-CSP & SSD classification. 

However, this effect was not found for the other conditions, where the combined approach 
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produces higher performances (even tough not significant, p > 0.27 with Wilcoxon signed 

rank test). 

 

Fig. 5.25. The classifiers performance for the language condition considering the average 

AUC values. The grey antennas represent the standard error of the mean (SEM). Figure 

taken from Nicolae et al., 2018, with permission. 

e) Spatio-tempo-spectral shrink rLDA classification with selected CSP timing 

Further improvements for the combined classification approach were tested considering the 

selection of the CSP components. While in the method specified in section 5.2.3.5.1, the 

entire trial timing from 0 to 2000ms is considered for the selection of the CSP features, here, 

specific timing is considered detected by the highest ERDs discrimination in section 

5.3.2.2.2. The selection interval was trimmed to 800 – 1500ms and therefore, the 

classification performance is improved by 1-3%. For example, in the ST-DT case, mean AUC 

values of 0.7294, 0.7328 and 0.7296 (±0.0156, 0.0221, 0.0135 SEM) are obtained for the 

memory, language and visual imagination condition, but this increase is not significantly 

higher in statistical terms (p = 0.1995; 2-way independent rm-ANOVA). 

f) Spatio-tempo-spectral classification with Ridge regression shrink 

While searching for improvements considering classification, the ridge regression shrink 

method is also evaluated compared to the LDA approach. Specifically, for the ST-DT 

discrimination which is of higher importance, lower AUC values are obtained for all 

conditions: 0.6558, 0.6713 and 0.6628 (±0.0116, 0.0148, 0.0106 SEM), significantly smaller 

than the LDA performances with 4-6% (F = 18.77; p < 0.001; 2-way independent rm-

ANOVA). 
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g) Spatio-tempo-spectral classification with Logistic Regression 

Considering Logistic Regression, the ST-DT discrimination provides mean AUC values of 

0.4021 (±0.0122 SEM), 0.3921 (±0.0128 SEM), 0.3939 (±0.0152 SEM) for the three 

conditions, below chance level (p < 0.001, p, Wilcoxon signed rank test rejected the chance 

level significance for alpha = 0.01). 

h) Spatio-tempo-spectral classification with QDA 

For the QDA classification of the ST-DT pair, AUC values smaller than the LDA and the 

Ridge regression results are obtained: 0.5817, 0.5735, 0.5675 mean AUC (± 0.0197, 0.0135, 

0.0150 SEM), but beyond the chance level (p < 0.001 with one sample t-test). 

i) Spatio-tempo-spectral classification with shrink rLDA considering DT- and DT+ 

classes 

When trying to discriminate between DT- and DT+, which relates to user’s decision when 

evaluating the cognitive question task, good AUC values are obtained of 0.5548, 0.5937, 

0.6125 mean AUC (±0.0329, 0.0238, 0.0264 SEM), that exceeds chance level. However, the 

performance is not statistically significant for the memory condition (p = 0.1180 not 

significant, p = 0.0015, p = 0.0008; one sample t-test with alpha = 0.05).  

2. Multi-class case 

a) Multi-class CSP, the OVR approach with shrink rLDA (3 classes) 

When performing the multi-class CSP based on the One Versus Rest approach for the NT, ST 

and DT classes, the classification accuracy appears higher for all conditions compared to the 

JAD method (Tab. 5.1), showing 60.08% average performance for the memory condition, 

63.13% for the language and 61.07% for the visual imagination. However, this difference is 

not statistically significant (rm-ANOVA: p = 0.3751). More details on single participant 

classification performances in Appendix A.3.4, Tab. A.3.2. 

Tab. 5.1 Comparison over all conditions between the multi-class by JAD classification 

performance and the multi-class by OVR approach, both considering the spatio-tempo-

spectral features 

Participant Memory Language Visual 

imagination 

JAD OVR JAD OVR JAD OVR 

Mean 0.5931 0.6008 0.6276 0.6313 0.6034 0.6107 

SEM 0.0200 0.0204 0.0117 0.0122 0.0176 0.0174 

In addition, in terms of performance time, the classification execution time for one 

participant for the JAD method is three time faster than the OVR method, since fewer CSP 

patterns are provided to the classifier. For example, for one participant in 10 folds cross-

validation form, the computation for JAD is 87.60 sec, as compared to 276.034 sec for OVR. 

b) Multinomial logistic regression (3 classes) 

When performing the multi-class (3 classes) classification for the combined spatio-temporal 

and spatio-spectral features (JAD approach) considering the Multinomial logistic regression 

method instead of LDA, the results are not improved. The performances show normalized 

accuracies of 0.4216 (±0.0198 SEM), 0.4570 (±0.0120 SEM), 0.4323 (±0.0176 SEM) for the 
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memory, language and visual imagination conditions, significantly above chance level (p < 

0.001; one sample t-test), but significantly smaller than the multi-classification with LDA 

results in section 5.3.2 (F = 152.92; p < 0.001; 2-way independent rm-ANOVA).  

c) Multi-class JAD approach with shrink rLDA (4 classes) 

When performing the multi-class LDA with spatio-tempo-spectral features (JAD approach) 

considering the four classes NT, ST, DT- and DT+, highest performances are obtained, 

namely 0.4352, 0.4617, 0.4424 (±0.0163, 0.0101, 0.0159 SEM) exceeding the 0.25 chance 

level (p < 0.001 with one sample t-test). However, the DT- and DT+ classes were not 

accurately discriminated with several misclassifications. Therefore, the four classes 

discrimination needs further investigation.  

5.4 Discussion and conclusions 

5.4.1 Comparisons with other studies 

Firstly, the Event Related Potentials components have been widely investigated in the 

scientific community and previous works investigating the cognitive activity in oddball 

paradigms show likewise amplitude modulations and latency changes of the ERPs depending 

on the task difficulty (Donchin et al., 1973; Ullsperger et al., 1987; Polich, 2007; Kim et al., 

2008). Specifically, the P300 amplitude increases and latencies are extended proportional 

with an increase in processes complexity and a stronger attentional demand.  

 In addition to the P300 amplitude modulations in the temporal domain, frequency 

modulations also appear, according to the difficulty of the cognitive processes. While some 

studies focus on the α band desynchronizations that appear at the centro-parietal sites during 

mental activity and cognitive judgement (Gevins et al., 1997; Klimesch, 1999; Venthur et al., 

2010), which proportionally decreases in amplitude with the difficulty of cognitive 

processing, other studies consider the β oscillations that appear at the central and parietal sites 

(Pesonen et al., 2007; Okazaki et al., 2008; Sheth et al., 2009), decreasing with more complex 

cognitive activity. Furthermore, other studies relate to the changes in the θ activity, showed as 

synchronizations with respect to task difficulty (Gundel and Wilson, 1992; Klimesch, 1999), 

in the frontal midline scalp location (Gevins et al., 1997). Additionally, other studies have 

found power changes even in the delta and gamma frequency bands (Brouwer et al., 2012; 

Christensen et al., 2012). In a recent study of Naumann et al. (2017), gradual differences in 

task difficulty are investigated in the ongoing EEG considering the difficulty level of a video 

game. Their investigation shows strong modulations in the θ (4–7 Hz) and α (8–13 Hz) 

frequency bands, essential to changes in task difficulty, similar to older studies (Pope et al., 

1995; Gevins and Smith, 2003). 

 However, in our study we found significant modulations in the α and the β bands and 

reduced in the θ band. These variations between studies are produced by the type of the 

experimental paradigm and the specific cognitive tasks performed.  

As for the neural investigation and feature selection, few studies consider the multi-

modal approach by integrating the temporal and also the spectral neural information 

(Dornhege et al., 2003; Brouwer et al., 2012, Martel et al., 2014; Mühl et al., 2014), as 

successfully proven in the present research. Moreover, the heuristic approach of selecting the 
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temporal intervals with highest discrimination that refer to the most significant spatio-

temporal features, is not so frequently found in other studies, as in e.g. Blankertz et al. 

(2011), Scholler et al. (2012), Acqualagna and Blankertz (2013). 

Considering the classification model, shrink rLDA provides the highest performance 

as compared to other classification methods (Parra et al., 2002; Müller et al., 2003; Bartz and 

Müller, 2013; Farquhar and Hill, 2013), e.g. the shrink rLDA classification is higher with 4-

6% compared to ridge regression shrink as shown in our evaluation, effect proved also in 

other studies (Schultze-Kraft et al., 2016b) where shrink rLDA performs better with about 

3%. In addition, the use of the Spatio-Spectral Decomposition is effective as shown in other 

studies (Cohen, 2016; Halme and Parkkonen, 2016; Schultze-Kraft et al., 2016b). Moreover, 

spatial filtering via CSP or other approaches should be customary integrated in BCI studies, 

in order to investigate the neural components and verify what the system learns. 

Unfortunately, many studies report very good classification accuracies with no reference to 

the type of components, leaving the decision to the machine side, which cannot consider only 

the neural information without proper setting. In this case, we are left to think with the 

ambiguity that the signals and components may or may not consider movement artifacts 

associated with the corresponding task executed in the experiment. Transferring the 

interpretability to the expert view is a good start for developing a reliable BCI. Additionally, 

a good choice of an artifact removal technique plays an important role here, as shown in our 

study considering the ICA with MARA technique which disregards many eye and muscular 

artifacts, loose electrodes, or artifacts from technical sources, providing a clear signal, with 

components originating from neural sources. 

Numerous studies have investigated the feasibility of considering a variety of 

approaches for mental states decoding, for example workload (Gevins and Smith, 2003; 

Kohlmorgen et al., 2007; Holm et al., 2009; Borghini et al., 2014), alertness (Jung et al., 

1997), fatigue (Stikic et al., 2011), and so on. However, to the best of our knowledge, no 

study has undertaken the challenge of assessing the cognitive processing levels for the 

purpose of monitoring user mental state, as reference to the involvement of the cognitive 

processes in many real-life applications.  

5.4.2 Open questions and conclusions 

5.4.2.1 Behavioral data 

As behavioral data is a good measure of user performance and may show to some extend 

(depending on the paradigm) the relation to user decisions, how deeply the presented 

information is processed in the brain cannot be obtained by behavioral data. In this line of 

research, the user states are accessible through the user's brain signals.  

5.4.2.2 Discriminant EEG analysis 

1. Temporal analysis, ERP 

In the average ERPs (Fig 5.7), two peaks appear: first at 250ms after the stimuli and the 

second at 400 ms with a distinguished prolongation. The first smaller peak relates to the 

decision considering the type of stimulus (NT, ST, or DT). No significant modulation is 

encountered for this P250 peak, correlating with a similar degree of cognition for all levels of 
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processing, namely color and category perception. The second peak, however, refers to 

different levels of processing (no processing (NT), shallow (ST), or deep (DT) processing), 

being modulated in amplitude in correspondence with an increase level of processing. No 

differences in latencies appear, owing to the fact that the processing levels relate to the same 

decision task of mental computation. On the other hand, the deep processing task involves the 

execution of an additional task, according to the type of cognitive process. Conducting the 

requested cognitive task in order to answer the respective question will imply differences in 

latencies between trials (as depicted in Fig. A.3.3, Appendix A.3.2), not clearly visible on 

grand averages. 

The graduated differences between shallow and deep processing observed in the ERPs 

(Fig 5.7) and ERDs/ERSs (Fig. 5.11 and Fig. 5.12) correlate with different levels of 

processing, and are not generated by targets occurrence, namely the odd-ball effect. This 

influence was avoided by integrating the same stimuli percentage of 12.5% between shallow 

(ST) and deep targets (DT). Referring to the differences between shallow or deep processing 

and no processing, it cannot be disentangled which differences are generated by the rarity of 

the occurrence (oddball effect) and which by the additional processing demands of the task. 

The differences in the time course of the ERDs (Fig. 5.11 and Fig. 5.12) encountered even 

after 500 ms, implies that the different modulations might probably be generated by the 

additional cognitive processing task in ST and DT.  

While interpreting the patterns of the neural correlates by signed r2 discrimination, left 

lateralized scalp topography (parietal and temporal areas) was observed for the language 

condition (Fig. 5.8), endorsing the scientific research which showed that language activation 

mostly involves left hemisphere participation (Spironelli and Angrilli, 2010; Griggs, 2012). 

The lateral occipital location for the visual imagination condition (Fig. 5.7) shows likewise 

negative potential underlying visual mechanisms, memory access and interpretation (Ganis et 

al., 2004). 

The ERP spatial components showed no evidence of saccades, such as lateralized 

activity in the frontal area corresponding to horizontal eye movements, albeit the participants 

were permitted to freely explore the visual stimuli by eye gaze. The successful artifact 

removal belongs to the ICA artifact correction with semiautomatic selection of the artifactual 

components based on MARA (e.g. in Fig. A.3.1, Appendix A.3.1). However, on grand 

average the eye movements could average out, because they do not follow the same timing 

across trials. 

2. Tempo-spectral analysis, ERSP 

The cognitive state of a user is also reflected in the brain dynamics of locally generated 

oscillations at various frequencies. The spectral perturbations (Fig. 5.17, Fig. 5.18) show 

therefore additional information considering the memory (Berka et al., 2007), language or 

visual imagination conditions, more prominent for the gamma band (>30 Hz). A shallow 

level of processing is depicted in higher beta frequencies (20 – 30 Hz, 28 – 38Hz) relating to 

an alert and focused state (Lafrance and Dumont, 2000; Levin et al., 2000). Perturbations in 

the alpha band are detected for no cognitive processing (10 – 13 Hz), corresponding to a 

visual processing of information, an alert state but no mental processing (Thut et al., 2006).  
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Whereas the current channel-wise activity analysis integrates a cumulation of 

potentials collected from different parts of the brain, more source related information could 

be detected by considering time-frequency decompositions of the independent components. 

3. Spectral analysis, PSD, ERD, CSP 

The power spectrum discriminability in the range of 3-40 Hz (Fig. 5.10), showed pronounced 

spectral components considering the α (8–14 Hz) and β band (16–20 Hz) and less noticeable 

for the θ band (5–7 Hz). Comparing between conditions, the θ band is emphasized for the 

memory and language conditions, reflecting memory retrieval (Meyer et al., 2015), cognitive 

activity (Klimesch, 1999), and sustained attention (Huang et al., 2007b). These signed r2 

differences encountered in the θ band are considerably smaller than the differences occurred 

in the α and the β band. Therefore, the θ band was discarded from further analysis, decision 

reinforced by a separate classification evaluation considering only the θ band (e.g. 0.51, 0.56, 

0.51 mean AUCs for the language condition with respect to the binary discriminations: NT-

ST, NT-DT, ST-DT; showing insignificance for the NT-ST and ST-DT classification pairs 

with t-test at alpha = 0.0056 and Bonferroni correction for multiple comparisons, given p > 

0.0195 and barely significance for the NT-DT discrimination with p = 0.0052).  

The ERD/ERS curves considering the α and β bands are modulated by the degree of 

cognitive processing, better evidenced after 500 ms. The degree of modulation in the α band 

relate to the presence of mental coordination (Palva and Palva, 2007), alert states (Klimesch, 

1999), cognitive processing, access to stored information (Klimesch, 2012). On the other 

side, strong β ERS show complex processing and analyzation of the presented information 

(Lachaux et al., 2005). Between conditions, higher synchronization is observed for the deep 

processing level considering memory condition, suggesting an easier process. However, this 

effect contrasts with the subjective participants scoring relating, on average, to an easier 

language condition (difficulty scores in Fig. 5.6). 

As further measures for discrimination, the spatial filtering distinguishes the activity 

sources with maximum variance between conditions, such as e.g. higher variance in the 

frontal area for the shallow processing and higher variance in the parietal area for the deep 

processing (Fig. 5.13 and Fig. 5.14). Moreover, the CSP components show an estimation of 

the originating activity which do not suggest influences from eye movements and visual 

processing, such as strong frontal or occipital activity, respectively. This assures a reliable 

classification discrimination based on the neural correlates alone. Furthermore, the spatial 

activation patterns allow an additional physiological interpretation, by providing information 

regarding the spatial region of the cerebral sources that engender the activity of the 

component.  

4. Classification 

The three levels of cognitive processing (no-processing, shallow and deep processing) were 

successfully binary distinguished from 0.70 up to 0.90 mean performance considering 

multivariate data analysis applied on a single-trial basis on the temporal and spectral domains 

(ERPs and CSPs), considering regularized LDA with shrinkage.  

When interpreting the classification results in relation with the signed r2 

discrimination for the ERD/ERS curves, an important observation is conspicuous, that the 
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combined classification performs remarkably, even in the NT-ST case when no considerable 

difference is encountered by the signed r2. This is due to the involvement of both temporal 

and spectral features in the classes’ discrimination. 

Further, it is important to note that the user error, shown in the behavioral data, may 

influence the performance of the classifier, due to the lack of true labels. And generally, a 

higher level of cognition might involve higher participant error rate. However, we can not 

draw any conclusion with the available data, since we do not have behavioral measure to 

relate strictly to the levels of processing. On the other side, participants error rate may not 

have a significant influence, because the behavioral performances are quite good (answers 

ratio close to zero as shown in Section 5.1). In addition, no correlation has been found 

between answers ratio and classification performances (binary or multi-class) considering 

conditions (p>0.16 Spearman rank-order correlation), even though a slight thrend is observed 

for language over the other conditions in terms of fewer behavioral error rates and higher 

classification performances. Furthermore, it is essential to point out the classification success 

considering participants free viewing between the two stimulus objects. Following this 

permissiveness, different levels of processing unwittingly might induce different eye 

dynamics between stimuli (e.g., DT might induce more alternations of the gaze between the 

two objects of a stimulus as compared to NT which may not require eye movements at all). 

For this reason, appropriate artifact removal strategies (ICA with MARA) and careful 

verification was performed, and the resulted signals seem to have no artifacts intrusions 

(ERP, ERD, CSP). Furthermore, an evaluation of potential contamination by artifacts was 

performed by detecting the level of decoding based on the EOG activity alone. In this regard, 

the difference between the EOG (measured below the left eye) and Fp1, F10 and F9 channels 

was considered as features, corresponding to the vertical and horizontal eye movements. The 

binary classification (rLDA shrink) show chance level AUCs considering all conditions and 

classification pairs. For example, the discrimination of the NT-ST, NT-DT, and ST-DT pairs 

for the language condition provides: 0.51, 0.55 and 0.46 mean AUCs). All results were 

statistically tested by Wilcoxon signed rank test showing insignificance (p > 0.17). 

Considering the multi-class classification approach, good performances around 60% 

are obtained for the three classes (NT, ST, DT) considering appropriate multi-modal 

classification based on rLDA shrink. Targeting user mental state decoding based on the depth 

of cognition which involves the prediction from multiple cognitive processing levels (at least 

three: no-, shallow and deep processing), a multi-class classification approach is more 

appropriate. However, improvements are expected in this regard, targeting increased 

discriminations for the shallow and deep processing levels which show more 

misclassifications. A supposition on this fact is considering participants error rate, which 

might be modulated by the level of difficulty (e.g. higher the level of cognition, higher the 

error rate, higher the misclassification rate). This involves a different strategy (Porbadnigk et 

al., 2015) which is hardly investigated with the current data. Another reason could possibly 

be due to other more stochastic aspects of brain activity, or less likely to the structure of the 

experiment. 
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5. Additional classification results 

Firstly, the use of SSD improves the classification performance, as shown also in 

other works, Schultze-Kraft et al., (2016b). 

Moreover, when comparing the multi-modal performances (ERP-mCSP) with the 

separate uni-modal classification results (ERPs or CSPs) in sub-section 5.3.3, it is noticed 

that higher performances are obtained and that the temporal and spectral features plays a role 

specific to the discrimination pair. In the NT-ST discrimination, most probable the temporal 

features bring enhancements (due to higher temporal classification performances), while for 

the ST-DT discrimination, the CSP features contribute to higher performances (due to higher 

spectral classification performances).  

Regularized LDA with shrinkage of the covariance matrix provides the best 

classification performances. When considering logistic regression, the classification 

drastically decreases and moreover, it goes below chance level, meaning that more samples 

are classified in the opposite class. At first view, this might be considered due to the temporal 

dependence among the trials. On this line, the classifier might learn something related to the 

precedence of the events and therefore, the below chance level effect is obtained, instead of 

the pure chance distribution. More in deeply, it might be thought that there is some 

physiological or instrumental signal in the data which has some harmonic at frequency close 

to autocorrelation present within the labeling of the trials. Then, the classifier might simply 

learn that 'frequency'. Due to non-100% coherence between autocorrelation of labels and that 

rhythm in the data, the hold-out set in the crossvalidation might always be in the 'anti-phase', 

which should give "null-distribution". In this case, the permutation testing would not provide 

reliable assessment, since it obliterates autocovariance within the labeling. A solution might 

be the 'anti-learning' phenomenon, the reversal of classifier decisions when the classifier is 

trained to learn the wrong labels (Kowalczyk and Chapelle, 2005). In case of marginally 

sparse design, a possible solution to get away from anti-learning, may be to perform N-3 

cross-validation, i.e. holding out three samples, not folds (one sample from each category) 

and repeated on sufficiently number of times (arbitrarily select one sample from class NT, 

one from class ST and another one from class DT).  

However, the same effect was not obtained in the linear separation case, with LDA. 

Therefore, this might have something to do with the linear vs. non-linear separation of the 

data, and in the logistic non-linear case, the data is overfitted. Further testing needs to be 

implied considering the separation mode between training and test data (one sample 

crossvalidation). This was not further tested here, because it did not constitute the scope of 

this research. 

Firstly, random label shuffling needs to be performed and the results investigated: 

around chance level performances should be obtained. When below chance accuracy occurs 

in permutation testing experiments with nearly similar probability to that of above chance 

accuracy, this imply that below chance and above chance could both be stochastic. It is 

possible that, in the case of only one participant is giving below chance accuracy, then, this 

could be due to different sources of noise (e.g., electrodes noise, head motion during 

acquisition, participant’s attention, etc.). In this case, the particular participant can be 

neglected, or further processing has to be performed on that participant. However, in our 



5.4 Discussion and conclusions 

109 

case, the number of below chance participants is close to the number of above chance 

participants, then, there is no correlation between the EEG and the stimuli. Furthermore, the 

cross-validation approach with 10 folds shows below chance performance on most of the test 

iterations (and always below chance level overall), so this doesn't seem to be a fluke of noise 

recording, cumulative participant motion, etc. 

A different investigation is to consider 10-folds crossvalidation separately within each 

run and check if the results are over chance level. Furthermore, to check whether the results 

of training on one session alone and testing on another session give below chance level. If the 

verifications are true, it might indicate that the classifier is able to learn from the data within 

each session separately and cannot transfer the knowledge to other sessions.  

The number of class NT, class ST and class DT examples in the training and test set 

are unbalanced, therefore the classifier might develop some bias to guess one class more than 

the other. For example, the classifier guesses class NT more often than class ST and DT. 

However, class ST and class DT are balanced, so the classifier should roughly guess an equal 

amount, although the guesses just tend to be more often wrong than correct. 

Additional work that treats this issue can be found in Kowalczyk and Chapelle, 

(2005). 

5.4.2.3 On the line of research 

In addition to the standard BCI research, the present study inferred different levels of 

cognitive processing by activities that exceeds conventional target/non-target approaches and 

provide further insights on how the information was perceived by the user and to which 

processing degree. Furthermore, a higher variability and complexity of the visual stimuli is 

present and in conjunction with the free viewing permission for the inspection of the stimuli, 

gives more freedom to the user side. This work expands previous research on the effect of 

task complexity over ERPs and brain oscillations. 

The fruitful extraction and discrimination of the cognitive processing levels based on 

novel machine learning methods and advanced signal processing techniques, demonstrates 

the usability of the depth of cognitive processing for the use in neurotechnological 

applications considering the EEG signals. Overall, the present study is a step forward toward 

applications that estimate the level of cognitive processing in realistic settings of Brain-

Computer Interfacing, or moreover considering Symbiotic Interactions (Blankertz et al., 

2015; Gamberini et al., 2015) where the system can automatically adapt to the user state, 

intentions and needs, for example considering safety critical workplaces (Venthur et al., 

2010). 
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5.5 Limitations and future directions 

Starting from the fact that feeble discrimination was obtained between shallow and deep 

processing in the multi-case approach and the bizarre effect in the logistic regression case, 

further investigations are necessary. As we have a good reason to believe that the stimuli 

randomness did not introduce additional temporal dependency to the ERP responses 

(Tangermann et al., 2012a), a hidden background process may still be involved, relating to a 

continuous increased attentional demand during the entire experiment. If this supposition is 

true or not, this aspect needs to be taken into consideration for future investigations. In the 

unfortunate case, adapted classification approaches have to be considered (e.g. Höhne and 

Tangermann, 2014). 

On the other side, optimized adaptation of the current multi-modal classification can 

be considered related to features weighting, based on correlation (Sugiyama et al., 2007). In 

such way, the corresponding weights for the two types of features (temporal and spectral) 

will relate to their amount of involvement for the corresponding neural component. Another 

classification approach in order to detect the correct neural responses and to neglect the error 

potentials can be considered by an unsupervised classification (Vidaurre et al., 2011a; 

Schultze-Kraft et al., 2016b).  

The discrimination between fulfilled and unfulfilled tasks within the deep process 

requires additional engaging activity and processing and needs further investigation. The 

trial-to-trial variably of the neural responses caused by different latencies in judgement of 

each decision, should be investigated in more detail. For instance, investigating differences in 

remembered and not remembered trials for the memory process, differences in the language 

semantics, or differences in the quantitative measures of the visual imagination process will 

provide further information on the underlying internal mechanisms of user intentions that 

correspond to natural fluctuations of the respective cognitive process. The discriminations 

can be evaluated for example by sub-class shrinkage classification (Höhne et al., 2016). 

Following this line of natural fluctuations in user decisions, another scenario with more 

flexible options regarding decisions and tasks can be evaluated, for example the case where 

the user can willingly choose a task or not. 

The current experimental paradigm involved induced levels for investigating the 

depth of cognitive processing, while an intended real-time BCI application would involve 

spontaneous fluctuation in the level of processing. The neural correlates could be different, 

and it is of interest to investigate how could the proposed approach transfer to the realist 

situation and how to calibrate the classifier for that scenario. As a starting point, the 

investigated experimental paradigm in form of a serial stimulus presentation with body 

movements constrains and less eye movenets, and the reduced number of artifacts, made it 

easier to retrieve the neural components, but it constrained the user freedomness. When 

considering transfering the present findings to a real BCI application, such as an information 

retrieval system, more flexibility considering viewing and movements should also be 

investigated (as in Schultze-Kraft et al., 2012; Kauppi et al., 2015; Ušćumlić and Blankertz, 

2016) and a more natural task scenario (Schultze-Kraft et al., 2012). However, allowing free 
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movements and viewing comes with a drawback in form of increased artifacts, which require 

additional care by spatial filtering in order to refer only to the activity from neural sources.  

While controlled paradigm and stimuli were appropriate for primarly investigating the 

levels of cognitive processing in form of an ERP study, more complex and variate stimuli, 

with richer structure are available in real applications which might generate different ERP 

responses and introduce additional jitter, needing therefore throughout investigation. In depth 

investigation should be performed also considering words instead of pictures, while in an 

information retrieval system for example, linguistic stimuli such as words and text are more 

appropriate (Acqualagna and Blankertz, 2015).  

One step further towards the implementation in real-life scenarios is to develop online 

quantification of the level of cognitive processing considering the successful multi-modal 

decoding. Corresponding adaptations have to be properly considered for online settings, e.g. 

causal filters considering pre-processing, appropriate classification (Blankertz et al., 2010a; 

Schultze-Kraft et al., 2012). For an optimal extraction of the neural components, methods 

such as CSP, Source Power Co-modulation, SPoC (Dähne et al., 2014a) and Canonical 

Source Power Co-modulation, cSPoC (Dähne et al., 2014b) can be used, as in Schultze-Kraft 

et al., (2016b). Source Power Co-Modulation (SPoC) analysis can be used to extract 

cognitive power modulations in accordance with the ongoing level of processing. SPoC finds 

the spatial filters of which their corresponding bandpower dynamics maximally covary with a 

given target variable (Dähne et al., 2014a), namely the level of cognition. While canonical 

SPoC (Dähne et al., 2014b) can be used in unsupervised settings where no label information 

is available, perfect suitable for online BCI applications. 

Targeting novel neuro-technological applications that are able to adapt to the 

momentary state of the user, a real-time estimator to detect the natural occurring fluctuations 

in the levels of cognitive processing needs to be developed, as similarly investigated in 

Venthur et al. (2010) or for example considering workload detection in Naumann et al. 

(2017) and Schultze-Kraft et al. (2012; 2016b).  
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5.6 Lessons learned 

 The stimuli paradigm turned out to be captivating for the participants which were 

engaged the entire duration of the experimental sessions.  

 The well-designed complex stimuli paradigm successfully elicited different levels of 

cognition, namely no processing, shallow and deep processing. 

 Discriminative patterns of cognitive processing are reflected in the temporal fluctuations 

represented by the ERPs and in the spectral modulations visible by the ERD/ERS 

phenomena. 

 Enhanced artifact projection methods (such as ICA with MARA) are a valuable signal 

processing tool by successfully removing several artifacts caused by e.g. ocular and 

muscular activity, electronic noise or loose electrodes. 

 The resulted components and modulations (ERP, ERD/ERS, CSP) show clear activity 

with no perturbations originating from artifactual sources. 

 Multi-modal decoding (spatio-tempo-spectral features) is successful and feasible for BCI 

systems. It resulted in a higher performance (higher AUC) compared to uni-modal 

decoding, with performances increased by at least 10%.  

 Best classification performance was obtained by regularized linear discriminant analysis 

with shrinkage of the covariance matrix considering the binary and the multi-class case. 

 Several misclassifications are encountered for the DT- and DT+ discrimination and a 

more suitable approach should be further investigated. E.g. a specific exploitation and 

classification adapted to the subclass features, aiming the discrimination of not only the 

processing levels, but also user decisions within the deep processing task. 

 First step towards an online mental state detection BCI system has been taken in this 

study. However, when targeting the detection of natural fluctuations in user decisions 

within a BCI application, a complementary scenario should be investigated, with more 

flexible options considering user decisions and tasks, e.g. a situation where the user can 

willingly choose a task or not. 

 Furthermore, in a future scenario based on natural fluctuations, the neural correlates will 

most likely be different and is questionable how well the proposed approaches here 

would transfer to the realist situation and how the classifier should be calibrated for that 

case. Further investigations are needed in this regard. 

 While the classification considered the paradigm labels and therefore prevented the 

knowledge of the ‘ground truth’, future unsupervised classification should be considered 

to suit also the online application case when no label information is available; 

 The feasibility of considering the depth of cognitive processing for a neuro-technological 

application based on mental state detection has been proved in this research ERP study. 

 To approach a more realistic application, a research study that considers more flexibility 

considering movements and viewing, with natural brain fluctuations and not induced 

processing should be further investigated; 
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Chapter 6 
 

 

 

Conclusions 
 

 

 

The advancement of technology along with novel signal processing and machine learning 

algorithms provides a great tool for a better understanding of the human brain and its 

processes. Further, it is up to expert researchers and well-trained experimenters to design 

intelligent scenarios that reveal the concealed neural processes. This thesis contributes to the 

investigation of neural signals and proposes scenarios that focuses more towards user’s 

interest. Firstly, by developing specific paradigms and proposing tasks to investigate user’s 

corresponding brain activity. Secondly, by using improved signal processing and machine 

learning techniques as shown in this thesis, the BCI system will become more reliable and 

relying on the neural signals and not on noise, and easily interpretable where a researcher can 

verify what the system actually classifies. We investigated advanced techniques in the 

processing step to remove artifacts that come from noisy sources and propose intelligent 

approaches regarding the classification selection. In such ways, the BCI performance is 

improved, user’s interest is increased, and the Brain-Computer Interaction will be further 

facilitated. 

6.1 General conclusions 

This PhD thesis contributes to the field of Brain-Computer Interfaces and 

Neurotechnology by two offline studies that investigate optimized stimulus and tasks 

considering user interest, targeting the improvement of the BCI interaction. Both studies 

highlight the importance to rigorously choose the stimuli setup for visual or auditory 

paradigms in the context of user-friendly BCIs. Advanced signal processing and machine 

learning techniques were evaluated, which may lead to an efficient and fully interpretable 

BCI system. The aforementioned system would be able to distinguish different mental states 

and inform the BCI expert about the corresponding brain rhythms and regions involved. 
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Specifically, the system could also inform the BCI experts which neural activity corresponds 

to which mental state, considering specific brain regions and specific rhythms. 

Firstly, on Chapter 4, improved stimuli in a motor imagery based BCI system were 

evaluated. After selecting effective stimuli, specific attractive and efficient user motor 

imagery tasks were investigated, based on user’s interests, preferences, background and 

skills. In such a way, the study aimed to design specific user task that engage the user in the 

BCI system and would trigger a more powerful brain process that can be easier detected by 

the BCI. By the careful selection of the stimuli and user defined tasks, the user was 

continuously involved and showed increased interest in the BCI. A remark for future studies 

is to carefully select an activity related to user’s interest, but an uncommon activity that could 

trigger a more powerful neural effect. By considering corresponding advanced signal 

processing and an ensemble approach that uses complementary information from the 

temporal and the spectral characteristics of the brain activity, our evaluations obtained high 

performances.  

After providing improvements to the most frequently used type of BCI system, the 

motor imagery based BCI, the research focused towards more beneficial applications that go 

beyond the conventional communication and control goals of  the BCI systems, towards more 

convenient approaches of mental state monitoring (Müller et al., 2008; Zander and Kothe, 

2011). The study investigated different levels of cognitive processing (Chapter 5) for the 

purpose of user mental state detection, scenario which has not been previously used in the 

BCI research, to the best of our knowledge. This can later be used to drive the corresponding 

BCI applications based on the current user state evaluated from the ongoing EEG activity. 

Enhanced discrimination between different levels of cognitive processing has been detected 

while investigating the neurophysiological processes. The behavioral assessment additionally 

showed very good user performance for the complex stimuli paradigm. Participants expressed 

interest along the experiment, also observed in the questionnaire fulfilled at the end of the 

experiment. The careful selection of the advanced pre-processing (temporal and spectral 

filtering), data analysis (spatial filtering, multi-modal discriminability) and machine learning 

techniques, resulted in clear signals and an interpretable BCI system, where the researcher 

can easily verify what the system selected as relevant for the corresponding brain activity. 

The multi-modal analysis of the brain activity and the multi-feature approach efficiently 

detected the corresponding brain processes and enhanced the discrimination of the neural 

correlates given by the ensemble classification approach. The regularized Linear 

Discriminant Analysis with shrinkage of the covariance matrix was successful in case of 

multi-dimensional features, showing an enhanced classes discrimination supported by high 

classification accuracies, exceeding the performances of other classification techniques.  

Both experimental studies results showed that the proposed processing and 

classification strategies revealed the neural activity related to the involved brain processes 

and neglected the noisy background activity together with artifacts caused by movements and 

hardware noise.  

The behavioral measures with respect to user error rate and personal feedback 

considering the experiment, suggested that developing an interface centered on the user, 

reduces the bothersome effect and keeps him engaged for a prolonged time.  
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In terms of pushing the BCI system towards an on-line application, on one side, a 

reduced amount of stimuli as requested by the BCI was investigated, more complex scenarios 

were developed providing more freedom to the user and further connections towards a 

realistic scenario considering the brain fluctuations in involved while processing the external 

stimuli and deciding. This thesis brings novel research investigations in the context of user 

interest and needs within a BCI system, targeting the enhancement of the interaction between 

the computer and the human brain. 

Performing an overview of the investigation and findings presented in this thesis, all 

the key points proposed in the beginning have been fulfilled. By means of the two 

experimental studies focused on the user, the advantages and importance of considering user 

needs and desires have been highlighted, accordingly. 

6.2 Future perspectives towards BCI applications 

In addition to the future works mentioned for each study, this thesis also paves the way to 

further long-term research. In the train of thoughts for future developments, different 

development and implementation issues arise to the BCI for the use in real-life applications. 

On the strength of the successful feasibility studies investigated in this thesis, could we 

transfer the techniques investigated here to real-world scenarios? This is certainly a difficult 

problem, as many objectives arise along with particular concerns. Repetitive stimuli in form 

of a presentation are displayed in these offline laboratory studies, where the user is restricted 

to few permissible movements and tasks, while in 'out of the lab' scenarios, continuous brain 

activity investigation and detection are required, and more dynamic movements are involved. 

Plus, a peaceful environment was available in the laboratory settings, compared to industry 

circumstances and other 'out of the lab' situations where more background noise and 

distractions appear. To translate the scenarios towards real-life neurotechnological 

applications, first the repetitive stimulus presentation approach has to be switched to a non-

repetitive corresponding application of e.g. information seeking (Gamberini et al., 2015), 

operator monitoring (Venthur et al., 2010), video games (Naumann et al., 2017), where the 

investigated neural correlates focus more on the continuous oscillatory aspects of brain 

activity, e.g. triggered by workload (Schultze- Kraft et al., 2012, 2016b), attention (Jung et 

al., 1997) or even the levels of cognitive processing, within a continuous online monitoring 

and detection of the EEG activity (Kübler et al., 2006; Schultze-Kraft et al., 2016b), as 

compared to SMR, or event related potentials scenarios. Moreover, the signal processing and 

machine learning methods have to be adjusted for online detection (Blankertz et al., 2006a; 

Schultze-Kraft et al., 2012). Further, in the long term, special feedback has to be provided to 

the user, such as the respective application should automatically adapt in real-time according 

to the corresponding user mental state.  

In dynamic real-life situations, where the users perform additional movements or 

complex physical activities (Gramann et al., 2011; Zander and Kothe, 2011; Zander et al., 

2014; Jungnickel and Gramann, 2016) the challenge increases as further attention and more 

optimal approaches have to be considered for extracting the neural information and 

neglecting the activity coming from noisy sources. Furthermore, the key remains to the BCI 

system to ease the Human-Computer Interaction by silently detecting the corresponding user 
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mental state (e.g. cognitive) and adapt the BCI application accordingly, for example reducing, 

increasing or highlighting the content of interest in an information seeking application. In this 

case, a more comfortable interaction is required from the user when the BCI automatically 

detects the corresponding mental state or the respective intention, without the need for the 

user to cumbersomely control his sensory-motor brain oscillations, as in the case of a motor-

imagery based scenario, where the user has to perform as many motor-imagery movements as 

the number of decisions he wants to perform. This will ease the human-computer interaction 

by reducing the complexity of user’s requirements and more certainly will trigger increased 

user interest in using a BCI application. 

While the present research relates to the first measures that need to be taken in order 

to switch in-lab settings to a more realistic situation, by integrating user self-chosen tasks and 

richerer and complex stimuli and scenarios, the participants were still constrained to no 

additional body movements and small eye movements between stimuli. Inevitably, a lot of 

work needs to be performed in order to accomplish reliable real-time BCI implementation, 

such as online classification in both studies, the transfer from the induced levels paradigm to 

an application based on natural fluctuations considering the second study, with no controlled 

scenario and no constrained activity for the users.  

In terms of hardware, more portable systems can be used (Mullen et al., 2015), more 

wearable designs (Nikulin et al., 2010, Debener et al., 2015), using dry (Popescu et al., 2007) 

or water-based electrodes (Volosyak et al., 2010) which drastically reduce the experiment 

preparation (Guger et al., 2012), even though additional care might be necessary related to 

signal quality while are more sensitive to artifacts. Despite the challenges and limitations that 

BCI is currently facing, there are still strong reasons to believe that many types of BCI 

applications will most likely be viable in the near and far future (Vansteensel et al., 2017). 

Given the fact that BCI is a young research field so far, more likely great advances will be 

performed in the years to come, which will open a broad exciting research. 

 

 

Closing Statement 

 

Preserving the time for further research, as last written words in this thesis, I would 

like us to contemplate further on brain functioning and its tremendous hidden secrets, 

highlighting the miracle of brain and the continuous journey that brain research provides 

which will endlessly carry on. 
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Appendix 
 

 

A.1 Additional theoretical foundations – Chapter 2 

A.1.1 Statistical analysis 

1. Standard Error of the Mean (SEM) 

While the sample mean is an unbiased estimator, the variation of the error in the sample mean 

with respect to the true mean can be estimated by e.g. standard deviation (σ) or standard error 

of the mean, SEM:  

𝑆𝐸𝑀(𝑥) =
𝜎(𝑥)

√𝑛
,    (A.1.1) 

where:  

SEM(x) – standard error of the mean for data x,  

 σ(x) – standard distribution of the data x 

 n – size of the data 

2. Hypothesis testing  

Hypothesis testing is divided into three categories: parametric, non-parametric and semi-

parametric testing. The parametric hypothesis tests are frequently used to measure the quality 

of the sample parameters or to test whether the estimates on a given parameter are equal for 

two samples. Statistical hypothesis testing assumes a preliminary null hypothesis and aims at 

rejecting or confirming it based on the probability of the observed data (low or high) 

considering a specific α level of significance. 

 Student’s t-test 

A t-test checks if the data follows a Student’s t-distribution (Fisher, 1925) with mean zero 

(one sample t-test) or determines if two sets of data have equal means (two sample t-test) or 

the pairwise difference between two data vectors has zero mean (paired sample t-test). It is 

most commonly applied in case of normal distribution and when the variation of the data is 

unknown.  

 Kolmogorov–Smirnov test (KS test) 

Kolmogorov–Smirnov test (KS test) is a non-parametric test that quantifies the difference 

between the empirical distribution function of one sample and the cumulative distribution 
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function of a reference distribution, e.g. normal distribution. In case of two sample data 

vectors, it computes the difference between the empirical distribution functions of the two 

samples (Wayne, 1990). 

 Wilcoxon signed-rank test 

The Wilcoxon signed-rank test is a non-parametric test that determines whether the means of 

two dependent samples differ. It can be used as an alternative to the paired Student's t-test, 

when the population cannot be assumed to be normally distributed (Gibbons, Chakraborti, 

2011).  

 Shapiro Wilk test 

The Shapiro-Wilk goodness-of-fit test (Shapiro and Wilk, 1965, Royston, 1995) evaluates the 

hypothesis of normal distribution data, with a higher tolerance for skewness and kurtosis 

deviations. It is generally considered more powerful as compared with other alternatives, 

such as KS test for example (Razali and Wah, 2011). 

 Chi-squared goodness of fit test 

The most common measure for testing the variance of the data is the Chi-squared goodness of 

fit test (Chernoff and Lehmann, 1954). This statistical model detects how good it fits a set of 

observations by measuring the inconsistencies between the observed values and the expected 

values considering the specified hypothesis. Generally, the hypothesis refers to a well curve 

fit of the data and the model determine the exact curve shape of the data while minimizing 

the mean squared error. Shortly, it determines if the sample data has a specified distribution, 

usually a normal distribution, where the parameters (mean and variance) are estimated from 

the data. 

 Barttlet test 

Bartlett test (Bartlett, 1937) analyses if k samples come from populations with equal 

variances, named homoscedasticity or homogeneity of variance. It is generally used for 

testing the assumptions of statistical test which refer to equality of variance across groups or 

samples. Bartlett's test is sensitive to non-normality. When the samples come from non-

normal distributions, Bartlett's test is simply testing for non-normality, instead of variance 

analysis. In this case, Levene's test and the Brown–Forsythe test are more appropriate, 

because are less sensitive to departures from normality (Snedecor and Cochran, 1989). 

 Brown & Forsythe test (modified Levene test) 

The modified Levene test (Brown–Forsythe) analyzes the statistical significance of group 

variances equality (Brown and Forsythe, 1974). It can be used as a replacement for Bartlett 

test, when the data distribution is non-normal.  

 Mauchly's test 

Mauchly's test (Mauchly, 1940) validates the sphericity characteristic of the data. The 

sphericity condition refers to equal variances of the differences between all possible within-

participant variables pairs (i.e., levels variables). More precisely, all response variables have 

similar variance, and each pair of response variables share a common correlation. 
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 ANOVA 

The statistical ANOVA measure (Krzanowski, 1988), determines if several groups (levels) 

have similar mean related to one or more data sets (or factors). Depending on the number of 

factors, it is termed one-way, two-way or n-way ANOVA. ANOVA is a linear model, with 

the following assumptions for the probability distribution of the responses: i) Independence 

of samples; ii) Normality – the distributions of the residuals are normal (However, for large 

sample sizes, non-normality is accepted because the distribution of the sample means will 

always be large); iii) Equality (or "homogeneity ") of variances between levels, called 

homoscedasticity; iv) Sphericity (assumption for the repeated-measure of ANOVA): the 

variances of the differences between all possible pairs of within-participant conditions are 

equal (homogeneity between levels and factors). For testing normality distribution, e.g. the 

Chi-squared goodness of fit test, Kolmogorov–Smirnov test, Shapiro Wilk (Shapiro and 

Wilk, 1965) test can be used, while for homogeneity, Bartlett test (Bartlett, 1937) or Brown 

& Forsythe Levene test (Brown and Forsythe, 1974) are good estimations, and for spericity 

e.g. Mauchly's test (Mauchly, 1940) is appropriate. 

The conventional ANOVA measure assumes a between-participants design by 

considering different groups. Therefore, in case of an experiment with multiple conditions or 

cases, where all the participants performed all conditions, the assumption of independence of 

samples is not valid any more. A good measure in this case is the repeated measure of 

ANOVA (rm-ANOVA), (also known as a within-participant design), which accounts for 

inter-participant variability and has therefore more statistical veracity. Similarly, it can 

compare the data between multiple levels considering one, two or n factors (one-way, two-

way or n-way rm-ANOVA, in accordance). 

 Multiple comparisons 

Multiple means comparisons can help identifying differences between data means, for 

example as in the case of the Bonferroni correction. 

  Bonferroni correction 

When multiple comparisons are performed, or multiple hypotheses are tested, the possibility 

for a rare event to appear increases, and so does the probability of incorrectly rejecting the 

null hypothesis. This effect is diminished by the Bonferroni procedure (Bonferroni, 1936) 

which corrects the original p-value by testing each individual hypothesis or sample 

considering an α/m significance level (thresholding). The parameter m can represent the 

number of hypothesis and the number of data samples. 

 Bootstrapping 

Bootstrapping is an approach of statistical inference that makes few assumptions regarding 

the underlying probability distribution that characterize the data (Efron, 1982; Efron and 

Tibshirani, 1993). The bootstrapping procedure can be used to test for statistical significance, 

in three different ways non-parametric, parametric, and semi-parametric. While in practice, 

because nonparametric intervals consider parametric assumptions, the categorization rather 

arbitrary. In the following, the non-parametric version is described. 
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In a situation where confidence intervals are requested for a set of observations, for 

whom there is no possibility to estimate the standard error, the statistic sample can be 

appropriately assumed to reflect the broader population from which it was drawn. 

Considering the sample as a model of the population, uniform random number numbers of 

observation are resampled in the data with replacement for which boostrap estimates are 

computed. Assuming that these bootstrap observations similarly vary to the sample statistic 

(null hypothesis), the probability of obtaining a different statistic is then computed. If the 

probability value is sufficiently low, the null hypothesis is rejected and the observations are 

statistically different. Typically 95% of the bootstrap estimates should fall within the 95% 

confidence limits of the sample statistic, that is a 5% significance level. 

3. Correlation 

 Spearman's rank correlation coefficient 

Spearman's rank correlation coefficient (Spearman's rho, ρ) is a nonparametric measure of 

rank correlation (Best and Roberts, 1975), analyzing the statistical dependence between two 

variables rankings. It is similar to the Pearson’s correlation (Pearson, 1895) except it assesses 

linear or non-linear monotonic relationships between the two variables and ranges from -1 

(opposite correlation) to +1 (highly correlation, similar or identical), while Pearson's 

correlation considers only linear relationships. The significance is determined by using the 

permutation test, on the null hypothesis of no correlation, against the alternative of a nonzero 

correlation. 

A.1.2 Measures of signal quality 

Signal-to-noise ratio (SNR) is a measure that compares the magnitude of a desired signal to 

the magnitude of the background noise. SNR is defined as the ratio between the signal power 

and the power in the noise and it is expressed in decibels according to the International 

System of Units.  

𝑆𝑁𝑅 = 10𝑙𝑜𝑔10
𝑃(𝐱s)

𝑃(𝐱n)
     (A.1.2) 

where xs is the desired signal and xn is the noise. 

 Another similar measure, Peak signal to noise ratio is computed by: 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10
𝑀2

𝑀𝑆𝐸
    (A.1.3) 

where M is the maximum value of the signal x and MSE is the mean squared error computed 

by: 𝑀𝑆𝐸(𝐱) =
1

𝑚
∑ (𝐱𝑠(𝑖) − 𝐱𝑛(𝑖)𝑚

𝑖=1 ) with m – the length of xs. 

A.1.3 Signal processing 

A.1.3.1 Signal filtering and time to frequency transformations 

1. Discrete Fourier Transform filtering – time to frequency transformation 

Discrete Fourier Transform (DFT) (Smith, 2007b) decomposes a temporal signal into the 

frequency domain, represented by the amount of oscillations with different frequencies f. 

Hence, the DFT of a signal s(t), with t = 1,..,N (samples) is given by:  

F(𝑓) = ∑ 𝐬(𝑡)𝑒
−2𝑖𝜋𝑓𝑡

𝑁𝑁−1
𝑡=0     (A.1.4) 
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Further, for signal filtering using DFT, the coefficients of F(f) that relate to unwanted 

frequencies are all set to zero. Next, the obtained signal is transformed back in the temporal 

domain, by performing the inverse DFT as defined below: 

F(𝑡) =
1

𝑁
∑ 𝐬(𝑘)𝑒

2𝑖𝜋𝑡𝑘

𝑁𝑁−1
𝑘=0     (A.1.5) 

The DFT is applied to the signal in windowing manner (Smith, 1997), setting the 

desired window width and the overlay of the windows for a better resolution.  

The DFT filtering can be also applied in the online case by the implementation of the 

Fast Fourier Transform (FFT), described below. 

2. Fast Fourier Transform (FFT) – time to frequency transformation 

The Fast Fourier Transform (FFT) (Smith, 1997; Frigo and Johnson, 2005) transforms 

a signal from the temporal domain to the frequency domain by a fast calculation of the 

discrete Fourier transform (DFT) which is done by factorizing the DFT matrix into a product 

of sparse (mostly zero) factors. 

3. Finite Impulse Response (FIR) filtering 

The Finite Impulse (FIR) filters are linear filters that consider the last M samples of a 

raw signal s(t). Thus, the filtered signal y(t) is computed as: 

𝐲(𝑡) = ∑ 𝑎𝑘𝐬(𝑡 − 𝑘)𝑀
𝑘=0     (A.1.6) 

where 𝑎k represents the filter coefficients (Smith, 1997).  

Depending on the desired frequency response, several different FIR designs can be 

implemented. Among the variety, a common filter design is the Equiripple filter, based on the 

Parks-McClellan method (McClellan and Parks, 2005). Considering a specific filter order, N, 

the method finds a set of N +1 optimal coefficients that minimize the maximum deviation of 

the frequency response from the ideal and desired response (Rabiner and Gold, 1975) and 

aims at minimizing the error in the pass and stop bands by considering Chebyshev 

approximation (Parks and McClellan, 1972). 

Due to their great performances in the frequency domain, FIR filters have been 

commonly used for filtering the EEG signals (Dornhege et al., 2006; Gouy-Pailler et al., 

2007). 

4. Infinite Impulse Response (IIR) filtering (with zero phase shifting) 

In addition to the FIR filters, the Infinite Impulse Response (IIR) filters employ also the P 

previous outputs of the filters, based on recursive formula: 

𝐲(𝑡) = ∑ 𝑎𝑘𝑠(𝑡 − 𝑘) +𝑀
𝑘=0 ∑ 𝑏𝑘𝐲(𝑡 − 𝑘)𝑃

𝑘=1    (A.1.7) 

Compared to FIR filter, the IIR filtering is produced with a reduced number of 

coefficients. However, their performances slightly tend to reduce in the frequency domain 

(Smith, 1997). The most used IIR filters in the brain signals preprocessing step of a BCI, are: 

Chebychev, Butterworth, or elliptic filters, which differ in the frequency response, e.g. 

different ripples (Smith, 1997; Dornhege et al., 2004a; Martinez et al., 2007). Another 

common IIR filter type is the feedback Comb filter (Smith, 2007a), named after the type of its 

frequency response which is represented by a sequence of equally distant notches, resembling 

a comb structure. Simply, the response contains a repeated series of impulses delayed and 

replied from the signal itself, that decrease in amplitude over time. 
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5. Wavelet filtering 

A wavelet is a sort of oscillation with the amplitude varying from zero, and then coming back 

to zero, and can be different shaped in order to better represent a biological electrical signal 

(brain signal, heart signal, etc.). There are different kinds of wavelets, among which we 

mention the Daubechies wavelet family, a specific wavelet type because they are orthogonal 

(Daubechies, 1990) and are specific to discrete analysis. The wavelets are created using a 

time-frequency transformation, named Discrete Wavelet Transform (DWT) considering 

discrete time signals. Continuous wavelet transformation may also be used for obtaining 

accurate time-frequency representations of the analog signals. In this case, different wavelets 

can be applied such as: Morlet (Lemm et al., 2004) or Mexican hat wavelets (Bostanov, 

2004). For this thesis, we restrict to the discrete wavelet filtering for the preprocessing step 

(3.2.1.1), while for the time-frequency analysis we use different methods described in Section 

3.3.4.1 and detailed in Appendix A.1.3.4. 

The main advantages of wavelet transform over Fourier transform is that it has a 

better temporal resolution due to the representation of both frequency of the signals and the 

time corresponding to those frequencies and has a smaller algorithm complexity. The DWT 

of a signal x(t) is computed by a series of filters: first a low-pass filter in convolution with its 

impulse response and secondly, the signal is also decomposed separately using high-pass 

filters. The results are subsampled by 2 and processed again, then subsampled by 2 and the 

resulted low-pass filter is further processed several times (wavelet order) using the same 

procedure. 

The wavelet filter implementation is constructed by calculating the wavelet 

coefficients of a discrete group of children wavelets for a given mother wavelet ψ(t) in L2(ℝ): 

ψ𝑚,𝑛(𝑡) =  
1

√𝑎𝑚
ψ (

t−𝑛𝑎𝑚

𝑎𝑚
),    (A.1.8) 

where m is a scale factor, n is a shift parameter, and a >1.  

 After the desired filtering, the signal is reconstructed backwards, step by step, using 

the below formula. For orthogonal wavelets, the reconstruction computation coincides with 

the decomposition calculation. 

𝐱(𝑡) = ∑ ∑ 〈𝐱, ψ𝑚,𝑛〉 ∙ ψ𝑚,𝑛(t)𝑛∈ℤ𝑚∈ℤ     (A.1.9) 

If we look at the signal as a cumulation of the scaling function and wavelets, the 

signal can be also reconstructed in terms of a sum of the scaling function, φ(t) – father 

wavelet, given by the low-pass spectrum (Mallat, 1989) and the wavelet sequence, ψ(t) – 

mother wavelet, given by the high-pass filtering, where each of them is also formed as an 

aggregation of the corresponding wavelets over the entire scale (wavelet order): 

𝐱(𝑡) = ∑ 𝜆𝑚−1(𝑘)φ(2m−1𝑡 − 𝑘)𝑘 + ∑ 𝛾𝑚−1(𝑘)ψ(2m−1𝑡 − 𝑘)𝑘 , (3.7) 

where m is the scale and the coefficients 𝜆𝑚−1(𝑘) and 𝛾𝑚−1(𝑘) are computed by taking the 

complex inner products of the L2 norm in the Hilbert space: 

𝜆𝑚−1(𝑘) = 〈𝐱(𝐭), φ𝑚,k(t)〉 =
1

√𝑎𝑚 ∫ 𝐱(t)φ𝑚,k
∗ (t)dt  (A.1.10) 

𝛾𝑚−1(𝑘) = 〈𝐱(𝐭), ψ𝑚,k(t)〉 =
1

√𝑎𝑚 ∫ 𝐱(t)ψ𝑚,k
∗ (t)dt  (A.1.11) 

In case of Daubechies wavelet, the scaling sequence (low-pass filter) and the wavelet 

sequence (band-pass filter), are normalized to have sum and the sum of squares equal to √2, 

therefore a = 2. In addition, for the order m=5 for example, it has 5 vanishing moments (the 



A.1 Additional theoretical foundations – Chapter 2 

123 

wavelet coefficients are zero for polynomials of order less than m-1). For a better overview of 

the structure (Wasilewski, n.d.), the figure below shows the scaling function, φ(t) – father 

wavelet and the wavelet sequence, ψ(t) – mother wavelet, for Daubechies wavelet of order 5: 

 
Fig. A.1.1 Scaling and wavelet functions for the Daubechies wavelet of order 5. 

A.1.3.2 Temporal analysis - signal envelope 

The amplitude evolution of the signal in a specific frequency band, namely the envelope, can 

be estimated by e.g. Hilbert transform (Bracewell, 1999; Oppenheim et al., 1999), a moving 

average filter, Root Mean Square (RMS) with a sliding window. The Hilbert transform 

estimates the imaginary part of the analytical signal that contains only a real part and can be 

calculated by applying the Fourier transform to the signal, then replacing the Fourier 

coefficients corresponding to negative frequencies with zeros, and applying the inverse 

Fourier transform (Marple, 1999). The envelope is then computed by taking the absolute 

value of the Hilbert transform.  

On the other hand, the RMS of the signal is computed by: 𝑅𝑀𝑆(𝐱) = √
1

𝑁
∑ |𝐱𝑛|2𝑁

𝑛=1 .  

The signal envelope is a good measure for representing the ERD/ERS effects 

(Clochon, 1996), the upper envelope of the signal is usually considered (the positive 

amplitude extremes of the oscillating signal). 

A.1.3.3 Spectral estimation 

1. Periodogram  

Periodogram (Schuster, 1898) is a nonparametric estimation of the power spectral density. It 

is computed based on the Fourier transform, using a rectangular window. The periodogram 

helps investigating the amplitude vs frequency characteristics of a given entity. Considering a 

signal x(n), the periodogram can be defined by: 

 𝑃̂(𝑓) =
∆𝑡

𝑁
|∑ 𝐱(𝑛)𝑒−𝑖2𝜋𝑓𝑛𝑁−1

𝑛=0 |
2
   (A.1.12) 

with f ∈ (-½ ∆𝑡 ; ½ ∆𝑡 ] the frequency and N the number of samples.  

2. Welch periodogram (Pwelch) 

 Welch periodogram is another method of Spectral Density Estimation (SDE) that 

approximates the power spectral density of a signal based on the Welch method (Welch, 

1967), involving averaging over overlapping segments. While Periodogram described 
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previously is not a perfect estimator of the true spectral power of a signal, the Welch method 

reduces the periodogram variance by dividing the signal into overlapped segments. After 

computing the periodogram of these segments multiplied by a window function (e.g. 

Hamming window), it averages them in order to estimate the PSD, which diminishes the 

variability as a result. In addition, the overlapping procedure preserves the information which 

could have been lost by the windowing procedure in periodogram, which is the reason why is 

also called a ‘modified periodogram’. 

A.1.3.4 Time-frequency representations 

1. Time-frequency representation based on PSD 

For generating a time-frequency representation (TFR) of an epoch or a continuous signal, the 

power spectral density of a signal P(x(t)) computed for example by FFT, Periodogram, has to 

be applied for a number of segments in overlapping manner, for example based on the Welch 

method. Briefly: 

10 ∗ log10(𝑇𝐹𝑅(𝐱(𝑡), 𝑓)) =
1

Nw
∑ 𝑃(𝐱k(𝑡), 𝑓)

Nw
𝑘=1   (A.1.13) 

where Nw is total number of windows and overlaps and f is the frequency range. 

In the end, the logarithmic power of the TFR is computed and the TFR of the epoch 

(after the stimulus onset) or continuous signal is normalized by the mean baseline spectrum. 

2. Short-time Fourier transform (STFT) 

Short-Time Fourier Transform (STFT) is a Fourier based transformation that detects the 

changes over time of sinusoidal frequency and phase information in relation to local 

segments within a signal. Mainly, it requires a multiplication of the original signal x(n) by a 

windowing function  that has a non-zero value for a short time interval, followed by a 

Fourier transformation computed on the windowed signal. Referring to the discrete 

computation, it can be described by: 

𝐗(𝑚, ω) = ∑ 𝐱(𝑛)ω(𝑛 − 𝑚)𝑒−𝑗𝜔𝑛+∞

𝑛=−∞
   (A.1.14) 

Therefore, to obtain the Time-Frequency Representation (TFR) the Fourier Transform 

is applied with a fixed size sliding window for different signal segments with a level of 

overlapping between them.  

Although it is variously used in EEG analysis (Coyle et al., 2005; Herman et al., 

2005), it shows a shortcoming related to the constant temporal and spectral resolution for all 

frequency bands, due to the fixed length window employment. Obtaining distinct levels of 

details in different frequency bands is overcomed by the Wavelet Time-Frequency analysis 

described in the next Section A.1.3.4.3. 

3. Wavelet time-frequency representation 

As previously described in Section A.1.3.1.5 wavelet transform decomposes a signal into 

multiple functions. The advantage of wavelet transform over the Fourier Transform is that it 

allows simultaneous signal analysis at different scales of resolution, offering a good 

instrumentality for EEG analysis (Samar et al., 1999). A fine scale (less number of cycles) 

corresponds to high frequencies giving high temporal resolution, while on the other hand a 

rough scale (more cycles) relates to low frequencies and gives high frequency resolution.  
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 For generating time-frequency representations of the signal x(t) in continuous form, 

the Continuous Wavelet Transform (CWT) is applied, defined by: 

𝐗𝐶𝑊𝑇(𝑚, 𝑛) = ∫ 𝐱(𝑡)ψ𝑚,𝑛(𝑡)dt
∞

−∞
    (A.1.15) 

where ψ𝑚,𝑛(𝑡) is the mother wavelet defined in Eq. A.1.8. 

The best practice for time-frequency decomposition in the context of EEG signals is 

to consider a suitable wavelet type. A good option is considered to be the Morlet wavelet 

type, applied with a Gaussian window (Cohen, 2014). This suits with the Gaussian 

distribution of the EEG data and does not introduce more artifacts due to the Morlet smooth 

edges shape characteristics.  

A.1.4 Regularize a discriminant analysis classifier (Matlab 

implementation) 

The implementation below (Guo et al., 2007) aims to regularize a discriminant analysis 

classifier by tunning the two parameters, γ and δ, which identify the redundant features and 

reduce the higher number of features by finding a tradeoff between the number of model 

features and the classification accuracy. 

Considering Σ the covariance matrix of the data X, and 𝐗̂ = 𝐗 − 𝟏𝐱̅T the centered 

data (where 1 is the vector of ones and length n, and 𝐱̅ is the vector of column time point 

averages). 

The regularized covariance matrix ∑̂ is: ∑̂ = (1 − γ) Σ + γD, where D is the diagonal 

matrix D = diag(𝐗̂T𝐗̂). 

Further, considering C the correlation matrix of X and 𝐂̂ the regularized correlation 

matrix 𝐂̂ = (1 − γ) C + γI, with I the identity matrix, the linear term in the regularized 

discriminant analysis classifier for a data point x is: 

(𝐱 − 𝛍0)T∑̂−1(𝛍𝑘 − 𝛍0) = ((𝐱 − 𝛍0)T𝐃−1/2)(𝐂̂−1𝐃−1/2(𝛍𝑘 − 𝛍0)), (A.1.16) 

where μk is be the mean vector of the elements of X in class k, μ0 the overall mean vector (the 

mean of the rows of X). 

The parameter δ controls the magnitude of the last term in Eq. A.1.16, such as 

𝐂̂−1𝐃−1/2(𝛍𝑘 − 𝛍0) ≤ 𝛿 and the feature vectors which do not pass this evaluation are 

neglected for classification. 
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The Matlab implementation from the Statistics and Machine Learning toolbox 

examples (using fitcdiscr and cvshrink functions) is provided in the code below, where X 

represents the feature vectors matrix and z is the label information vector: 

 
cls = fitcdiscr(X', z); 

[err, gamma, delta, numpred] = cvshrink(cls,... 
        'NumGamma',24,'NumDelta',24,'kfold',5,'Verbose',1);  

plot(err, numpred, 'k.') 

xlabel('Error rate'); 

ylabel('Number of features'); 

prompt = 'Set the threshold: minumum no. of features' 

thresh = input(prompt) %based on the plot could be between 2000-3000 

minerr = min(min(err)); 

% Subscripts of error producing minimal error 

[p, q] = find(err < minerr + 1e-4);  

% Convert from subscripts to linear indices 
idx = sub2ind(size(delta),p,q);     

low3000 = min(min(err(numpred <= thresh))); 
lownum = min(min(numpred(err == low3000))); 
[r,s] = find((err(:,:) == low3000) & (numpred(:,:) == lownum)); 
r=r(1);s=s(1); 
gamma(r); delta(r,s); 

% Set the regularization parameters 

cls.Gamma = gamma(r); 
cls.Delta = delta(r,s); 
Acc=1-resubLoss(cls); 
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A.2 Supplementary material for the motor imagery 

study – Chapter 4 

A.2.1 EEG activity detection 

For an overview over the distribution of the data, see for example the scatter plot (C3 vs C4 

channels) of the imagery trigger pull data, shown in Appendix Fig. A.2.1. Normalized means 

of the combined feature vectors (temporal and spectral values) for all trials are represented. 

We observe very close mean classes for left and right imagery movements, while the mean for 

the no movement class is distant from the other two. This makes it easier when discriminating 

the no movement task, while more errors are obtained for left and right movement 

classification. In any case, the decision boundaries cannot be easily represented in this bi-

dimensional representation, because the actual decision is done in a multi-dimensional higher 

complex space. Considering the distribution, there is a visible positive correlation between 

both electrodes, effect produced due to volume conduction.  

 

Fig. A.2.1 Scatter plot of C3 vs C4 electrodes showing the distribution of the imagery triger 

pull data (Vo. St.). The normalized mean values of the temporal and spectral features for 

each trial are depicted here as empty circles (right figure) and only for the temporal features 

(left figure). The elipsoid is an approximation of the class covariance and the filled cross 

represents the mean of the class. The small black crosses inside the circle data points 

represent a wrong classified trial given by rLDA shrink for the first CV fold. 

A.2.2 EMG activity detection 

1. EMG recording 

To confirm the absence of real movement, the surface electromyogram was also recorded, 

which detects the muscles contraction corresponding to left/right arm or left/right index 

finger movement. To include all fingers and arm activity, the muscle activity was recorded by 

two electrodes placed on the extensor digitorum communis muscle (Sunderland, 1945; Jones, 

2010). In addition to the hardware equipment for EEG acquisition, two EMG100C modules 

were added for the EMG activity. Two disposable electrodes EL503 were applied on each 

forearm, placed 3 cm away from each other, in parallel, on the representative muscle fibers. 

2. EMG pre-processing  

Preliminary noise cancelling (Altimari et al., 2012) was performed over the EMG signals 

considering the following filtering techniques which aims at preserving the signal of interest 

in the frequency band from 50 to 500 Hz. The process consist in the following steps: i) 

signals were re-referenced to a common signal, due do different grounding; ii) the DC 
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voltage (0.06V DC offset) was subtracted from the recorded EMG signal in order to remove 

network interference (3 Hz cutoff frequency by Butterworth filter of order 4); iii) electrical 

noise removal with high pass Butterworth filter of 10 Hz cutoff frequency (Butter); iv) a 500 

Hz low pass Butterworth filter to remove high frequency harmonics; v) power line 

interference cancelling with a 50 Hz Notch filter of third order; vi) signal correction with 

absolute value; vii) random noise reduction with a 5-point moving average FIR filter; viii) 

root mean square detection (RMS) to measure overall muscular effort, i.e. to extract the 

muscle contractions, if any. 

3. Automatic muscle activity detection 

The final correction step given by absolute value and root mean square application 

provides a clean signal that easily allows the identification of the muscle contractions. The 

muscle contractions (flexions and extensions) are automatically detected by a peaks and 

troughs detection technique based on a thresholding (see below Matlab code). The first step 

of the algorithm detects the highest peaks in amplitude, considering a minimum possible 

distance between them. When a peak is detected, the local minima are located within the 

close proximity of the peaks. In the second step, the algorithm finds the lowest amplitudes, 

choosing the closest position before and after the timing of the respective peak. And finally, 

the onset of the muscle contraction, the amplitude and the duration of the movement are 

computed. 

While analyzing the signals, no contractions were detected according an automatic 

peak and troughs detection algorithm (no peaks of amplitude higher than 1mV), as it can be 

observed in the following figure, Fig. A.2.2. 

 
Fig. A.2.2 Average EMG signals over all trials for the left and right motor imagery 

movement (finger button press experiment with Vis. St.), segmented according to the 

experiment timing (-2.5s to 3s). 
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EMG activity detection algorithm (Maltab code): 

 
% detection of spikes/ muscle contraction 

function [nr_p,peakLocations,nr_t,troughLocations]=detect(y,type) 

 

switch type 

    case 'left' 

        min_p_h = 0.0145; min_p_dist = 200; % minimum peak height and 

distance 

        min_t_h = 0.0145; min_t_dist = 200; % minimum troughs height and 

distance 

    case 'right' 

        min_p_h = -0.01; min_p_dist = 300;  

        min_t_h = -0.007; min_t_dist = 200;  

end 

% peaks detection 

x = linspace(0,length(y),length(y)); 

[peaks,peakLocations]=findpeaks(y,'MINPEAKHEIGHT',min_p_h,'MINPEAKDISTAN

CE',min_p_dist); 

% troughs detection 

[troughs, troughLocations] = findpeaks(-

y,'MINPEAKHEIGHT',min_t_h,'MINPEAKDISTANCE',min_t_dist); 

k=1; width = zeros(size(peaks)); 

nr_p = numel(peaks); 

nr_t = numel(troughs); 

for ii = 1:nr_p 

    trough_before = troughLocations( ... 

        find(troughLocations < peakLocations(ii), 1,'last') ); 

    t_b(k)=troughs( ... 

        find(troughLocations < peakLocations(ii), 1,'last') ); 

    t_loc_b(k)=trough_before; 

 

    trough_after  = troughLocations( ... 

        find(troughLocations > peakLocations(ii), 1,'first') ); 

    t_a(k)=troughs( ... 

        find(troughLocations > peakLocations(ii), 1,'first') ); 

    t_loc_a(k)=trough_after; 

    width(ii) = trough_after - trough_before; 

k=k+1; 

end 

end 
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A.3 Supplementary material for the Depth of 

cognitive processing study – Chapter 5 

A.3.1 Artifactual components 

Three examples of artifactual components detected by ICA with MARA (IC1, IC4, IC49) are 

presented in Fig. A.3.1, in comparison with the characteristics of a neural component (IC15). 

In the examples below, IC1 is a typical eye blink artifact with strong frontal activation and a 

typical front to back scalp map distribution, with steep power spectrum and increases in 

lower frequencies, and various variations in the ERP image. The IC4 component shows a 

muscle artifact characterized by a lateral out of the scalp spatial distribution, an increased 

spectrum in higher frequencies and highly non-stationary activity in the continuous ERP 

image, characteristic to muscle usage. IC49 shows an increased localized activity around one 

channel, CPz, with negative spectrum and repeating artifacts segments in the ERP image, 

visible in the second part of the continuous data, representing an acquisition artifact such as 

loose electrode or bad conductance. On the other hand, IC5 characterizes a neural component 

with an alpha peak around 10 Hz, and considering the spatial distribution it indicates a 

parietal brain source with regular ERP image and smooth activity. 

The bottom plots in Fig. A.3.1 shows the MARA features values that are used to 

categorize the components (recall section 3.2.2.2.2). An artifactual component is 

characterized by high value for lambda representing high spectrum values in the 20-50Hz 

range, signifying muscle acivity. High value considering local skewness suggest the existance 

of outliers in the time series of the respective component. An Increased 'range in pattern' 

value and Current Density Norm characterize a noisy scalp map activity. While a neural 

component is indicated by high FitError and 8-13Hz value, revealing a typical alpha peak.  
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Fig. A.3.1 Example of artifactual components (IC1, IC4, IC49) detected by ICA with MARA 

for participant P5 on the memory data, as compared to non-artifact neural components 

(IC15). In total, 45 components out of 62 were rejected for this participant. The four top plots 

show the characteristics of the components considering spatial distribution (scalp 

topographies), power spectrum (log power spectral density) and ERP image on continuous 

EEG data. The continuous ERP image shows the entire data splitted on rows with the 

beginning of the recording starting on the first upper row and continuing from left to right 

along the rows and ending on the bottom row. The four bottom plots show the values of the 

six features as computed by MARA, in relation to the corresponding probability. 
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A.3.2 ERP analysis 

 
Fig. A.3.2 Event-related potentials corresponding to the cognitive activity depicted in the 

temporal evolution of the EEG signal, at channel CPz.  

 

The ERP image (Fig. A.3.3) considering the temporal evolution of all NT trials show 

no visible synchrony between trials, effect related to mind wandering, except the 250ms point 

corresponding to the stimulus appearance. Further, strong temporal synchronicities are 

observed within each trial. For the ERP image in the ST trials, strong correlations are 

observed between trials at the 400ms peak corresponding to the color detection and later 

increased activity at different times corresponding to mental calculations. In rest, no other 

fluctuations are observed in amplitude (blue). For the DT case, the ERP image shows strong 

similar amplitude increases between trials at the 400ms peak and later increased activity, 

temporally localized around 800 – 1000ms, with a varied starting point contingent upon each 

trial. This activity most probably relates to the second decision that is performed in the deep 

processing task. 
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Fig. A.3.3 Temporal evolution of the trials and mean ERP corresponding to the memory 

condition, related to no-processing (upper left), shallow (upper right) and deep processing 

(bottom), as detected by channel CPz, for participant P5. The timing considers 200ms of pre-

stimulus interval and 2000ms post-stimulus, with the stimulus onset at 0ms. 

 

 
Fig. A.3.4 Temporal and spatial distribution of the mean ERP of participant P5 for the NT, 

ST and DT processing levels conidering the memory condition at electrode Pz. Timing 

interval: -200ms to 1250ms. 
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Small differences are observed between the DT+ and DT- levels (Fig. A.3.5), 

represented by a higher amplitude for the DT+ level at 400 ms with more pronounced 

differences after 600ms and a more pronounced lateral occipital negativity for the DT- level 

for the visual imagination case. Due to higher trial to trial variability within the deep level, no 

considerable differences are observed in the grand average, which might be pronounced at the 

trial level.  

 
Fig. A.3.5 Grand average ERPs for the DT+ and DT- levels considering the memory, 

language and visual imagination conditions at electrode Cz.  

 
Fig. A.3.6 Grand average ERP considering all electrodes and all processing levels (NT blue, 

ST green, DT- red and DT+ cyan) for the language condition. 
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For a detailed view of the amplitude discriminability over all channels, the signed r2 

computed pair-wise between classes using additional Bonferroni correction is shown in Fig. 

A.3.7 in form of channels vs time matrix. The threshold to account for multiple comparisons 

related to the number of time-points, channels, conditions and event types, is set as α/m, 

where α = 0.05 and m = no_of_samples × no_of_classes (no_of_ samples represents the 

entire number of time points and no_of_classes is the number of conditions, equal to three). 

 

Fig. A.3.7 Statistical temporal differences between classes (upper plots: ST-NT; middle plots: 

DT-NT; bottom plots: DT-ST) considering signed r2 at midline channels (frontal, central, 

parietal and occipital locations) for the Memory, Language and Visual Imagination 

conditions (p ≤ 0.05 with Bonferroni correction). The channels are ordered from front to 

back of the head (from top to bottom in each scalp topography figure). The color bar on the 

right shows the scale of the plots in terms of sign r2 values from -0.025 to 0.025. 

 

As shown in the upper figure, highest discrimination is encountered for the central 

and parietal channels: FCz, Cz, CPz, Pz, when comparing between a higher level of 

processing and a smaller level.  
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A.3.3 ERD/ERS analysis 

 

 

 
Fig. A.3.8 Grand-average ERD/ERS signed r2 discriminability between DT and ST for the 

alpha (8-14 Hz; top plots) and the beta band (16-20Hz; bottom plots) at location Pz. From 

left ro right: memory, language and visual imagination conditions. The four scalp plots refer 

to different temporal intervals (shaded in grey). Take into consideration the scale difference: 

-0.02 - 0.02 scale for most of the graphs, compared to -0.05 - 0.05. 

 

 
Fig. A.3.9 Grand average ERD/ERS curves on 8-14 Hz considering all electrodes and all 

processing levels for the memory condition. (Figure taken from Nicolae et al., 2017a, with 

permission). 
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Fig. A.3.10 Grand average ERD/ERS curves on 16-20Hz considering all electrodes and all 

processing levels for the memory condition. (Figure taken from Nicolae et al., 2017a, with 

permission). 

A.3.4 Discriminatory analysis 

 

Fig. A.3.11 Scatter plot of Pz vs Cz electrodes showing the distribution of the language data 

(t = 400ms) considering the NT (blue), ST (green) and DT (red) classes. Normalized mean 

values for each trial related to participant P5 are presented. The elipsoids are covariance 

approximations of the classes and the filled crosses represents class means. 
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Few participants (P7, P10, P13, P14) have smaller classification performances in some of the 

conditions (underlined values in Tab. A.3.1), which correlate with a portion of the second 

group of participants selected according to behavioral results, as analyzed in Nicolae et al., 

(2018). However, no significant statistical difference was encountered related to behavioral 

groups, and additionally no difference according to BCI experience, gender, language – 

mother tongue vs. second spoken language (p>0.05 two-sample t- test). Altough, the 

difference in language processes for non-native speakers as compared to native speakers 

might generate longer delays in ERPs, which are not currently investigated in this work. 

Tab. A.3.1 ERP and multi band CSP with SSD binary classification performance with shrink 

rLDA over all conditions and participants3 (Table taken from Nicolae et al., 2018, with 

permission) 

Participant Memory Language Visual imagination 

NT-ST NT-

DT 

ST-DT NT-ST NT-

DT 

ST-DT NT-ST NT-

DT 

ST-DT 

P1 0.6361 0.8198 0.7499 0.8282 0.8452 0.7507 0.6885 0.9484 0.7312 

P2 0.8558 0.9359 0.7330 0.8171 0.7980 0.6621 0.8514 0.8735 0.6728 

P3 0.8342 0.8819 0.7889 0.8630 0.8016 0.8139 0.7730 0.8935 0.6466 

P4 0.8087 0.9501 0.7572 0.7943 0.9043 0.7827 0.8258 0.9097 0.7846 

P5 0.7165 0.8220 0.6894 0.7703 0.9657 0.7787 0.8143 0.9304 0.7198 

P6 0.7571 0.8792 0.7062 0.8212 0.9553 0.7508 0.6587 0.8321 0.6353 

P7 0.6299 0.6160 0.6497 0.7907 0.8880 0.7197 0.7388 0.8729 0.7177 

P8 0.7341 0.8040 0.6678 0.7350 0.8329 0.6539 0.7380 0.8541 0.7630 

P9 0.7650 0.8556 0.7945 0.8502 0.8735 0.8040 0.8199 0.9194 0.7820 

P10 0.6983 0.9165 0.7485 0.6574 0.9728 0.5616 0.7488 0.8878 0.6921 

P11 0.8742 0.8714 0.7047 0.9073 0.9534 0.6455 0.8588 0.9306 0.6888 

P12 0.7613 0.9524 0.7382 0.9432 0.9787 0.6920 0.9091 0.9581 0.7363 

P13 0.9201 0.8095 0.6508 0.9254 0.8531 0.5755 0.8941 0.7287 0.6356 

P14 0.7278 0.9133 0.7457 0.7572 0.9045 0.7151 0.5858 0.9386 0.7178 

P15 0.7731 0.9362 0.6501 0.8600 0.9333 0.7767 0.7825 0.9235 0.7116 

Mean 0.7661 0.8643 0.7183 0.8214 0.8974 0.7122 0.7792 0.8934 0.7090 

SEM 0.0213 0.0222 0.0126 0.0195 0.0159 0.0204 0.0230 0.0150 0.0124 

 Testing ANOVA assumptions: 

The classification performance and the residuals manifest a normal distribution (Shapiro 

Wilk test, p>0.008 for residuals), not presenting high variability between participants, except 

few outliers analyzed in the following. Only the NT-DT case show near-normality residuals 

(leptokurtic and left-skewed, respectively) for the Memory (p>0.008) and Visual imagination 

(p>0.0138) performances, observable in Fig. A.3.12.  These effects are not extreme overall, 

residuals do not emerge too far from normality and are generated by one outlier in each group 

(underlined values in Tab. A.3.1), therefore the effects can be disregarded due to the 

robustness of rm-ANOVA with respect to the normality assumption. 

                                                 
3 Note: Participants numbers here do not correspond with the data in Nicolae et al., (2017b), while two participants data have been 

initially rejected (originally P8 and P11) 
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Fig. A.3.12 The normal distribution graphs of the binary ERP-mCSP classifier performance. 

The normal probability plot of the data (left) and the histogram of the residuals for each class 

(right). Figure modified (scaled and color coded) from Nicolae et al., 2018, with permission. 

 

Considering homogeneity of variance checked with Barlettest, all groups variances 

are equal (p > 0.05), except the NT-ST group for the Language – Visual imagination variance 

comparison, p = 0.0302, which shows in Fig. A.3.13 slightly non-normality of the residuals 

(right skewed), given also by slightly unequal number of points between observed and fitted 

values in the linear model, and slightly unequal variances, differently spread between the 

sides of the mean predicted value of 0. The effect is not strong and can be overlooked due to 

equal sample sizes between groups, nearly  and the ratio of any pair of variances does not 

exceed 3.5 (rule of thumb; Dean and Voss, 1999). While Barlettest is very sensitive to non-

normality, the homogeneity is verified also with Levene test based on group medians, which 

is more appropriate, and shows significant homogeneity (F = 0.31; p > 0.58 Brown & 

Forsythe Test).  

The sphericity of data was detected as significant by Mauchly's test (p>0.27). 

 
Fig. A.3.13 The variance distribution graph of the residuals between Language and Visual 

imagination for the NT-ST group, considering binary ERP-mCSP classifier performance. 
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Tab. A.3.2 ERP-mCSP with SSD (JAD and OVR) multi-class classification performances 

with shrink rLDA over all conditions and participants4  

Partici

pant 
Memory Language Visual imagination 

 JAD OVR JAD OVR JAD OVR 

P1 0.4998 0.5153 0.6082 0.6227 0.5464 0.5655 

P2 0.6689 0.6595 0.5581 0.5630 0.5938 0.5994 

P3 0.6239 0.6150 0.5980 0.5808 0.5541 0.5536 

P4 0.6764 0.6826 0.6204 0.6407 0.6365 0.6435 

P5 0.5468 0.5602 0.6926 0.6932 0.6385 0.6415 

P6 0.6040 0.6103 0.6478 0.6476 0.5444 0.5611 

P7 0.4136 0.4193 0.5888 0.6058 0.5791 0.5948 

P8 0.5273 0.5262 0.5607 0.5733 0.5885 0.5920 

P9 0.5999 0.6112 0.6395 0.6346 0.7182 0.7024 

P10 0.6470 0.6671 0.6657 0.6458 0.6378 0.6356 

P11 0.6207 0.6194 0.6531 0.6670 0.6661 0.6830 

P12 0.6830 0.7209 0.7016 0.7206 0.6897 0.7016 

P13 0.5090 0.5204 0.5794 0.5627 0.4469 0.4409 

P14 0.6441 0.6447 0.6289 0.6416 0.5727 0.5957 

P15 0.6323 0.6400 0.6714 0.6698 0.6384 0.6500 

Mean 0.5931 0.6008 0.6276 0.6313 0.6034 0.6107 

SEM 0.0200 0.0204 0.0117 0.0122 0.0176 0.0174 

 Testing anova assumptions: 

Considering the multi classification JAD results, the residuals are normally distributed 

according to Shapiro Wilk test (p > 0.1244), 

Further, all groups have equal variances (p > 0.05 by Barlettest), except the language 

– visual imagination variance comparison, where p = 0.0149. This is observed in Fig. A.3.14 

by slightly non-normal distribution (unequal number of points between observed and fitted 

values, slightly right skewed). However, variances of the residuals are equally spread on 

either side of the mean predicted value, zero and ratios of any two variences are small, does 

not exceed three (Dean and Voss, 1999). In addition, homogeneity is significant with Brown 

& Forsythe Levene test (F = 1.6; p > 0.22). Based on these facts, the slight disturbance can be 

omitted. 

Considering data sphericity, the Mauchly's test result is positive (p > 0.4). 

                                                 
4 Note: Participants numbers here do not correspond with the data in Nicolae et al., (2017b), while two participants data have been 

initially rejected (originally P8 and P11) 
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Fig. A.3.14 The variance distribution graph of the residuals between Language and Visual 

imagination, considering the multi-class ERP-mCSP classifier performance. 

 

In the case when the normality and homogeneity failed badly, then the Kruskal-Wallis 

test is preferred instead of ANOVA (Kruskal and Wallis, 1952). 
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