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Abstract

Reconfigurable hardware is the primary component of electronic embedded
devices employed in several applications ranging from wireless communica-
tion to cloud computing. Due to their significant role these modern platforms
are targets of intellectual property (IP) piracy and tampering. Cloning of a
design or manipulation of its content is carried out by conducting physical
attacks (e.g., side-channel analysis and fault attacks) against these devices.
Although different countermeasures against physical attacks have been inte-
grated into the modern reconfigurable hardware, a proper protection mech-
anism on these platforms against semi-invasive attacks conducted from the
chip backside is still missing. The main and foremost reason that the chip
backside protection is ignored by the vendors is the misconception that semi-
invasive attacks cannot be scaled to the very latest nanoscale technologies
without further effort and cost. Moreover, it is assumed that integrating
novel hardware intrinsic-based solutions for key storage, such as Physically
Unclonable Functions (PUFs), make the conventional semi-invasive memory
readout techniques virtually impossible.

In this work, we investigate the susceptibility of Intrinsic PUF implementa-
tions on reconfigurable hardware to optical semi-invasive attacks from the
chip backside. We conduct different classes of optical attacks, particularly
photonic emission analysis, laser fault injection, and optical contactless prob-
ing. By applying these techniques, we demonstrate that the secrets gener-
ated by a PUF can be predicted, manipulated or directly probed without
affecting the behavior of the PUF. We further discuss the cost and feasibil-
ity of launching such attacks against the very latest hardware technologies
in a real scenario. We discuss why PUFs are not tamper-evident in their
current configuration, and therefore, PUFs alone cannot raise the security
level of key storage, as one would expect in the first place. Moreover, we
review the potential and already realized countermeasures, which can rem-
edy the security-related shortcomings of the PUFs and make them resistant
to optical side-channel and optical fault attacks. Finally, by making a few
modifications in the functionality of an existing PUF architecture, we present
a prototype of a tamper-evident sensor for detection of optical contactless
probing attempts.
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Zusammenfassung

Rekonfigurierbare Hardware ist die primére Komponente von elektronischen
Embedded-Geréten, die in mehreren Anwendungen eingesetzt werden. Auf-
grund ihrer bedeutenden Rolle sind diese modernen Plattformen Ziele des
geistigen Eigentums (IP) Piraterie und Manipulationen. Das Klonen eines
Entwurfs oder Manipulations seines Inhalts wird durch das physikalischer
Angriffe (z. B. Seitenkanalanalyse und Fehlerangriffe) gegen diese Chips
durchgefiihrt. Obwohl verschiedene Gegenmafinahmen gegen physikalische
Angriffe in die moderne rekonfigurierbare Hardware integriert wurden, fehlt
noch ein richtiger Schutzmechanismus auf diesen Plattformen gegen semi-
invasive Angriffe, die von der Chip-Riickseite durchgefiihrt werden. Der
wichtigste Grund dafiir, dass der Chip-Riickseite-Schutz von den Herstellern
ignoriert wird, ist der Missverstandnis, dass semi-invasive Angriffe nicht auf
die neuesten nanoskaligen Technologien ohne weitere Anstrengungen und
Kosten skaliert werden kénnen. Dariiber hinaus wird davon ausgegangen,
dass die Integration von neuartigen Hardware-intrinsischen Losungen fiir
Speicherung von Schliisseln, wie Physically Unclonable Functions (PUFs),
die konventionelle semi-invasive Speicherauslesungstechniken praktisch un-
moglich macht.

In dieser Arbeit untersuchen wir die Anfilligkeit von Intrinsic PUF-
Implementierungen auf rekonfigurierbare Hardware auf optische semi-
invasive Angriffe von der Chip-Riickseite. Wir fithren verschiedene Klassen
von optischen Angriffen, insbesondere Photonenemissionsanalyse, Laser-
fehlerinduktion und optische kontaktlose Untersuchung durch. Durch die
Anwendung dieser Techniken zeigen wir, dass die von einer PUF erzeugten
Geheimnisse vorhergesagt, manipuliert oder direkt untersucht werden kon-
nen, ohne das Verhalten der PUF zu beeintrachtigen. Wir diskutieren weiter
iiber die Kosten und die Machbarkeit der Durchfiithrung solcher Angriffe
gegen die neuesten Hardwaretechnologien in einem realen Szenario. Wir
diskutieren, warum PUFs in ihrer aktuellen Konfiguration nicht manipula-
tionssicher sind, und deshalb kénnen PUFs alleine die Sicherheitsstufe der
Schliisselspeicherung nicht erhohen, wie man es an erster Stelle erwarten
wiirde. Dariiber hinaus priifen wir die potenziellen und bereits realisierten
Gegenmafsnahmen, die die sicherheitsrelevanten Méangel der PUFs beheben
und gegen optische Seitenkanal- und optische Fehlerangriffe resistent machen
konnen. Schlieklich présentieren wir einen Prototyp eines manipulation-
ssicheren Sensors zur Frkennung optischer kontaktloser Untersuchung, in-
dem wir einige Anderungen an der Funktionalitiit einer bestehenden PUF-
Architektur vornehmen.
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Chapter 1

Introduction

1.1 Motivation and Background

Modern electronic embedded devices have become indispensable parts of our
daily lives. End user devices, such as smartphones, smartwatches, and smart
home appliances, gather data in an unprecedented way and make ubiquitous
computing feasible. Moreover, industrial internet of things (IoT) consist-
ing of robots, industrial controllers, and smart grids is the essential part
of our modern infrastructure. More data accumulations at the edge are
meaningless without deep learning and analysis of them in the cloud. Need-
less to say that devices at the edge communicate with data centers over a
low-latency and high-speed telecommunication infrastructure comprised of
routers and switches. While benefits of ubiquitous computing in our lives
are indisputable, there are several concerns regarding the security of de-
ployed electronic embedded devices in all parts of this huge network. A wide
variety of utilized embedded devices in consumer, industrial and military ap-
plications are targets of reverse-engineering and Intellectual Property (IP)
piracy. The primary motivation behind reverse-engineering is to get access
to the stored secrets and utilized IPs on the integrated circuits (ICs) to coun-
terfeit and overbuild the target products [91, 86]. Consequently, a great deal
of attention has to be paid to protect the employed secrets and IPs on the
embedded devices.

1.1.1 Reconfigurable Hardware

Embedded systems can be developed either by software or hardware imple-
mentations. While in the former case the desired functionality is realized
by running software on a microprocessor, in the latter case it is realized by
application-specific integrated circuits (ASICs). Although developing soft-
ware for a microprocessor is faster, updatable and less expensive in com-
parison to designing ASICs, the performance and the power efficiency of
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microprocessors are inferior to ASICs. A third alternative for developing em-
bedded systems is reconfigurable hardware, which combines the advantages
of both software and hardware implementations. Complex Programmable
Logic Devices (CPLDs) and Field Programmable Gate Arrays (FPGAs) are
the most popular instances of reconfigurable hardware. These platforms can
realize circuits from hundreds to millions of Boolean gates. CPLDs contain
fewer configurable logic resources than FPGAs, and therefore, are preferred
for realizing of lightweight applications. FPGAs, on the other hand, include
conventionally more resources and are employed for applications, which re-
quire substantial processing powers. Furthermore, to get even more powerful
platforms, FPGA vendors have made programmable System on Chips (SoCs),
in which microprocessors are integrated into the FPGA fabrics.

Digital signal processing, software-defined radios (SDRs), and cryptography
are a few examples of standard FPGA applications. Programmable SoCs
are now integrated into the switches of software-defined networks (SDNs)
to keep pace with changes in standards and protocols. Furthermore, they
are considered as the core of centralized radio access network (C-RAN) in
the 5G cellular networks. Embedded vision is another application of these
platforms, which is helpful in autonomous cars, medical imaging, and video
surveillance. More recently, internet giants start to integrate FPGAs and
programmable SoCs into their cloud computing platforms to adapt their
designs continuously to new artificial intelligence (AI) algorithms [1, 56].

Desired functionalities are configured and reconfigured on CPLDs, and FP-
GAs by a binary data called bitstream. In contrast to CPLDs, most FPGAs
do not contain any non-volatile memory (NVM) inside their packages. Due
to the lack of an internal NVM inside most of these devices, they cannot store
the bitstream internally. Hence, a bitstream has to be kept in an external
NVM and sent to the FPGA in an untrusted field upon each power-on. The
transmission of a bitstream in an adversarial environment can expose the
design if no protection is provided. Bitstream encryption is a conventional
countermeasure provided by the FPGA vendors to keep the design confi-
dential [88]. In this case, available Battery Backed RAMs (BBRAMs) and
eFuses on the FPGAs can be used to store the secret key for the decryption
of the bitstream.

1.1.2 Physical Attacks

To reverse-engineer a running application on a reconfigurable hardware, the
attacker needs to reconstruct the implemented design. However, in a real
attack scenario, the attacker might have access to neither the hardware de-
scription language (HDL) code nor the gate level netlist of application. Fur-
thermore, the bitstream is not available to the attacker, since either the



1.1. Motivation and Background 3

bitstream is transferred encrypted between NVM and FPGA or it is kept in
the internal NVM of the CPLDs and flash-based FPGAs. Thus, to get access
to the design, the attacker needs to launch physical attacks.

Side-channel analysis (SCA) [52], fault injection attacks [9], and microprob-
ing of the secret [33| are a few examples of the physical attacks, which can
be conducted against embedded devices. SCA exploits the leakage of infor-
mation during a cryptographic operation or key generation to extract the
secret key. Power analysis and Electromagnetic (EM) analysis are examples
of SCA methods, in which the attacker measure the electrical current and
EM radiations from the chip, respectively. In the case of fault injection at-
tacks, the attacker attempts to observe a faulty cryptographic operation or
key generation by feeding the chip with faulty data or forcing it to oper-
ate in a non-valid condition. For instance, by varying the supplied voltage
(i.e., voltage glitching), altering the frequency of the clock signal (i.e., clock
glitching), or flipping bits in the memory with a laser beam (i.e., laser fault
injection) the attacker can cause an erroneous operation of the target device.

A set of SCA and fault injection attacks can be carried out in a non-invasive
way, i.e.; it is not required to remove the package of the IC under attack and
only access to the pins of the device is required, which makes these attacks
inexpensive. On the contrary, the first step to conducting an invasive attack
is to remove the plastic or metallic package of the IC. Microprobing attacks
enable the attacker to make a direct physical contact with the transistors and
wires to extract the secrets. In this case, additional to the depackaging the
barriers for a physical contact, namely the metal layers on the frontside of
the IC or part of the silicon substrate on the IC backside, must be removed.
Hence, these attacks are considered as fully-invasive techniques. However, to
perform optical attacks, such as photonic emission analysis (PEM) or laser
fault injection (LFI), no physical contact with the transistors is necessary.
Although in principle semi-invasive attacks can be carried out from both
frontside and backside of the IC, the existing multiple interconnected layers
on the frontside of the modern ICs obstruct the optical paths from transistors
to the surface of the device. This fact makes the analysis of the target IC
from its backside more attractive to the attacker. In this fashion, if the
proper photon wavelengths are deployed, thinning or polishing of the silicon
substrate is not necessary anymore. Hence, these techniques are considered
as semi-invasive.

1.1.3 Physically Unclonable Function

Physically Unclonable Functions (PUFs) |66, 28] are introduced to mitigate
the vulnerabilities of common key storage and key generation technologies to
physical attacks on integrated circuits (ICs). On the one hand, PUFs exploit
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the existing manufacturing process variations on the chips to create virtually
unique fingerprints, which can be utilized for the device authentication, and
consequently, preventing the counterfeiting. On the other hand, these vari-
ations can be used as an entropy source to generate keys for cryptographic
primitives. In general, PUFs can be thought of as mappings, which produce
a response for a given challenge. Using PUFs eliminate the need for an NVM,
since no secret key is required to be permanently stored on the chip. In other
words, a secret key or signature is generated by feeding the PUF with a set
of challenges and activating it.

Among different classes of the PUFs, Intrinsic PUFs [48]| can be effectively
implemented on reconfigurable hardware without any extra manufacturing
costs using the existing resources on these platforms. Bistable PUFs and
delay-bases PUFs are the two main categories of Intrinsic PUFs. While the
former group exploits the metastability of the bistable circuits (e.g., SRAM
cells) as a fingerprint or an entropy source, the latter group utilizes the
propagation delay differences of the symmetrically designed circuits on the
chip to generate randomness and unique signatures.

An ideal PUF must have several features 48|, including unclonability, un-
predictability, and tamper-evidence (see chapter 2.1 for more details). While
unclonability deals with the assumption that the behavior of a PUF is nei-
ther physically nor mathematically clonable, unpredictability deals with the
inability of the attacker to predict the response of the PUF by observing a
set of challenge-response-pairs (CRPs). Moreover, tamper-evidence means
that if the attacker launches a semi- or fully-invasive attack against a PUF,
the challenge-response behavior of the PUF is altered with a high probability
leading to the destruction of PUF and loss of secret key or fingerprint.

PUFs can be employed on reconfigurable hardware to generate a key for
decryption of an encrypted bitstream and bind it to a unique hardware.
Besides, it can be used as the fingerprint of the reconfigurable hardware for
authenticate purposes. The designers can deploy PUFs for their security
applications as well, by including a PUF configuration in the bitstream.

1.2 Problem Statement

It has been demonstrated that the bitstream encryption of different se-
ries of FPGAs are vulnerable to the SCA, and therefore, the secret key
can be successfully recovered [60, 38, 61]. If no proper integrity checking
mechanism is implemented for the encrypted bitstreams, bitstreams are vul-
nerable to fault injections as well, as the adversary can flip any arbitrary
bits of the bitstream to inject a fault into the computation of the applica-
tion [80]. Moreover, BBRAMs and eFuses of SRAM-based FPGAs, as well
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as flash memory of CPLDs and flash-based FPGAs could be vulnerable to
semi- and fully-invasive attacks [88]. Side-channel resistant decryptors, key
rolling techniques, and asymmetric authentication schemes have been imple-
mented on the most recent generations of FPGAs to assure the confiden-
tiality and integrity of the bitstream against side-channel and fault injection
attacks |67, 47|. Additionally, proprietary soft security monitoring IPs pro-
vided by FPGA vendors utilize the dedicated sensors inside the FPGAs to
monitor the integrity of the device during runtime [92, 58|. However, a proper
physical protection on the backside of these modern platforms is still missing
to prevent semi- and fully-invasive attacks.

There are good reasons for reconfigurable hardware vendors to be less con-
cerned about the security of the IC backside. First, the latest generations
of the SRAM-based FPGAs are manufactured with 16 and 14 nm process
technologies [32, 19]. It is believed that the conventional invasive attacks
from the IC backside have limited resolution and cannot be scaled efficiently
along with the trend of shrinking transistor technologies. However, in parallel
to shrinking size of transistors high-resolution techniques have been devel-
oped in the failure analysis to debug the nanoscale technologies. This novel
techniques can be deployed to mount an attack against the modern ICs.

Second, it is believed that PUFs raises the security level of the key storage
on the reconfigurable hardware against invasive attacks [57, 67, 46| since no
secret key is permanently stored on the chip to be read out by the attacker.
Furthermore, it is assumed that PUFs are tamper-evident and any invasive
attempt to characterize the PUF or probe the PUF responses destroys the
PUF, which leads to the loss of the secret. The latter assumption is proved
to be invalid since a set of attacks in the literature has been reported, which
could break the security of a set of PUF architecture by semi-invasive and
fully-invasive attacks |54, 34, 64].

Finally, it is assumed that semi-invasive attacks are much more expensive
than other classes of attacks regarding equipment’s cost and the required
time for reverse-engineering Hence, vendors do not consider these attacks
as a real threat to their products. While it is true that these attacks are
more expensive than other conventional attacks, their cost is generally over-
estimated. In the literature different semi-invasive experimental setups have
been demonstrated, whose costs are affordable for small-scale organizations.
It is worth to mention the required setup can be rented from failure analysis
labs or universities with an operator with a few hundred dollars per hour.
Accordingly, these types of equipment are not necessarily to be possessed by
the attacker.
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1.3 Scientific Contribution

The aim of this work is to demonstrate that only replacing the NVMs (i.e.,
flash memories, eFuses, and BBRAMs) with PUFs does not raise the security
level of the reconfigurable hardware being vulnerable to semi-invasive attacks
from the IC backside. In this work, we evaluate the security of different PUF
instances in two separate scenarios: (i) a PUF instance is designed by the user
in HDL as a part of a larger application and configured in the reconfigurable
hardware via bitstream, (ii) a PUF is deployed either by the vendor or the
user inside the FPGA to store part of a secret key, which is utilized to
decrypt the encrypted bitstream. In the former scenario, we assume that
the adversary has access to an open interface, where she can feed arbitrary
challenges to the PUF and read out the responses of it non-invasively, In the
latter scenario, no electrical and non-invasive access to the challenges and
responses of the PUF is available to the attacker.

For the first scenario, we present two attacks against delay-based PUFs ap-
plying PEM and LFI techniques. First, we deploy the PEM technique to
characterize and predict the behavior of a delay-based PUF. Next, we demon-
strate how the LFI technique can be employed to launch a modeling attack
against a delay-based PUF, which is resistant to modeling attacks. Besides,
we show how an attacker can adversely affect the entropy of the responses of
a PUF with the help of LFI. For the second scenario, we present an attack
based on optical contactless probing, which enables the attacker to probe
the responses of an arbitrarily chosen PUF. We evaluate the feasibility of
all attacks by conducting them against Proof-of-Concept (PoC) PUF imple-
mentations in different reconfigurable hardware.

Based on the achieved results, we review possible protection schemes against
the mounted attacks. Fortunately, in response to our presented PEM and
LFT attacks effective countermeasures have been proposed and realized in the
literature to protect the PUF. Moreover, we discuss why PUFs, in their cur-
rent shapes, cannot be deployed as anti-tamper sensors against semi-invasive
attacks. Hence, we propose a small modification to one of the existing Intrin-
sic PUF architectures to make it tamper-evident against optical contactless
probing.

1.4 Thesis Structure

This thesis is organized as follows: Chapter 2 presents background infor-
mation on the PUFs, reconfigurable hardware, and semi-invasive attacks.
Moreover, the related work is reviewed. In chapter 3, the utilized experi-
mental setups for different experiments are presented. Chapter 4 introduces
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the PEM attack against the delay-based PUFs. Chapter 5 presents the LFI
attack against the delay-based PUFs. In chapter 6 an attack on PUFs based
on optical contactless probing is introduced. Furthermore, the prototype of
a PUF-based sensor for detection of optical probing attacks is presented.
Finally, in chapter 7 we conclude the thesis and provide insights for future
work.






Chapter 2

Background

In this chapter, we first review the definition of an ideal Physically Unclon-
able Function (PUF) and explore the functionality of two popular delay-
based PUFs, namely Arbiter PUF and ring-oscillator (RO) PUF. Second,
we study the internal architecture of reconfigurable hardware and discuss
the security issues of FPGAs during configuration. Moreover, we survey the
PUF implementations on these platforms. Afterward, we review the optical
semi-invasive techniques, which are used in this work to attack PUF imple-
mentations on reconfigurable hardware. Finally, we review the related work
in the literature. All provided background information in this chapter is
previously presented in [85, 82, 84, 81, 45, 83|.

2.1 Physically Unclonable Functions

Here we briefly describe the essential characteristics of an ideal PUF, and for
a formal foundation and the formalization of the security of PUFs, we refer
the reader to [8].

Definition 1 Let C = {0,1}" and Y = {0,1} be the set of challenges and
the set of responses, respectively. A PUF can be represented by the function
frur : C — Y where fpyp(c) =y, cf. [50]. Note that fpyr is not a one-
to-one mathematical function. Ideally, fpyr aims to provide the following
security-related properties.

1. Evaluable: fpyp can be evaluated in polynomial time.

2. Unique: for a given PUF instance, the mapping fpyr is instance-
specific.
3. Reproducible: applying same challenges to fpyr results in “close” re-

sponses with respect to a chosen distance metric.

4. Unclonable: for a given PUF fpyp it is (almost) impossible to construct
another mapping (i.e., physical entity) gpyr so that “gpyr =~ fpyr”.
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FIGURE 2.1: Schematic of an Arbiter PUF

5. Unpredictable: for a given set U = {(ci,yi) | vi = frur(ci)}, it is
(almost) impossible to predict a response y, = fpyr(c,), where ¢, is a
random challenge and (¢, y,) ¢ U.

6. One-way: for a given random PUF instance y = fpyr(c), where ¢ is
drawn from a uniform distribution on {0,1}", we have

Pr[A(fpur(c)) = c] < 1/p(n),

where p(+) is any positive polynomial. In other words, it is hard to find
¢, if the respective response of a random instance of the PUF family is
known, and the adversary can evaluate the PUF a polynomial number

of times [48].

7. Tamper evident: physical altering or modifications of the physical entity
embedding fpyr transforms it to fpp such that with high probability

fpur # frur

The current types of PUFs can only partially fulfill the requirements men-
tioned above. Many different PUF architectures have been proposed in the
literature. Intrinsic PUFs [48| are one of the primary and popular classes of
the PUFs since they can be effectively implemented on the embedded devices
without any additional manufacturing processes. Intrinsic PUFs can gener-
ally be classified into two distinct classes: bistable PUFs and delay-based
PUFs [48]. The former is based on bistable circuits such as SRAM memory
cells, while the latter relies on intrinsic differences in propagation delays of
symmetrically designed wires and transistors on the chip. Arbiter PUF and
RO PUF are two widely deployed delay-based PUFs in the reconfigurable
hardware.

2.1.1 Arbiter PUF

Arbiter PUF families exploit the slight delay differences of two symmetrically
designed paths on the chip to generate binary responses [41]. A single Arbiter
PUF consists of multiple serially connected stages and an Arbiter at the end
of the chain, see Fig. 2.1. Each stage in this architecture contains two signal
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FIGURE 2.2: Schematic of an XOR Arbiter PUF

outputs, two signal inputs, and a single challenge input. The inputs of the
first stage of the Arbiter PUF are connected to a common enable signal. By
giving an electrical pulse as an enable signal, two signals propagate on two
similar paths to the end of the chain. The signal propagates through the
crossed paths inside a stage if the challenge input is set to 1. Otherwise,
the direct paths are utilized. Although the nominal delays of direct paths
and crossed paths are equal (i.e., §;, = 0;, and &;, = 0;,) the propagation
delay on one of the paths can be longer or shorter due to imperfections on
the chip. Hence, different challenges result in different propagation delays
at the outputs of the last stage. Finally, regarding the arrival time of the
signals on the outputs of the final stage, the Arbiter generates a binary
response. The primary physical security assumption of an Arbiter PUF is
that an attacker cannot measure the internal delays within the stages of the
Arbiter PUF without destroying the PUF itself, i.e., changing its challenge-
response behavior. In this case, the attacker can only try challenges from an
exponential space and observe the respective responses.

Due to its relatively large challenge space, Arbiter PUFs are considered
promising candidates for authentication protocols [20]. However, it is known
that Arbiter PUFs are vulnerable to machine learning (ML) attacks [41]. An
attacker can model the internal delays of an Arbiter PUF by applying an
ML algorithm to a set of CRPs. As a countermeasure, the XOR Arbiter
PUF has been introduced to impair the effectiveness of ML attacks [79]. An
XOR Arbiter PUF has k parallel Arbiter chains, each with n stages and an
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Arbiter, see Fig. 2.2. The joint binary response is generated by XOR-ing
the responses of all individual Arbiter chains. In this case, only the joint re-
sponse is available, and the responses of each single Arbiter PUF are hidden
from the attacker. XOR Arbiter PUFs cannot be learned in a polynomial
time if the number of Arbiter PUFs in this architecture are larger than a
threshold [25].

2.1.2 Ring-Oscillator PUF

RO PUFs [79] are another delay-based PUFs exploiting the intrinsic timing
differences on the chip. A ring-oscillator circuit consists of an odd number
of inverters gates and optionally an AND gate to activate or deactivate the
circuit. An RO PUF consists of n independent ring-oscillators with the same
number of gates, where all ring-oscillators are connected to an n-to-2 mul-
tiplexer, see Fig. 2.3. Although all ring-oscillators have the same lengths,
their oscillation frequencies are slightly different due to the manufacturing
process variations on the chip. By applying challenges to the multiplexer, a
ring-oscillator pair is selected, and their outputs will be connected directly to
the clock inputs of 2 binary counters. The counters count the number of the
rising edges of the signals at the outputs of the ring-oscillators. Because of a
difference in frequencies, counters deliver different values after a predefined
period. Finally, a comparator compares the states of the counters and gen-
erate a binary response. The central physical security assumption of an RO
PUF is that an attacker cannot precisely measure the oscillation frequencies
of ring-oscillators and predict the outputs of the PUF.
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2.1.3 Are PUFs Tamper-Evident?

PUFs are believed to be tamper-evident against invasive attacks. Being
tamper-evident against fully-invasive attacks have been experimentally veri-
fied for optical and coating PUFs [68, 89]. However, they cannot be integrated
into most platforms without additional manufacturing steps, and therefore,
they are not considered as Intrinsic PUFs [48]. Unfortunately, for Intrinsic
PUFs, limited information on tamper-evidence is available in the literature.
Fortunately, results on effects of semi-invasive analysis on circuits similar to
delay-based PUFs can be found in the literature related to the failure analy-
sis. It has been shown that mechanical stress from depackaging and substrate
thinning have negligible effects on the absolute and relative frequencies of
ring-oscillators [14]. In another experiment, it has been reported that re-
moving most of the bulk silicon, down to the bottom of the n-wells, does
not alter the delays of the inverter chains [74]. Moreover, different successful
semi-invasive attacks have been reported on silicon intrinsic PUF instances
without affecting the challenge-response behavior of the PUFs [54, 34, 64].
On the other hand, PUF developers do their best to mitigate the noisy re-
sponses of the PUF by different error correction techniques [49, 37|. Hence, if
the physical tampering changes a few CRPs, they will be corrected by error
correction methods. Consequently, semi-invasive attacks do not destroy the
Intrinsic PUFs.

2.2 Reconfigurable Hardware

Programmable Lookup Tables (LUTS), registers, and routing switches are
the basic components of programmable logic devices. Several LUTs, each
with multiple inputs and one output, are responsible for the configuration
of combinatorial logic functions. A 4-input LUT, which contains 16 SRAM
cells can be seen in Fig. 2.4. The inputs of the LUT can be regarded as the
addresses of SRAM cells, which access the stored values by multiple multi-
plexers. To realize sequential logic functions dedicated programmable regis-
ters can be utilized. Furthermore, routing of different signals between LUTs
and registers is configured by programmable switches on the chip. CPLDs
and FPGAs are popular popular instances of reconfigurable hardware. The
architectures of modern CPLDs and FPGAs are virtually similar. However,
the main architectural differences between these two devices are related to
their logical sizes, routing complexities and dedicated peripherals. Generally,
CPLDs contain less logical resources than FPGAs, and hence, are preferred
for less complex computing applications.
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FIGURE 2.4: Schematic of a 4-input Lookup Table

Reconfigurable hardware is programmed and configured by a bitstream, which
is generated by an application designer. While CPLDs and flash-based FP-
GAs have internal NVM to store configuration data in the same package,
SRAM-based FPGAs do not contain any NVM inside the package, and there-
fore, are not capable of storing the bitstream [88]. Therefore, the bitstream
has to be stored in an external NVM and loaded into the SRAM-based FP-
GAs upon each power-on in an adversarial environment. Even if the firmware
of CPLDs and flash-based FPGAs require updates, their upgraded bitstream
has to be transmitted from an external NVM to the device in an untrusted
field. Transferring bitstreams in plaintext can divulge the designs and IPs to
an adversary. As a result, bitstreams have to be kept confidential.

2.2.1 Security during Configuration

Bitstream encryption is a conventional solution to prevent the IP piracy dur-
ing FPGA configuration. To enable the bitstream encryption a secret red
key (i.e., an unencrypted key) is transferred to the FPGA in a safe envi-
ronment, see Fig. 2.5(a). This key will be stored either in the BBRAM or
eFuses inside the FPGA. At the same time, the application design is en-
crypted in the integrated development environment (IDE) software by the
red key and stored in an external NVM. Each time the FPGA is powered
up in the untrusted field, the encrypted bitstream is transmitted to the chip,
and it will be decoded by a decryption core and the stored red key inside
the chip. Although this technique raises the security of the bitstream trans-
mission against interception, it has been demonstrated that the decryption
cores on different FPGAs are vulnerable to EM and differential power anal-
ysis (DPA) [60, 38, 61]. Moreover, the key storage technologies on FPGAs
such as eFuses are susceptible to semi-invasive attacks and can be read out
with a scanning electron microscope (SEM) [88].

Utilizing updatable protected soft decryption cores, asymmetric authenti-
cation, and key rolling can defeat non-invasive side-channel attacks, such
as DPA and EM analysis [67]. Moreover, PUFs [28, 66] can remedy the
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FIGURE 2.5: (a) Bitstream encryption and decryption using
a red key [88]. (b) Bitstream encryption and decryption
using a black key, PUF key and red key [67].

shortcomings of insecure storage in modern FPGAs [88]. PUFs can be used
for secure key generation and key obfuscation in an untrusted environment,
where the adversary has access to the device and is able to mount a physical
attack. Additionally, PUFs can be deployed as unique identifiers to prevent
cloning and spoofing [77, 29, 30, 47, 96]. In the latter case, the used IPs in
the application design can be coded to operate only on a specific device.

PUF and DPA-resistant decryptors can be realized either by dedicated logic
inside the FPGA in the form of ASIC (i.e., hard cores) or by configuring
the FPGA logic cells (i.e., soft cores). Although the principle of using PUFs
for key obfuscation and DPA-resistant decryptors to defeat SCA are similar
among different FPGA vendors, the implementation details differ. In this
work, we explain the red key wrapping technique using soft PUFs and soft
decryptors, which is deployed by Xilinx SoCs [67]. In the trusted field a
boot loader containing the red key and a soft PUF IP is transferred into the
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volatile configuration SRAM of the FPGA. After the boot loader is loaded,
the PUF is configured on the programmable logic of the device, and its
responses are used in conjunction with the red key to generate the black
key [67], see Fig. 2.5(b). The black key generated in this way can only be
converted back to the red key with the correct, chip-specific, internal-only
PUF response (i.e., PUF key). Hence, the black key can then be stored safely
in an insecure NVM, and the red key will only exist as volatile, internal-only
data.

In the untrusted field, an encrypted first stage boot loader containing the
black key, the same soft PUF IP, and a DPA-resistant decryption IP core is
loaded into the device. The chip-specific PUF response is then used to un-
wrap the black key and generate the red key on the fly. In the second phase,
the encrypted configuration bitstream is transferred to the device and will
be decrypted by the red key inside the FPGA. In this case, the decryption
IP core can be updated against future side-channel analysis threats. Fur-
thermore, the soft PUF in conjunction with the black key provides volatile,
internal-only and updatable key storage, and therefore, the red key is in
memory only during the configuration of the device.

2.2.2 PUF Implementations on FPGAs

Current FPGA market leaders, namely Xilinx, Intel/Altera and Microsemi,
have already started to integrate PUFs into their latest products [57, 67, 46].
Hard SRAM PUFs from Intrinsic-ID Inc. have been integrated into the
Microsemi SmartFusion2, IGLOO2 and PolarFire FPGAs [57, 59]. A similar
SRAM PUF from Intrinsic-ID Inc. is implemented on Intel/Altera Stratix 10
SoCs and FPGAs [46]. Recently, Verayo Inc., a delay-based PUF developer
company, announced that it will provide Xilinx Ultrascale+ SoCs and FPGAs
with their PUF technology [90]. Since Xilinx has patented previously a key
generation technique based on hard RO PUFs [87|, most probably the PUF
will be an RO PUF variant. Currently, the Xilinx Zyng-7000 SoCs enables the
user to implement soft PUF IP cores as well as DPA-resistant soft decryptor
IPs to protect the red key during configuration [67]. Furthermore, selected
Microsemi flash-based SmartFusion2 and IGLOO2 FPGAs can be utilized
as a Root of Trust (RoT) to transfer soft PUF IP cores to target SRAM-
based FPGAs for secure authentication [47]. Soft PUFs can be purchased
from third-party developers, such as Verayo Inc. [4], Intrisic-ID Inc. [3], and
Helion Technology Limited. [2].



2.3. Semi-Invasive Attacks 17

2.3 Semi-Invasive Attacks

2.3.1 Photonic Emission Analysis

Complementary metal-oxide semiconductor (CMOS) ICs consist of individ-
ual n-type and p-type metal-oxide semiconductor (MOS) transistors con-
nected to realize different logic gates. In any logical state of such a CMOS
gate, the static current consumption is minimized because at least one tran-
sistor on the path between VDD and GND is in off region. Only during
switching events, transistors pass through saturation for a short period. In
saturation, MOS transistors emit photons due to carriers traveling through
the space charge region near the drain diffusion [13]. The emission intensity
depends on the applied voltages, conducted current, and time spent in sat-
uration. Due to the different characteristics of holes and electrons, n-type
transistors emit significantly more photons at the same conditions in com-
parison to p-type transistors. Hence, only changes in the logic state of n-type
transistors will usually be visible during PEM.

In modern IC designs, multiple interconnect layers obstruct the optical path
from the transistors drain region to the surface of the device. Hence, it
is nearly impossible to observe photon emissions from the frontside of the
chip. Nevertheless, photon emissions can also be observed through the silicon
substrate of the IC backside. However, silicon is highly absorptive for the
photons with higher energy than the bandgap energy, and therefore, near
infrared (NIR) photons only will remain for analysis.

2.3.2 Laser Fault Injection

Generating electron-hole pairs by passing a laser beam through silicon is
called the photoelectric effect. This phenomenon is occurred only by photons,
whose energies are greater than the silicon band-gap energy. However, similar
to other optical attacks, the LFI attacks are preferred to be carried out from
the IC backside through the silicon substrate. Hence, the laser wavelength
must be chosen from the NIR spectrum.

Depending on the laser power and its spot location on the IC, the generated
electron-hole pairs might be recombined and leave only a negligible effect on
the behavior of the target IC [69]. However, if the right location and power
are selected, they can cause a Single Event Effects (SEE) and create an
electrical current [69]. In this fashion, having a laser shot at specific regions
of a SRAM cell can flip the stored value in it.

An attacker can use this principle to attack the SRAM-based LUTs of CPLDs
and FPGAs. Inside the reconfigurable hardware the n-input SRAM-based
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FIGURE 2.6: Fault injection into LUT configuration.

LUTs store 2™ binary configuration values to realize n-input combinational
logic functions, see Fig. 2.4. Thus, one can implement 2(2*) different com-
binational logic functions within each LUT. It is clear that any changes in
the state of the configuration bits of a LUT lead to a different logic function.
An attacker can alter the logical function of a gate by inducing a fault into
one or more SRAM cells of a target LUT. For instance, a 4-input OR gate
is realized by storing OxFFFE in the SRAM cells of a LUT [44], see Fig. 2.6.
Inducing a fault into the cells 0 and 15 of the SRAM results in obtaining a
NAND gate.

2.3.3 Optical Contactless Probing

Laser Voltage Probing (LVP) and Laser Voltage Imaging (LVI) techniques
have been introduced in the field of failure analysis to debug the nanoscale
transistors from the backside of the chip in a contactless way. Therefore,
they are referred to optical contactless probing techniques. While LVP can
be used to directly probe the electrical signals on the transistors, LVI can
be employed to create an activity map of active circuits. In both cases, the
laser photons with NIR wavelengths pass through the silicon substrate from
the IC backside to reach the transistors, which leads to a partial absorption
and a partial reflection of the laser beam. In the case of LVP, the reflected
light is modulated based on the electrical signal on a node, and it can be fed
to an optical detector to measure its intensity, see Fig. 2.7. In this way, the
data passing through a node can be probed. Since the light modulation is
insignificant, the signal should be measured several times and averaged by
running the device in a triggered loop. In this case, a sufficient signal to
noise ratio can be achieved.

For performing the LVI, on the other hand, the reflected light is fed to a
spectrum analyzer with a narrow band frequency filter while the laser scans
the device. In this case, the detector signal is not averaged. The laser beam
is scanned across the Device under Test (DUT) using galvanometric x/y
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mirrors, and the filter output of the spectrum analyzer is sampled for every
scanned pixel. Subsequently, a control PC is used to assemble the sampled
frequency filter values into a 2D image using a grey-scale representation. If
an electrical node operates at the frequency of interest, it will modulate the
light reflected with the same frequency, which will be able to pass through
the frequency filtering spectrum analyzer. As a result, the nodes with a
switching frequency equal to the frequency filter show up as white spots in
the LVI image leading localization of them on the chip.

2.4 Related Work

Although unclonability and unpredictability are the essential requirements for
the PUFs [8], previous work in the literature has demonstrated how different
PUFs can be attacked and cloned. Bistable PUFs, such as SRAM PUFs, can
be read out by photonic emission analysis and physically cloned by a Focused
Ion Beam (FIB) circuit edit [34]. Moreover, it has been shown that SRAM
PUFs can be read out by laser stimulation [64|. Besides, SRAM PUFs are
also vulnerable to remanence decay in volatile memories [65]. Finally, the
vulnerabilities of the SRAM PUFs in general as a replacement for non-volatile
memory are reviewed in [35].

In contrast to settling-state-based PUFs, delay-based PUFs (e.g., Arbiter
PUF and RO PUF families) are believed to be resistant to physical cloning,
due to their more complex and interconnected structures. The main as-
sumption of timing-based PUFs is that only fully-invasive techniques enable
an attacker to measure the individual delays within the PUF structure. This
kind of attacks might alter the physical properties of the silicon substrate,
which leads to undesirable changes in the CRP behavior of the PUF. How-
ever, they can still be characterized by various means. For instance, RO
PUFs are vulnerable to the EM side-channel attacks [55, 54, 53] and model-
ing attack [24]. Arbiter PUFs have been a target for mathematical modeling
attacks. Thus, the known attacks in the literature try to simulate the CRP
behavior of the PUF and build a mathematical clone of it. Modeling attacks
require a subset of CRPs to create a model on that and predict the PUF
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responses for all possible challenges [41]. It has been reported that an Ar-
biter PUF under the Deterministic Finite Automata (DFA) representation
can be Probably Approximately Correct (PAC) learned with a given level of
accuracy and confidence [26].

The modeling attacks become more difficult by introducing non-linearities
to the PUF delays and responses. Two example of non-linear PUFs are
Feed-forward Arbiter PUFs [42] and XOR Arbiter PUFs [79]. However, a
successful modeling attack on XOR Arbiter PUFs with a limited number of
Arbiter chains using logistic regression (LR) algorithm is reported [70]. In
another attempt, by PAC learning the XOR Arbiter PUF with the Perceptron
algorithm, a theoretical limit as a function of the number of PUF stages and
the number of chains for pure modeling attack could be found [25]. Although
pure modeling attacks fail to learn larger XOR Arbiter PUFs, a combined
modeling attack based on a higher number of CRPs with timing and power
side channel information can successfully break XOR, Arbiter PUFs up to 14
Arbiter chains [72]. In another approach, the noise in the response of the
Arbiter PUF was exploited as a side channel information to model the CRP
behavior of the single Arbiter PUF [21]. The idea of using noise as a helper
information to enhance modeling attacks is further developed by changing
the temperature [22] and supply voltage of the chip [11] to induce more
noise in the PUF responses. Furthermore, it has been shown that individual
chain of an XOR Arbiter PUF can be separately learned by using the noise
information in the CMA-ES algorithm [10].
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Chapter 3

Experimental Setup

In this chapter, we present the deployed reconfigurable hardware and PoC
PUF implementations on them for our experiments. Afterward, we intro-
duce the electrical and optical setups used for PEM, LFI, and LVP/LVI.
All presented experimental setups in this chapter are previously presented
in |85, 82, 84, 81, 45, 83].

3.1 Devices under Test

3.1.1 Intel/Altera MAX V CPLD

The first group of deployed devices under test were Intel/Altera MAX V
CPLDs with part number 5M80ZT100C5N manufactured in a 180 nm pro-
cess [5]. These samples were used in the PEM and LFI experiments. In this
sample all Logic Elements (LE) contain 4-input LUTs and a dedicated regis-
ter. The LEs in this device are arranged in groups of 10 inside a Logic Array
Block (LAB). A 100 pin TQFP package was selected to simplify the sample
preparation. All samples were prepared using an Ultratec ASAP-1 polishing
machine. This approach allows selective die thinning of packaged samples
without the need for re-bonding the samples. The samples were thinned to
approximately 30 pm in substrate thickness and were inversely soldered to
a custom PCB, see Fig. 3.1(a). Altera MAX V CPLD contains an internal
NVM to store the configuration. A JTAG connection was used to write the
configuration into the NVM.

3.1.2 Intel/Altera Cyclone IV FPGA

The second groups of deployed devices under test were Intel/Altera Cyclone
IV FPGAs with part number EPACE6E22C8N manufactured in a 60 nm pro-
cess [6]. We chose the Cyclone IV since it is similar in architecture to the
MAX V. This enables us to utilize the same PUF implementations, which
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(a) Altera MAX V (b) Altera Cyclone IV

FIGURE 3.1: Devices under Test: (a) A MAX V CPLD in
180 nm process manufactured by Altera. (b) A Cyclone IV
FPGA in 60 nm process manufactured by Altera.
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FIGURE 3.2: Implementation of an Arbiter PUF by two
independent inverter chains. Each challenge bit is connected
to all don’t-care inputs of the utilized LUT.

allows us a direct comparison. These samples were used in the PEM and
LVP /LVI experiments.

In this sample, all LEs contain 4-input LUTs and a dedicated register. The
device contains 6272 LAB with 16 LEs each. We chose the 144 pin TQFP
package in order to simplify the sample preparation. The first step of prepa-
ration was the removal of the exposed ground pad on the backside of the
package. The samples were then thinned by an Ultratec ASAP-1 polishing
machine to a remaining silicon thickness of 25 pm. In the second step, the pre-
pared samples were inversely soldered to a custom PCB, see Fig. 3.1(b). Bond
wires originally leading to the exposed ground pad were then reconnected us-
ing silver conductive paint. Since Intel/Altera Cyclone IV is an SRAM-based
FPGA, no internal NVM in the chip package is available. Hence, a JTAG
connection was used for configuring the FPGA after each reboot.
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FiGUure 3.3: A LUT is realized by multiple multiplexers,
which are controlled by the data inputs. The output of the
LUT is loaded from the existing SRAM cells inside the LUT.
By connecting don’t-care inputs A, B and C to a single bit
challenge and connecting the input D to the output of pre-
vious stage, only two routes can be selected based on the
challenge value.

3.2 Hardware Implementations

3.2.1 Standalone PUF Implementations

For the PEM and LFI experiments in chapters 4 and 5, standalone PUFs,
namely Arbiter PUFs and RO PUFs, have been realized on the CPLDs and
FPGAs. In the case of Arbiter PUF, each stage can be realized by two
digital multiplexers on the chip. Although this design can be implemented
in an optimal way on an ASIC, it causes delay imbalances for upper and
lower PUF chains on an FPGA. Moreover, the effect of the routing between
the LUTs on the PUF response is more influential than the effect of intrinsic
delay differences on the individual devices [63]. A better Arbiter PUF design,
which is more suited for FPGAs, can be realized by two independent buffer
or inverter chains as proposed in [51], see Fig. 3.2. In this case, each stage
requires two LUTs. One input of each LUT is configured as the input for
the incoming signal from the previous stage and all other don’t-care inputs
are connected together to a single challenge bit, see Fig. 3.3. As a result, by
applying a challenge bit, two different routes inside the LUT can be involved.
Each stage is placed manually in a way to make the total timing of PUF
chains as symmetric as possible.

The arbiter can be implemented by dedicated registers inside the CPLD or
FPGA. However, if the delay differences between upper and lower chains are
less than the precision of the register, the arbiter will be in a meta-stable
condition. Moreover, the propagation delays of data and clock lines inside the
registers are different, and consequently, the delay differences of the upper
and lower chains will be biased at this point. Thus, for our experiment we
read out the response of the PUF directly by measuring the overall delays
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FIGURE 3.4: A simplified schematic of a ring-oscillator pair
in the RO PUF construction. After a predefined period of
oscillation, the states of both counters are compared to each
other to generate a binary response.

of both chains with the help of a Time-to-Digital converter (TDC) by either
capturing photons from the transistors terminating the Arbiter PUF chain
or measuring directly the arrival of the electrical signals at the outputs of
the final stage.

In the case of RO PUF, ring-oscillators can be implemented as a logic circuit
comprised of an odd number of LUTSs, which are configured as inverters,
connected in series to form a ring. The output of the last LUT is fed back
to the input of the first LUT. Due to the odd number of inverters, as long
as the circuit is powered up, every inverter-configured LUT continuously
oscillates between 0 and 1. For the LFI experiments, ring-oscillators with
five inverters plus one logical AND gate for enabling and disabling the ring
have been implemented. The entire circuit of each ring-oscillator was placed
within a single LAB, and each inverter was placed in an individual LE within

the LAB.

Binary counters using dedicated registers of the CPLD or FPGA can measure
the frequency of the individual ROs in a predefined interval. However, to
have a higher precision, we measured the frequency of all ring-oscillators
directly by oscilloscope and spectrum analyzer. In this case, the outputs of
the ring-oscillators were connected directly to the pins of the chip for a direct
electrical measurement.

3.2.2 Red Key Calculation

For the LVP and LVI experiments in chapters 6 we have implemented an RO
PUF and a red key (see chapter 2.2.1.) calculation on the FPGA. To make
the design less complex, we have connected the outputs of the ROs directly
to individual counters, see Fig. 3.4. Each ring-oscillator in our design has
been realized with 21 inverters. All components of the ROs and the counters
have been placed manually inside the FPGA using the Altera Quartus II
integrated development environment. The LEs in every ring-oscillator were
placed as close as possible, directly next to each other. We have emulated
the rebooting and configuration of the FPGA by adding a reset signal to
our implementation. The black key and PUF key in our design have 8-bit
length. As discussed in Sect. 6.1, unwrapping the black key can be carried
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out either in a parallel or serial way. Hence, for the first scenario, we have
implemented the red key generation by XORing all values of the black key
with the PUF key in parallel, see chapter 6.1.1. For the second scenario, we
have realized two shift registers for the black key and PUF key, where those
values are shifted serially to an XOR gate and the result is shifted into the
red key registers.

3.2.3 PUF-based Sensor

To design a PUF-based sensor for LVP and LVI detection in chapters 6 we
implemented a 16-bit RO sum PUF comprised of 32 ROs on the FPGA. Each
RO in our design comprised of 5 inverters. The ROs were placed manually
and distributed all over the FPGA silicon area, which utilized about 15% of
FPGA resources. The frequencies of ROs are measured by 16-bit counters.
The challenges are transmitted from a laptop via the UART protocol to the
FPGA and the generated responses are sent back on the same channel to the
laptop.

3.3 Optical Setup

3.3.1 Photonic Emission Analysis Setup

The experimental setup consists of an optimized infrared microscope equipped
with a Si-CCD camera and an InGaAs avalanche diode as detectors for spa-
tial and temporal analysis [75], see Fig. 3.5. The Si-CCD is cooled down
to —70°C to minimize dark current. This allows long exposure times to
accumulate enough photons from the weak hot carrier emission. Since the
integration time of CCD camera is several seconds and the readout speed of
its sensor is limited, the Si-CCD camera is used for spatial photonic emission
analyses only. Hence, a very fast infrared detector is required for the tempo-
ral photonic emission analysis. A free-running InGaAs avalanche detector in
Geiger Mode (SPAD) can fulfil this requirement and be used to detect single
photons. The sensitivity of SPAD covers a wavelength range between 1 to
1.6 um. A computer controls the DUT via a control box (CB), which pro-
vides the trigger pulse, i.e., enable signal, for the implemented Arbiter PUF
and a time reference signal for the FPGA-based TDC. The emitted photons
from the DUT are collected by the microscope objective with an NA = 0.6
and divided into two optical paths by a short-pass beam splitter (BS). While
short-wavelength photons below 1 pym are transmitted to the Si-CCD cam-
era, the long-wavelength photons are reflected onto the InGaAs-SPAD. This
configuration allows spatial and temporal photonic emission analysis simulta-
neously. An incoming photon from the DUT causes the avalanche breakdown
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FIGURE 3.5: Schematic of Photonic Emission Setup

of the SPAD and the resulting electrical pulse is registered by the TDC. The
TDC register the time of each occurring event with a resolution of 81 pi-
coseconds. In this case both the enable signal of the Arbiter PUF and the
detected photons from the transistor terminating the chain are time tagged
allowing a direct calculation of their delay. The overall time uncertainty for
a single photonic event is 190 ps rms. This is due to the jitter in the response
time of the SPAD and electrical jitter in the CB and TDC. However, an ac-
cumulation of multiple photonic events is used to increase the time resolution
by computing the mean value of the Gaussian-like distribution of the delay
time histogram. This technique enhances the time resolution significantly
beyond the 81 ps granularity of the TDC and allows measurements of timing
differences at the end of the PUF chain for two different challenges. As a re-
sult, the accuracy of our time-resolved measurement setup is limited by drifts
in the electronics to 6 ps rms. The setup contains a custom made holding
of the DUT to a 3-dimensional moving stage and electronics to control and
communicate with the DUT.

3.3.2 Laser Fault Injection Setup

A Hamamatsu PHEMOS 1000 photon emission and laser scanning micro-
scope was used for LFI experiments conducted in this work (see chapter 5).
The system is a commercially available instrument for failure analysis of
semiconductor devices. A silicon CCD sensor is used to capture the pho-
tonic emission of transistors. The sensor is cooled down thermo-electrically
to —50°C to minimize dark current and noise.
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FI1GURE 3.6: Backside reflectance image of the CPLDs used
throughout this work. The framed area contains the pro-
grammable logic cells. The grid corresponds to the place-
ment of 4 by 6 LABs. Each LAB contains 10 LEs (only
shown for one LAB).

There are two different laser sources with the wavelengths 1064 nm or 1319
nm available on the system. The laser beam is scanned in a zigzag pattern
across the DUT, and the reflected light signal is sampled at constant inter-
vals. The individual samples of the reflected light signal are then assembled
digitally, corresponding to the laser beam position, and consequently to their
physical location on the DUT. In this way, it is possible to acquire a pixel-
by-pixel image of the reflected light pattern of the DUT, which can then
be used for navigation. Fig. 3.6 shows an acquired reflectance image of an
Altera MAX V CPLD from the backside. An array of 4 by 6 blocks can
be identified, corresponding to the 24 LABs each containing 10 LEs. The
non-volatile memory responsible for storing the configuration data, as well as
the programming circuitry and additional hard-macros available to the user,
can be observed in top half of the reflectance image. Along the perimeter of
the device, the I/O pads are clearly visible.

In the LFI experiments, 20x/0.4 NA Mitutoyo objective lens was utilized
for long distance navigation. For fault injection attempts and short distance
navigation, a 50x/0.76 NA Hamamatsu objective lens was used. In our LFI



28 Chapter 3. Experimental Setup

experiments, only the laser with 1064 nm wavelength was deployed. This
laser source can operate high power impulse mode and low power mode. The
low power mode is used for navigation only, and the high power impulse
mode is used for fault injection. In low power mode, the maximum laser
power at the laser source is 200 mW. In impulse mode, the maximum power
at the source is 2 W with a pulse duration of 200 ns. The laser power can
be adjusted from 2% to 100% in 0.5% steps.

After finding the target LEs by spatial photonic emission analysis, the elec-
trical setup assists us to find the sensitive locations of an LE for LFI in an
automated way. In this setup, the laser source scans across the device, and
the laser is shot once for every pixel in high power mode. Following the laser
shot, the device is first examined for changes in configuration. Afterward, the
laser beam moves on to the next pixel position to repeat the same procedure.
The obtained configuration changes are then assembled into an image which
represents the response to the laser pulse across the examined LE area.

To realize a proper electrical setup, a set of requirements has to be met. First,
since we aim to reconfigure the LUTs by injecting faults into the configuration
SRAM cells, we need to assure that the DUT is properly reconfigured after
each laser shot. Therefore, the DUT has to rebooted for every pixel to trigger
the reconfiguration of the LUT SRAM cells. Second, the configuration of
DUT has to be tested in a certain time after the laser shot. This step is
required because we are only interested in semi-permanent changes (i.e., the
faults are permanent as long as the FPGA is powered on or not rebooted) in
the device behavior rather than temporary changes, which are only present
during laser irradiation. In conjunction with this, after the fault injection,
we have to guarantee that the device is still functioning properly and has not
entered into an entirely dysfunctional state. Based on these requirements, a
setup as shown in Fig. 3.7 should be assembled.

In this setup, PHEMOS generates a pixel clock output, which is synchronized
with the scanning mirrors. This pixel clock is a primary trigger for all the
other electrical signals. As soon as the pixel clock signal goes low, function
generator B disconnects the power supply to the DUT for a short amount
of time and then reconnects the power to the DUT, see Fig. 3.7(a). The
reconfiguration of CPLD (see chapter 3.1.1) takes a maximum of 200 us [5].
An extra delay is added to make sure that the device has reached a stable
state after reboot. The first channel of the function generator A triggers the
laser shot after this delay, see Fig. 3.7(b). Following that, a second delay
is added to allow the device to reach a stable state after the disturbances
caused by the laser. Afterward, the second channel of the function generator
A supplies 16 clock pulses to a 4-bit binary counter in the DUT. The outputs
of this counter have been connected to the inputs of the target LUT, and
therefore, the number of clock cycles will determine which SRAM cell value
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is loaded at the output of the LUT. As the output of the LUT is connected
to the PHEMOS pixel-value input, the output of the LUT will be sampled
by the PHEMOS as soon as the pixel clock goes high. The procedure is
repeated for the next pixel again. For one pixel the whole process takes
about one millisecond. In this way, we acquire an image which indicates the
state of the examined LUT bit after the fault injection for every position of
the scanned area. Due to the delay between the laser shot and the actual
sampling of the DUT result, one can be sure that the pixels are indicating
a permanent state change of the examined bit. The sensitive locations for
the different LUT result bits can then be examined by selecting a different
number of clock cycles. In this way, all locations, which trigger a change in
one of the LUT result bits, can be found. Finally, the laser can be shot at
these locations manually to induce configuration changes. The general region
which was identified to be sensitive to fault injection can be seen in Fig. 3.8.

For instance, we have programmed the LUT of an LE with a 0x8000 value,
which is translated to an AND gate with four inputs, see Fig. 3.9(a). The
AND gate can be represented by Y = A.B.C.D, where Y is the output of
the LUT and A, B, C and D are the four inputs. By inducing random faults
into the sensitive regions of the target LE, we were able to manipulate the
configuration of the LUT to OxFF00, which can be represented by Y = D,
see Fig. 3.9(a). The new configuration accounts for a buffer for the first input
of the LUT, which considers the other three inputs as don’t care. In another
attempt, we have programmed an XOR gate in the LUT with four inputs,
where the stored configuration value is 0x6996, see Fig. 3.9(b). The XOR
function can be written as Y = A® B® C ® D. The laser shot converts the
XOR gate to a more complex combinational function with the configuration
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F1GURE 3.10: Schematic of Laser Voltage Probing setup:
Optical (a) and electrical (b) setup block diagram

0xF5A5, which represents the function Y = A.C+!A.(D.!C), see Fig. 3.9(b).
Both results demonstrate the successful manipulation of LUT configurations.
However, due to the limited precision of our laser setup, the generated faulty
configurations are random, and they cannot be controlled completely.

3.3.3 Optical Contactless Probing Setup

To perform optical contactless probing the Hamamatsu PHEMOS-1000 laser
scanning microscope was deployed, see Fig. 3.10(a). The equipment consists
of a highly stable laser light source (Hamamatsu C12993), a Laser Voltage
Probing and Laser Voltage Imaging preamplifier (Hamamatsu C12323), an
Agilent Acqiris digitizer card and an Advantest U3851 spectrum analyzer.
The laser light source emits photons with a wavelength of 1319 nm. The
emitted light is deflected by galvanometric mirrors and then focussed through
an objective lens into the backside of the DUT. The reflected light from
the DUT is passed on to a detector, and the detector signal is fed into
the preamplifier. The output of the amplifier can either be connected to
the digitizer card for the acquisition of LVP waveforms or to the spectrum
analyzer for LVI. For all probing experiments, a Hamamatsu 50x/0.76NA
lens was used. In the case of 100% of laser power, the approximate laser
power with this lens on the DUT is 50 mW. 5x and 20x objective lenses were
used only for navigation purposes. A PC running the PHEMOS software
controls the optical setup.

The electrical setup consists of two power supplies, which are connected to the
DUT, see Fig. 3.10(b). The first power supply (Agilent E3645A) supplies the
internal logic of the FPGA with Voornyr = 1.2V. The second power supply
(Power Designs Inc. 2005) supplies the I/Os and the analog circuits of the
FPGA (see chapter 3.1.2) with Vocro = 2.5V (I/0) and Veoea = 2.5V,
respectively. A two channel function generator (Rigol DG4162) generates
clock and reset signals which are fed into the DUT. The clock signal, reset
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signal, and an auxiliary DUT output are connected to an oscilloscope (LeCroy
WaveMaster 8620A) at the same time for testing and control purposes. The
reset signal is furthermore fed into the LVP trigger input. To perform basic
power analysis in the frequency domain, a Software Defined Radio (SDR) is
AC-coupled to the Voornr power rail. The SDR is an USB dongle which
utilizes a Realtek RTL2832U chipset and a Rafael Micro R820T tuner.



33

Chapter 4

Photonic Side-Channel
Analysis

In this chapter, we demonstrate that the primary security assumption on
the infeasibility of direct delay measurements in delay-based PUFs is not
valid. By performing an experiment on a PoC Arbiter PUF implementa-
tion on reconfigurable hardware, it becomes apparent that The Arbiter PUF
family and more generally, the delay-based PUFs can be characterized by
a high-resolution temporal photonic emission analysis. This approach does
require neither any access to the PUF’s response nor a significant number of
challenges to characterizing the PUF. This chapter with slight revisions are
based on publications [82, 81].

4.1 Attack Scenario

As discussed in section 2.1.1, infeasibility of the direct delay measurement
of each stage in an Arbiter PUF is the main security assumptions of these
primitives. If the attacker tries to measure the delays of each stage using
invasive microprobing, the intrinsic internal delays of the PUF is changed
with a high probability [74]. In other words, the challenge-response behavior
of the PUF is altered, and therefore, the PUF will be destroyed.

However, it is known that side-channel analysis of the Arbiter PUF can reveal
the total signal propagation delays at the outputs of the last stage [72, 11].
For instance, the attacker can measure the delay differences between the PUF
activation time and the logical transition time of the Arbiter by conducting
the power analysis [72, 11|. By gathering several power traces for a single
challenge and applying statistical signal processing techniques on them to
reduce the noise of measurements, the total delays of the chain and the
response of the PUF can be extracted. The main limitation of power analysis
is that the delay differences of upper and lower chains of the PUF for a given
challenge cannot be derived from the power traces.
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FIGURE 4.1: Timing difference of two different challenges at
the output of last stage. The time bin width is 81 ps.

Timing side-channel analysis is another option to measure the delays of both
upper and lower chains individually [72]. To collect the timing information,
the attacker has to have access to the dedicated debugging clock sweeping
circuits on the chip, which is embodied in the chip by the manufacturer
and used to test the quality of the implemented PUF [51|. By changing
the frequency of the clock, which is swept through each chain of an Arbiter
PUF, the attacker can measure the delays of each path. Although timing
side-channel analysis enables the attacker to measure the total delays of
both chains with a picosecond resolution, the assumption that the attacker
can access the debugging circuit might not be valid in a real scenario.

To measure the delays of the chains without using any extra debugging cir-
cuitry, the attacker can deploy high-resolution temporal photonic emission
analysis from the IC backside. In this case, the attacker can measure the
delay between the activation time of the PUF and the emission time of pho-
tons from a CMOS transistor at the outputs of any arbitrary stage by using
an Avalanche Photodiode (APD). Fig. 4.1 shows the timing differences of
emitted photons at one of the outputs of the last stage of the Arbiter PUF
by applying two different challenges. This measurement can be performed
using the experimental setup introduced in chapter 3.3.1.
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4.1.1 Characterization of Multiplexer-based Arbiter PUF

In a multiplexer-based Arbiter PUF, each stage consists of two direct paths
and two crossed paths, see Fig. 2.1. To completely characterize an n-stage
Arbiter PUF, the propagation delays of each path have to be known, and
hence, 4n delays must be characterized in total. One way would be to naively
measure all 4 propagation delays at all n stages individually by moving the
optical setup over both inputs and both outputs of each stage, and only try
both challenge states. However, this technique would require the movement
of the optical objective and adjust the focus for each movement. In this
case, a precise aperture movement can be automated and eventually yield
the 4n Arbiter delays. A more optimal solution can be the measurement
of the overall propagation delays of each PUF chain at the outputs of the
very last stage for sufficiently many selected challenge combinations. Due to
the additive linear model of the Arbiter PUF [42], the overall delay at the
outputs of the last stage is the sum of all n delays in each stage. Therefore,
every measurement has to consider for every chosen challenge the complete
propagation time of two distinct but possible paths. If we denote by r; the
resulting overall time of an individual challenge measurement, we conclude
that we get an inhomogeneous system of linear equations

C-0d=r

for our 4n unknowns d;,,9;,,9;., and ;, and the challenge matrix C with
entries from {0, 1} which encode the different valid paths through the Arbiter
chain. We call a path c; € {0,1}*" walid if its respective challenge setting
within C allows a full signal propagation of length n. By induction the
following is easy to observe.

Proposition 1 For an Arbiter PUF of length n > 1 let C be the (2"11) x
(4n) matriz consisting of all valid paths through the respective Arbiter chain.
Then tk(C) = 2n + 2.

Having only 2n+2 linear independent equations in C, we need to generate the
remaining 2(n—1) linear independent equations in another way to completely
solve our system. Thus, instead of full propagation paths we are forced to
consider partial valid paths as well. Let ¢; € {0,1}*" be a valid path; for
integers 1 < u,v < n a vector of the form

4
(0,...,0, Cous Caut1, Caut2s Caut3s - - - » Chvs Chot1, Chv42, Cav43, 0, ..., 0) € {0,1}*"

will be called a partial valid path.

Note 1 For a partial valid path we will measure its signal time only from the
mputs of Arbiter stage w until its output at stage v and deliberately denote
this partial time simply also by r;.
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FIGURE 4.2: The backside reflectance image acquired using
a laser scan microscope (left). Optical emission of the 8-bit
Arbiter PUF on the CPLD (right). Each stage is realized by
two LEs in a LAB in parallel.

Including such partial measurements r; and their corresponding paths c; we
get by induction.

Proposition 2 For an Arbiter PUF of length n > 1 and its 2n+2 valid paths
(corresponding to the linear independent row vectors) there exist 2(n — 1)
appropriate partial valid paths such that their combined challenge matriz C
has full rank 4n.

This Proposition implies that we only require 2(n — 1) partial measurements
which we classify with respect to u and v into three classes:

1. u=1and 1 < v < n: Measurement begins at the inputs of the first
stage and ends in the middle of the chain.

2. 1 < u,v < n: Measurement starts at some inputs in the middle of the
chain and also ends in the middle of the chain.

3. 1 <u <n and v =n: Measurement starts at the inputs in the middle
of the Arbiter chain and and ends after the last stage.

To keep the previously discussed physical measurement efforts minimal, it is
therefore obvious to generate the missing linear independent equations out of
group 1 or 3. This completes our description of an optimized measurement
for a classical multiplexer-based PUF with n stages.



4.1. Attack Scenario 37

Challenge =1

Challenge =0

FIGURE 4.3: Reading out the challenge bits from the emis-
sion image of each LE

4.1.2 Characterization of Inverter-based Arbiter PUF

In the case of the inverter-based PUF, the upper and the lower path are not
crossing at all. Hence, we can consider them entirely separately, see Fig. 3.2.
Towards this, let us consider the upper path and simply denote its n unknown
delays by 01, ...,0,. In other words, setting the respective " challenge bit
to 1 adds the delay d; to the overall complete signal propagation time which
will be denoted by r; for the 5 measurement from the first input until the
last output — just through all n stages. If we now define the distinguished
variable A, 11 as the overall complete signal propagation time for setting all
n challenge bits to 0 we get the linear system

10 --- 00 Aq r1
0 1 00 Ay r2
00 --- 10 A, Tn
00 --- 01 Apyt T+l
for which we simply require the measurements r;, ¢ = 1,...,n+1. The lower
path can be handled in an analog way, say C'- A’ = r’. Moreover, using the
unit vectors e; € {0,1}"*1 i =1,...,n+ 1, we find that we get from
e-A—-e1-A = 1, —7rpp1, and
e Al —en- A = -y

the two individual inverter delays ¢; and 0 of stage i incurred by setting the
ith challenge bit to 1. We thus conclude that we need only 2n + 2 “full path"
measurements to completely characterize a delay-based PUF with n stages.
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TABLE 4.1: The CPLD optical measurement results of chal-
lenge combinations with hamming distance one (the 8 com-
binations from the left). Measurement results of set of ar-
bitrary challenge combination (the last 8 combinations from
the right). The reference challenge is 00000000.

1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1

0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1

0 0 1 0 0 0 0 0 0 0 1 0 0 1 1 1

Challenge 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 1

8 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1

0 0 0 0 0 1 0 0 1 1 0 1 1 0 1 1

0 0 0 0 0 0 1 0 1 0 1 1 0 0 1 1

0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1
chainu | 48 [ 75 | 38 | 68 | 49 | 81 | 49 | 88 | 217 | 147|184 | 130|312 | 164 | 355|500

measured At -

in ps chainl 33 | 78 | 43| 90 | 42 | 80 | 40 | 88 | 207 | 169| 159|119 335 | 155 330 | 495

diff. 15 | -3 51-22| 7 1 9 0 |10 (-22( 25| 11 |-23| 9 [ 25| 5

measured response 1 0 0 0 1 1 1 X 1 0 1 1 0 1 1 1

chainu | 218| 149|184 (130|312 (161|331 496
chainl | 208| 170|158 | 120|336 | 154|329 | 494
diff. 10 [-21] 26 | 10 | -24| 7 2 2
calculated response 1 0 1 1 0 1 1 1

calculated At
in ps

4.2 Results

A PoC Arbiter PUF is implemented on the Altera MAX V CPLD (see chap-
ter 3.1.1) with 8 stages. We selected the challenge 00000000 as the reference
challenge for our characterization measurements. To measure the effect of
each challenge bit, we applied the challenge combinations with Hamming dis-
tances one to observe the effect of each challenge bit individually. The chip
was supplied with 2.2 V, and the enable signal was switched with a frequency
of 4 MHz. The photonic emission of the composing transistors of the PUF
circuit reveals the position of each stage, see Fig. 4.2.

If the electrical access to the challenges is restricted, comparing the obtained
spatial emission images of the PUF stages can also reveal the state of indi-
vidual challenge bits. By changing each challenge bit, the emission pattern
of each LE is changed, and therefore, the challenge can be read out without
any electrical access to it, see Fig. 4.3. Therefore, the equations provided in
section 4.1.2 can still be used to characterize the PUF by finding challenges
with Hamming distance one from each other.

After setting a challenge, the PUF was activated 50 million cycles to capture
enough number of photons for analysis. The reference challenge also has been
measured several times during our experiments to compare the consistency
of measurements. The measurement results of 8 challenge combinations com-
pared to the reference challenge can be found in table 4.1. Positive timing
difference means that the delay is decreased in comparison to the reference
challenge and vice versa. It can be seen that flipping the challenge bit from
0 to 1, makes in all cases both upper and lower chains faster. Moreover, the
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FIGURE 4.4: Optically measured propagation delay differ-
ences on the CPLD and error of calculated prediction for all
possible 255 challenges in picoseconds.

timing differences between both chains can also be found in table 4.1. Based
on the overall delay difference of two chains, the response of PUF can be
predicted. In this case, if the timing difference between two chains is posi-
tive, the response is 1. Otherwise, the response is 0. If there is no timing
difference between the chains, the response is undefined.

According to the measured values, we can predict the behavior of both chains
for all other challenge combinations based on the linear additive model of
the Arbiter PUF. To prove the applicability of this model, we predicted the
overall delay of both chains for a set of arbitrary challenge combinations
theoretically, and then measured the timings in practice. For instance, the
calculated timing difference between both chains for the challenge 00000111
is the sum of measured differences of challenges 00000001, 00000010 and
00000100, which is 7 ps. The measured value is 9 ps, with 2 ps deviation
from the predicted value. This example shows that the prediction is accurate
enough for this specific challenge. However, it still cannot guarantee the
same accuracy for all other possible combinations. Hence, we have measured
the delays at the end of both chains for all 255 possible challenges. As it
can be found in Fig. 4.4, the circle dots are showing the optically measured
propagation delay differences of both chains from challenge 1 (i.e., 10000000
in the binary format) to challenge 255 (i.e., 11111111 in the binary format).
Note that the challenge 0 (i.e., 00000000 in the binary format) is the reference
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FIGURE 4.5: Error of predicted responses for all possible
255 challenges. The error is rate is around 5%.

challenge. The square dots show the deviation of the predicted values from
the real values, see Fig. 4.4. As it can be seen, the average of the deviation
between the measured and predicted values are meaningfully less than typical
delay differences at the end of the chain, which does not affect the response
prediction. To calculate the precise error rate of response prediction, we
compared all predicted responses with the real responses based on optical
measurements, see Fig. 4.5. Out of 247 applied challenges, the responses of
12 challenges are predicted incorrectly. Hence, we could obtain the prediction
accuracy of 95%.

4.3 Discussion and Potential Countermeasures

4.3.1 Feasibility of the Attack

Measuring the effect of each challenge takes approximately 12.5 seconds when
supplying the chip with 2.2 V and enabling the PUF input with 4 MHz fre-
quency. Supplying the chip with 1.8 V, for example, reduces the number of
emitted photons by a factor of 3, and the measurement time increases conse-
quently by a factor of 3. However, we can increase the frequency to 100MHz
to increase the number of emitted photons and to reduce the measurement
time. Furthermore, immersion objectives or objective lenses with a larger



4.3. Discussion and Potential Countermeasures 41

numerical aperture (NA) can be utilized to reduce the measurement time to
less than 1s for each challenge.

Physical characterization of Arbiter PUF assists the attacker to predict the
response to any arbitrarily applied challenge. Prediction of responses for
unseen challenges enables the attacker to create a CRP Lookup table in the
software or hardware to emulate the CRP behavior of the Arbiter PUF, which
is referred to a digital clone. Besides, measurement of the rigorous delays
might enable the attacker to create even a physical clone of the Arbiter PUF.
To this end, it is possible to have an accurate delay map of the LEs on a
second platform and try to utilize those, whose delays are close to the stages
of the target PUF. Another option, though it is much more expensive, is to
edit the circuit delays of the second platform with the help of FIB [74] to
obtain timings close to timings of the target PUF. Thus, although achieving
a physical clone of an Arbiter PUF is an onerous task, it is in principle
possible.

4.3.2 Photonic-Side Channel Attack vs. Modeling Attack

We have to consider two different scenarios to compare our proposed side-
channel attack with modeling attacks. In the first scenario there is no mech-
anism hiding the challenges and responses, and therefore, the attacker has
direct access to the CRPs of the PUF. In the second scenario, a non-linear
architecture of PUFs, such as XOR Arbiter PUFs [79], hide the response of
each Arbiter chain from the attacker. Furthermore, the responses can be
permuted or transformed by employing controlled mechanisms such as hash
functions [27].

In the first scenario, the modeling attacks can be very efficient in practice,
since the number of CRPs required to retrieve the response for an unseen
challenge is not enormous [70]. The main advantage of the modeling at-
tacks over photonic side-channel analysis is that they are much more cost-
effective. Moreover, the semi-invasive attacks require direct physical access to
the DUT, while it might not be the case for the modeling attacks. However,
in the second scenario, where the responses of the multiple Arbiter PUFs are
XORed, the effectiveness of modeling attacks is impaired. It has been proved
that the pure modeling techniques can break the security of XOR Arbiter
PUFs only with a limited number of Arbiter chains [25]. Although combining
modeling attacks with side-channel information can relax this theoretical re-
striction, there still exists a bound on the effectiveness of these attacks [72].
Furthermore, the modeling attacks could be theoretically very weak when
the response of the PUF is not available.
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MAXYV - CPLD Cyclone IV - FPGA
180 nm 60nm

FIGURE 4.6: Emission image of two inverters of one PUF
stage in neighboring LEs on 180 nm and 60 nm. Both LEs
are clearly identifiable in the image. Note that the shown
LEs on the FPGA are mirrored horizontally.

The strength of photonic side-channel is revealed in the second scenario,
where no electrical access to the responses is available. As our proposed at-
tack measures the delays of PUF chains directly before the Arbiter, obtaining
the generated responses is irrelevant. Therefore, an XOR Arbiter PUF can
be fully characterized regardless of the number of Arbiter chains. It is ob-
vious that the number of required challenges in our approach increases only
linearly when growing number of stages. In a similar way, each and every
controlled mechanism on the response of the PUF can be bypassed. More-
over, even when the challenges are controlled, e.g., by performing a hash
function, a lattice basis reduction attack can be launched [23|. In this case,
the measured delays via photonic emission and the number of stages of the
Arbiter PUF are the only inputs required to disclose the hidden challenges,
and finally, the individual delays of each stage.

4.3.3 Applicability of the Attack on Smaller Technologies

The emission intensity is reduced by the chips with smaller technologies, due
to their lower supply voltage. Moreover, the reduced distances between the
shrunken transistors might prevent the attacker to distinguish the transistors
from each other by conducting spatial photonic emission analysis, and there-
fore, the PUF stages cannot be located. The question then arises whether
the same spatial photonic emission analysis of Arbiter PUFs can be applied
on the chips relying on smaller technologies. To answer this question, we
have utilized the Altera Cyclone IV FPGA (see chapter 3.1.2) manufactured
with 60 nm process [6] as a DUT. The FPGA was supplied by 1.4 V and
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the enabling signal was switched with a frequency of 4 MHz As the feature
size of Cyclone IV is three times smaller than of MAX V| it is expected that
the corresponding downscaled size of the transistors results in an intense de-
crease of the photon emission rate. A comparison of photon emission images
of both ICs is shown in Fig. 4.6. Despite the small feature size of 60 nm adja-
cent LEs in the Cyclone IV are clearly resolved as well as parts of their inner
structure. However, the photon emission rate of the relevant transistors is
about ten times lower in Cyclone IV as compared to MAX V, which at least
increase the required measurement effort tenfold. In order to estimate the
necessary effort, we started with electrical measurements of the propagation
delays for each challenge by connecting the electrical output of the last stage
of every PUF chain directly to the TDC, see Fig. 3.5. A timing accuracy of
0.5 ps is achieved in the electrical measurements.

Fig. 4.7 shows the propagation delays of both Arbiter PUF chains for each
challenge with regard to the propagation delays of reference challenge 0 in
decimal representation. As can be seen, every stage of chain 2 contributes to a
delay difference of about 5-20 ps to the delay of the chain, which is resolvable
by optical measurements. Whereas in chain 1 only 2 of the 8 stages showed
a challenge dependency, which is insufficient for our analysis. Hence, we
compared the timings of many LEs of the Cyclone IV to realize a different
chain 1 path that has more challenge dependent stages. The analysis of all
LEs revealed that the variance of their propagation delays, except a few, is
too small for this type of Arbiter PUF implementation. As Fig. 4.7 shows,
the derived response of the PUF is dominated by chain 1. Further optical
measurements on such a system are pointless until a better implementation
of the PUF stages on the FPGAs is found. However, our experiments proved
that photon emission still can be used to assess the signal propagation and
structural properties of ICs with feature size down to 60 nm and is, therefore,
a powerful tool for a physical characterization of Arbiter PUFs.

4.3.4 Countermeasures

Launching a successful photonic SCA against Arbiter PUF has two require-
ments. To get enough photons for accurate measurement of the delays several
reactivations of the PUF with the same challenge is required. Moreover, to
characterize Arbiter PUF in an optimized way, the attacker needs to apply
challenge combinations with Hamming distances one. A potential counter-
measure could be an algorithmic procedure independent of the PUF, which
prevents the attacker from reactivating the PUF with the same challenge
and applying arbitrarily chosen challenges to get low-pairwise Hamming dis-
tances.
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In an authentication scenario, the availability of the adaptive chosen chal-
lenges and repeated measurements can be limited by a proposed server man-
aged CRP lockdown protocol [95]. While the lockdown protocol is primarily
designed to prevent repeated measurements in the case of ML attacks with
noise-side channel information [10], it is effective against the photonic SCA
as well. In this protocol, a set of CRPs is used to authenticate a device to a
server, where neither the device nor the server can alone determine all chal-
lenges of the set. In this setup, two identical Linear Feedback Shift Registers
(LFSR) are required to be deployed both on the device and server as Pseudo-
Random Number Generators (PRNG). Furthermore, A True Random Num-
ber Generator (TRNG) is needed on the device to generate a nonce. Finally,
a software-based authentication verification model of the Arbiter PUF is
stored on the server.

In the first communication phase, a set of challenges, which are called de-
vice challenges, is generated on the device by the TRNG and sent to the
server. Upon receiving the device challenges, the server generates a second
set of challenges, which are called server challenges. Both challenge sets are
concatenated and fed into the PRNG on the server to determine the ulti-
mate set of challenges. Afterward, this ultimate challenge set is applied to
the software-based verification model of the PUF and a set of responses are
generated. In the second communication phase, the server challenges and a
first part of the responses are sent to the device. Subsequently, the device
can determine the same ultimate set of challenges by concatenating device
challenges and server challenges to one set and feeding it into the PRNG. By
applying the ultimate set of challenges to the PUF on the device, a response
set is obtained. In this case, fractional Hamming distance of the first part of
generated responses and received responses from the server can be checked
on the device. If the fractional Hamming distance is above a threshold, the
authentication is aborted. Otherwise, in the final step of the communica-
tion, the second part of the responses are sent by the device to the server.
The fractional Hamming distance of received responses checked against the
second part of the responses, which are previously generated on the server.
In a similar fashion, if the fractional Hamming distance is above a threshold,
the authentication is aborted. Otherwise, the authentication is successful.

By limiting the number of possible authentication attempts, the chance of
obtaining an identical ultimate challenge set form the PRNG is very low.
Moreover, upon each restart, the TRNG generates a random device chal-
lenge, which is not predictable and cannot be deployed for repeated mea-
surements. Therefore, the attacker cannot reactivate the PUF with the same
challenge and apply arbitrarily chosen challenges to get low-pairwise ham-
ming distances, and hence, the success probability of the photonic SCA is
drastically reduced.
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Chapter 5

Laser Fault Injection

In this chapter, we demonstrate the vulnerabilities of the soft PUF imple-
mentations on the reconfigurable hardware against LFI attacks. The building
blocks of a soft PUF implementation are realized by identical programmable
logic cells. It is evident that any faults in the configuration memory of
deployed logic cells change the logical functionality of that cell, and conse-
quently, could affect the PUF behavior. We present an LFI attack against
PoC XOR Arbiter PUF and RO PUF implementations used in the key gener-
ation and authentication scenarios. As a result, fault injection enables us to
deactivate different PUF chains in an XOR, Arbiter PUF, which simplifies a
modeling attack against such architectures. In a similar way, we can disable
arbitrarily chosen ring oscillators in different RO PUF variants to reduce and
bias the entropy of the generated numbers. This chapter with slight revisions
are based on publication [84].

5.1 Attack Scenarios

5.1.1 LFI Attack against XOR Arbiter PUFs

Although different studies have revealed the vulnerability of XOR Arbiter
PUFs with a limited number of Arbiter chains to ML attacks, an XOR Arbiter
PUF with a large number of Arbiter chains is thought to be still secure
against such attacks |70, 72]. Moreover, the complexity of current ML attacks
on XOR Arbiter PUFs increases exponentially with the number of Arbiter
chains. Here we elaborate briefly on an example of how the LFI can be
combined with a well-established ML framework to break the security of an
XOR Arbiter PUF. If the attacker could access the response of each individual
Arbiter PUF in an XOR Arbiter PUF, each chain can be modeled separately
in polynomial time, e.g., following the procedure in [26]. By obtaining a
model of the challenge-response behavior of each Arbiter PUF individually,
the challenge-response of an XOR, Arbiter PUF can be predicted, and hence,
the security of the XOR, Arbiter PUF is broken. Two possible approaches can
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FIGURE 5.1: The inverters marked with dashed lines are
potential targets for an LFI attack against the XOR, Arbiter
PUF.

be deployed to launch this attack. First, the attacker can inject a fault into
the LUT, which realizes the XOR gate, and transform its configuration to a
buffer gate for its first input, which is connected to the first Arbiter PUF. In
this case, the response of the XOR, Arbiter PUF is equal to the response of
the first Arbiter PUF, and therefore, the attacker can conduct an ML attack
and obtain the model of the first Arbiter PUF in a few seconds. To have
the previous and unchanged circuit configuration again, the device has to be
rebooted. After each reboot event, in a similar fashion, the XOR gate has
to be reconfigured to a buffer for each and every input, which enables the
attacker to model all individual PUFs. However, reconfiguration of an LUT
to convert an XOR gate to a buffer requires a high precision laser shot and
precise knowledge of the hardware architecture, which might not be feasible
in a real scenario.

Another approach is to induce a fault into all the individual Arbiter PUFs
to deactivate them, except the one which has to be learned. To this end, it
is convenient to target the inverter chain connected to the clock input of Ar-
biter flip-flop of each single Arbiter PUF, see Fig. 5.1. By reconfiguration of
an arbitrarily chosen inverter in this chain to another gate, which ignores the
original input as don’t care, the enable signal will not propagate through the
chain anymore. If no signal reaches the clock input of the flip-flop, no sam-
pling occurs, and the Arbiter PUF will respond with zero to all challenges.
By applying this technique, each time after rebooting the device, the attacker
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can deactivate all Arbiter PUFs except one to learn it individually. Manip-
ulating the configuration of an LUT to convert an inverter to a gate, which
ignores the original input, can be carried out with a high probability without
high precision laser shots and exact knowledge of hardware architectures.

It has been proven that an Arbiter PUF can be learned under a Deterministic
Finite Automaton (DFA)-based representation by collecting only a polyno-
mial number of CRPs for given accuracy and confidence levels (i.e., PAC
learning) [26]. The accuracy level shows the error of the model whereas
the confidence level represents the likelihood of delivering the model. When
launching our above mentioned hybrid attack, each Arbiter PUF (e.g., i}
PUF) can be PAC-learned individually for given accuracy and confidence
levels, namely, e; and 9;, respectively. According to the PAC model, ¢; can
be set to a significantly small value (more precisely, close to zero) so that a
virtually completely correct model would be delivered. Furthermore, §; can
also be sufficiently small (i.e., close to zero), which means that with very high
probability (i.e., close to one) the model would be delivered. Therefore, when
combining the individually modeled Arbiter PUFs into a single model, the
resulting total error of the joined model for the complete XOR, Arbiter PUF
(e) will also be significantly small, as we are combining only a few modeled
Arbiter PUFs. Moreover, the probability of delivering such a model (1 — §)
will also still be close to one. In this work, we do not focus on the proof of
the correctness of this setting and refer the reader to [40] for the proof and
more details. Instead, we demonstrate how the LFI can assist us to reduce
the number of CRPs required to model an XOR, Arbiter PUF.

To compute the maximum number of CRPs required to PAC-learn an indi-
vidual Arbiter PUF, we follow the procedure introduced in [26]. To establish
the DFA-based representation, by applying a statistical discretization and
a mapping process, the real-valued delays are mapped to integer-valued de-
lays lying within [0,M], where M is the maximum variation of delay values.
The size of the DFA obtained regarding these processes is polynomial in the
number of stages (n) and M. Therefore, the direct corollary of this and the
theorem proved by Angluin [7] is that an Arbiter PUF (e.g., i*" chain) can
be PAC learned by collecting the maximum number of CRPs:

o 2 4 2 2 9.4
N, =0 <(1 o ln(1/61)>nM + M > .

Hence, if we assume that the accuracy and confidence levels are the same for
all Arbiter chains (i.e., 1 =e2 =--- =¢p =c and §) =02 = -+ = 0 = 9),
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FIGURE 5.2: The inverters marked with dashed lines are
potential targets for LFI attack against the RO PUF.

the maximum total number of CRPs required for our hybrid attack is

N =) N,

1

— 2 9, 2k 5 4
—O<<1+€ln(1/6)>an +=n M)

k
=1

where k is the number of Arbiter chains. By recalling the theorem proved
in [26], we can summarize the above mentioned discussion in the following
theorem.

Theorem 1 To PAC learn an XOR Arbiter PUF with an arbitrary num-
ber of Arbiter chains k, when launching the hybrid attack, a polynomial-time
algorithm can be found that requires at most N CRPs to return an approz-
imated model of the PUF with a probability of at least (1 — §). The number
of CRPs N is polynomial in n, M as well as k.

It is also stated that the same approach can be applied to PAC learn XOR
Arbiter PUFs as target concepts [26]. To this end, the following maximum
number of CRPs should be collected (for the detailed proof see [26]).

2 2
Nxop = O <(1 += ln(l/é))nkM% + €n2kM4k>

From the last two equations, it can be concluded that by combining the LFI
attack with the PAC learning attack, a significantly smaller number of CRPs
needs to be collected by the adversary.



5.2. Results 51

5.1.2 LFI Attack against RO PUFs

RO PUFs are preferred in random number generation applications, due to
the higher entropy density of their responses [48]. To negatively influence
the entropy of the RO PUF response to different challenges, three combi-
natorial logic parts of the PUF can be attacked. One way is to manipulate
the challenge multiplexer. In this case, the desired ring-oscillators cannot
be selected by the challenges, and therefore, the PUF response will be af-
fected. However, in a real implementation of an RO PUF with a large number
of ring-oscillators, the challenge multiplexer is realized by multiple smaller
multiplexers. Moreover, similar to the case of XOR gate reconfiguration
discussed in the previous section, the exact reconfiguration of multiplexers
requires precise knowledge of underlying architecture, and hence, it is hardly
feasible.

Another possible way is to induce a fault into the configuration of one ar-
bitrarily chosen inverter in the chain of the individual ring-oscillators, see
Fig. 5.2. An induced faulty configuration will not invert the input signal
with a high probability. Thus, the ring-oscillator stops oscillating and gives
a constant value at its output. When there are two or more deactivated
ring-oscillators, the binary response to a given challenge using these two
ring-oscillators is generated as in the case of having two, or even more, equal
frequencies in the PUF. This case must have been resolved by the manufac-
turer in the enrollment phase. Otherwise, the PUF response in the verifica-
tion step will be undefined.

Comparing the frequencies between a pair of oscillators is the primary source
of the entropy in the RO PUFs. There are N! possible frequency orderings
in an RO PUF with N ring-oscillators [79]. As a result, the entropy of such
RO PUF will be logy(N!) bit. The following theorem presents how the LFI
attack can dramatically reduce the entropy of the RO PUF.

Theorem 2 Assume that the attacker can randomly deactivate i Ting-
oscillators, out of N ring-oscillators implemented in the PUF. The entropy
of the RO PUF consisting of the remaining operating ring-oscillators is
logy (N —4)!) bit.

This can be easily proved due to the fact that the number of possible fre-
quency orderings is (N — i)! after launching the attack.

5.2 Results

In order to evaluate the feasibility of the LFI attack against PUFs, an RO
PUF with 3 ring oscillators and an XOR, Arbiter PUF with 2 Arbiter chains
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FIGURE 5.3: Photonic emission image of a ring-oscillator
acquired from CPLD backside.

have been implemented on the Altera MAX V CPLD (see chapter 3.1.1).
The LFI attack would be successful, if the generated faulty configurations
in the LUT block the signal propagation in a ring-oscillator or an inverter
chain. Besides, the attack on PUFs would be effective, only if the targeted
blocks are reconfigured without affecting other parts of the PUF or the chip
functionality in general. Therefore, we have connected the output of all ring-
oscillators and Arbiter PUFs directly to the output pins of the chip to monitor
the behavior of all blocks at the same time. To find points of interest, we have
captured photonic emission images with the CCD camera on the setup (see
chapter 3.3.2). As each hardware primitive has its emission fingerprint [85],
we could identify and locate ring-oscillators and inverter chains on the chip,
see Fig. 5.3. As soon as the location of the ring oscillators or inverter chains
was determined in this way, the sensitive regions in the LABs and LEs of
interest were then discovered by our scanning approach, see chapter 3.3.2.

With these methods, faults are successfully induced into an arbitrarily chosen
inverter of each ring-oscillator by manually triggering the laser, when the laser
is scanning the sensitive regions of an inverter LUT. As a result, we were able
to deactivate individual ring-oscillators by reconfiguring the inverter, while
the other oscillators continued oscillating, see Fig. 5.4. After each successful
fault injection, we could navigate the optical objective to the next ring-
oscillator by reducing the laser power. In this case, although the laser had
enough power to acquire an image from the surface of the chip for navigation,
it was not powerful enough to induce undesired faults into the circuit. In the
second step, we were able to deactivate the second ring-oscillator in a similar
fashion, see Fig. 5.4.

The same approach can be applied to deactivate the clock inverter chain of
an Arbiter PUFs. A fault can be induced to any arbitrarily chosen inverter in
the chain. To monitor the behavior of the inverter chains, we have connected
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FIGURE 5.4: The outputs of three ring-oscillators. LFI into
an arbitrarily chosen inverter of the ring-oscillator 3 stops
the oscillation of that ring, while the other two rings continue
oscillating. In the second step, another fault was induced in
one of the inverters of the ring-oscillator 2, which leads to
deactivation of that ring. The behavior of the ring-oscillator
1 remained unchanged after a transient time.

the enable signal of the PUFs to a clock source with 500 Hz. Hence, the same
clock signal can be observed at the end of the chain with a few picoseconds
delay, see Fig. 5.5. By inducing a fault into one of the inverters of the inverter
chain, the chain was deactivated, and the output of the chains becomes a
constant value.

5.3 Discussion and Potential Countermeasures

5.3.1 Scalability of the Attack

In chapter 5.1, we provided a detailed theoretical analysis to evaluate the
efficiency of the proposed hybrid attack (i.e., the combination of LFI attack
and modeling attack). However, to gain more insight into that, we review
a few relevant practical results reported in the literature. An Arbiter PUF
with 128 stages can be modeled with 99% accuracy in 0.51s using 5570 CRPs,
while an 5-XOR Arbiter PUF with the same number of stages can be modeled
with the same accuracy in more than 16 hours using 500000 CRPs [70]. A
light weight secure PUF, which is an extended variant of the XOR Arbiter
PUF, with 5 Arbiter PUFs can be modeled in 267 days using 10 CRPs [70].
In contrast to the pure ML attacks, the proposed hybrid attack in this chapter
enables the attacker to model individual Arbiter PUFs independently in less
than 1 second. Consequently, XOR or light weight secure Arbiter PUFs
can be modeled in a few seconds with far less number of CRPs. It has been
reported in the literature that the combination of ML attack and side-channel



54 Chapter 5. Laser Fault Injection

Clockf 1

Inverter Chain 1} ]

Inverter Chain 2 1

0 2 4 6 81l01I21I41I61I820
Time [ms]

FIGURE 5.5: Outputs of two inverter chains, which are con-
nected to the clock signal. By inducing a fault into an ar-
bitrarily chosen inverter in the inverter chain 2, the signal
path is blocked and the clock signal can never reach the end
of the chain. The inverter chain 1 still functions properly
after the deactivation of the other chain.

analysis can reduce the time and the number of CRPs required to model an
XOR Arbiter PUFs with a limited number of Arbiter chains [72]. However,
the proposed attack in this chapter can be applied to XOR Arbiter PUFs
with an arbitrarily large number of Arbiter PUFs.

We provide an example for the second proposed attack against RO PUFs
to demonstrate how it influences the entropy of PUF-based random number
generators. If an RO PUF with 512 ring-oscillator is utilized as a random
number generator the entropy of the PUF response will be 3875 bit. If the
attacker deactivate half of the ring-oscillators, the response entropy will be
decreased to 1683 bit. In the worst case, the attacker can deactivate all
ring-oscillators to get a constant and deterministic response for all applied
challenges.

5.3.2 Applicability of the Attack

Since the LUT architecture of the Altera’s CPLDs and FPGAs are virtually
identical, in principle the same laser fault attack is applicable to FPGAs.
In principle the proposed LFI attack in this chapter can be applied to all
PUF instances, which contain combinatorial logic primitives. For instance,
Bistable Ring (BR) PUFs are realized by a large number of NOR gates,
multiplexers and demultiplexers [18|. Recently, the concept of an XOR BR
PUF was introduced, which is believed to be secure against modeling attacks.
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However, the same LFI attack against XOR Arbiter PUFSs, can be launched
against individual BR PUF chains of such architecture to deactivate them
one by one, and then learn them individually [93]|. Finally, the behavior of
other similar intrinsic hardware primitives, such as RO-based True Random
Number Generators (TRNGs), can be affected by the proposed LFI attack.
The main difference between an RO PUF and an RO-based TRNG is the
lack of a challenge-response mechanism in the latter case. In an RO-based
TRNG, all ring-oscillators are connected to an XOR gate. By sampling the
output of the XOR gate in predefined intervals a random bit sequence can
be obtained. To attack such TRNG, the attack introduced in chapter 5.1.2
can be applied to arbitrarily chosen inverters in each of the ring-oscillators
of the TRNG. As a result, the rings can be deactivated leading to decrease
of the entropy at the output of TRNG.

5.3.3 Countermeasures

SRAM-based CPLDs and FPGAs can be protected from transient and per-
manent faults by applying different fault-tolerance techniques. Triple mod-
ular redundancy (TRM) and a combination of duplication with comparison
(DWC) with concurrent error detection (CED) are examples of such tech-
niques [43, 39]. In both cases, utilization of redundant LEs for the same op-
eration and the majority voting on the outputs of them can lead to error-free
outputs. However, duplication (i.e., physical cloning) of PUF components
is hardly feasible on the chip. Therefore, although these countermeasures
are able to avoid the negative effects of faults on the modular arithmetic
operations, they are ineffective to protect the PUFs.

Error correction blocks, which are correcting the noisy responses of the PUF
can be a potential countermeasure against the LFI attack against XOR Ar-
biter PUFs. Since deactivation of multiple chains of an XOR Arbiter PUF
leads to alteration of the generated responses of the PUF, many responses
are considered noisy for the error correction codes. If the nimber of noisy re-
sponses are more than a threshold, an alarm can be raised, and anti-tamper
reaction can be carried out Moreover, the entropy of the generated responses
of an RO PUF can be tested on the chip directly. Similarly, if the entropy
test of the PUF responses fails, an alarm can be raised.

Another way is to modify the PUF construction itself to include additional
logic components to monitor the healthiness of the PUF [73]. For instance,
the outputs of the final stage of each Arbiter PUF in an XOR Arbiter PUF
can be compared and checked to verify the arrival of the enable pulse. If an
Arbiter PUF is deactivated by an LFI attack, the enable pulse cannot arrive
at the end of the chain, and hence, the attack is detected. Furthermore,
the reconfiguration capability of the modern reconfigurable hardware can be
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employed to reconfigure the correct PUF configuration into the chip upon
detecting a reconfiguration attack [73|. Finally, integrity checking of the
configuration memory during runtime raises the chances of detection of such
attacks.

The lockdown protocol [95], which is briefly discussed in chapter 4.3.4, can
be deployed to protect the XOR Arbiter PUF against LFI attacks as well.
Although this protocol cannot prevent the LFI attack directly, it can stop
the attacker to obtain enough number of CRPs. Hence, the adversary cannot
launch an ML attack against the PUF.
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Chapter 6

Optical Contactless Probing

In this chapter, we demonstrate that all Intrinsic soft and hard PUF im-
plementations in reconfigurable hardware, regardless of their architecture,
are vulnerable to optical contactless probing. Since in a real scenario the
implemented soft or hard PUFs inside of FPGAs are controlled PUFs, a non-
invasive access to the CRPs of the PUFs is restricted by either physical or
algorithmic countermeasures. Hence, most of the reported modeling tech-
niques [71, 25, 10| and semi-invasive techniques [54, 64, 82, 84|, including
EM, PEM, and LFI, are ineffective to attack the PUF. In this fashion, the
unprocessed challenges can be transferred within the FSBL to the FPGA,
which is processed later on the device by non-linear functions and applied
to the PUF. The response of the PUF will also be generated and processed
inside the device and cannot be observed in a non-invasive way.

We show how the attacker can deploy LVI to locate circuitry of interest,
such as key registers and ring-oscillators of an RO PUF, by knowing or
estimating the frequency of different operations. We further present how LVP
enables us to probe volatile and on-die-only data streams on the chip without
having any physical contact to the transistors or wires. Furthermore, one can
perform LVP to characterize high frequency signals, such as the output of
ring-oscillators of an RO PUF. For our practical evaluation, we consider a
PoC RO PUF implementation in key generation mode inside the FPGA.

We further propose an approach to using PUFs as physical sensors to mon-
itor the integrity of reconfigurable hardware against LVP and LVI attacks.
A few modifications in an existing PUF architecture enable us to design a
PUF-based security scheme, which can be deployed for attack detection and
authentication/key generation at the same time. We evaluate the effective-
ness of our prototype scheme against optical contactless probing. Finally, we
discuss how this scheme can be deployed during bitstream configuration in
FPGAs with partial reconfiguration capability.

This chapter with slight revisions are based on publications [45, 83].
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FIGURE 6.1: (a) Parallel and serial generation of the red key

6.1 Attack Scenario

The principle of key generation inside an FPGA has been discussed in chap-
ter 2.2.1. The attacker can probe directly the red, black and PUF key using
LVI and LVP. Extracting the red key enables the adversary to decrypt the
encrypted bitstream offline, which make cloning of the design feasible. More-
over, if an RO PUF is deployed in the FPGA the attacker can characterize
its ring-oscillators based on a combination of LVI, LVP, and power analysis.
High precision frequency measurement of individual ring-oscillators enables
the attacker to characterize the RO PUF. The main assumption of these at-
tacks is a knowledge of the approximate location of the key registers and the
PUF components on the FPGA.

6.1.1 Key Extraction

Based on the implementation all three key values (i.e., black key, PUF key,
and red key) can be either loaded into the registers in parallel or loaded
serially through a shift register, see Fig. 6.1. The attacker can use LVI directly
to extract all three values if the keys are loaded and processed in parallel,
Since LVI reveals nodes switching with a certain frequency or having certain
frequency components (see chapter 2.3.3), the adversary needs to take the
switching frequencies of the red key registers during red key generation into
account. If it is not predefined, all registers of an FPGA are first initialized
to their default value (e.g., zero) by the reset circuitry after power-on. In
this case, the black key registers are filled in parallel with the black key bits
and the PUF circuit is activated. In a similar way, the PUF registers are
filled in parallel and simultaneously with response bits of the PUF. In the
final step, when the red key bits are available at the XOR outputs, they can
be loaded into red key registers. As a result, we can observe that all register
blocks (i.e., black key, PUF key, and red key) receive data exactly once per
power-on. This fact can be used to generate desired frequency components
by rebooting the device in a loop. Therefore, as the registers change their
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FIGURE 6.2: Waveforms of the reset signal (RST') and two
registers, receiving a one (REG4) and a zero (REGpg) bit.

state once per reset, the first harmonic of the waveforms on these registers
is the reboot frequency.

Fig. 6.2 shows that there is a difference between the waveforms of two reg-
isters receiving a one and a zero bit. For the register receiving the bit "1"
(i.e., REG4) it is evident that the register starts at the logic level low and
then changes its state to the logic level high, as soon as the time required for
the former calculations (Toarc) has elapsed. The register is reset when the
reset input goes high, and afterward, the power-on cycle is restarted once
reset goes low again. Since we T arc is constant for consecutive power-ons,
the REG 4’s period is Trsy and the first harmonic is at 1/Trgp. For regis-
ter carrying a "0" (i.e., REGp) the case is straightforward. REGp does not
change its value at all, and hence, it has not any harmonics at the reset fre-
quency. Therefore, the adversary can expect that the registers carrying a "1"
to modulate the reflected light with a first harmonic of 1/Trsr. Registers
carrying a "0" do not modulate the reflected light at all. The interaction is
similar for black key, PUF key and red key register blocks. Although Teoarc
changes for different register blocks, the first harmonic for all of them is still
at 1/Trsr. Consequently, to read out the stored keys in a register block
the attacker can perform LVI on the register block of interest, while setting
the spectrum analyzer filter frequency to the reset loop frequency. If the LVI
measurement is then grayscale encoded, registers carrying a "1" are expected
to show up white while registers carrying a "0" will remain black.

The serial implementation creates a different situation. In this case, the data
is processed bit by bit, and the individual registers in the relevant register
blocks are connected together to form a shift register for each block. The
stored black key and PUF key bits are then shifted out of the black key and
PUPF key shift registers, passed through the XOR and shifted into the red key
shift register. Thus, each individual register would demonstrate a different
waveform depending on its position in the shift register and the actual bit
values. The waveforms of the individual registers would still have the reset
frequency as their first harmonic. However, detecting the bit values can not
be broken down to a simple black/white distinction as for the parallel case.
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Nevertheless, the attacker still detects and localize the registers of interest
in an LVI image, although with varying signal strength. After successful
localization of registers the attacker can move on to find the first register of
each shift register, and probe the waveforms of individual registers directly
using LVP. As the complete red key bits are shifted through the first register
during calculation, the attacker can extract the red key from its waveform.
Therefore, the attacker can extract the secret key regardless of the chosen
implementation using only LVI or a combination of LVI and LVP.

6.1.2 RO PUF Characterization

To characterize an RO PUF, the frequencies of the ring oscillators has to
be measured with high precision. Characterization of the RO PUF enables
the attacker to clone its behavior. If the attacker can approximately es-
timate the frequency of the ring-oscillators, she can directly perform LVI
measurement at that particular frequency. An approximation of frequencies
can be obtained by EM or power analysis in the frequency domain. However,
conducting SCA does not necessary reveal the frequency of individual ring-
oscillators, but rather the superposition of all running ring-oscillators. Nev-
ertheless, if she performs an LVI measurement at the approximate frequency
with a large enough bandwidth, she should be able to observe the nodes of the
ring-oscillators in the LVI image. As soon as the nodes of the ring-oscillators
are identified and localized on the chip using LVI, the attacker can start to
probe them individually. However, since the ring-oscillators are free-running,
no trigger signal is available for waveform acquisition, and therefore, conven-
tional LVP fails. As a solution, while probing one individual ring-oscillator,
the attacker is free to connect the reflected light signal of the LVP directly
to the spectrum analyzer of the LVP /LVI setup. Through setting the spec-
trum analyzer to conventional frequency sweep mode, she can then observe
the spectrum of the reflected light signal. As the laser beam will just probe
one node of one ring-oscillator, the waveform of the target ring-oscillator is
modulated into the reflected light signal. Thus, the precise frequency of that
individual ring-oscillator becomes visible on the spectrum analyzer. This
technique eliminates the need for a trigger signal, and allow the attacker to
characterize that specific ring-oscillator. By pointing the laser at the nodes of
the remaining ring-oscillators, the attacker can then proceed to characterize
the whole RO PUF.
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FiGURE 6.3: LVI images of the parallel implementation.
(a) All three register blocks taking part in the red key cal-
culation. (b) Detail view of the individual register blocks.
Dashed lines denote the LE boundaries. Each LE is approx.
6 pm in height.

6.2 Results

6.2.1 Key Extraction

We deployed a parallel implementation, as described in chapter 6.1.1, for
our first measurements. The black key was set to 10101101, the PUF key
to 11011011 and the resulting red key was 01110110. The measurement was
carried out with 5 MHz reset frequency and 50 MHz clock. Both signals had
50% duty cycle and 2.4 V high level and 0 V low level. The laser power was
set to 10% and the pixel dwell time to 3.3 ms. The filter frequency for LVI
was set to the reset frequency and the bandwidth to 300 Hz.

First, we performed an overview LVI image of an area containing all three
register blocks, see Fig. 6.3(a). There are clearly nodes whose waveforms
contain frequency components at the reset frequency, and therefore, give rise
to an LVI signal. Since it is known in which LABs of the FPGA the black
key, PUF key and red key registers have been placed, it is now straightfor-
ward to assign the blocks to their respective keys. A higher resolution is
helpful to analyze the data content of the registers. Hence, we repeated the
LVI measurement on each register block while applying a scanner zoom. The
resulting LVI images can be seen in Fig. 6.3(b) and the expected behavior
discussed in chapter 6.1.1 is observed. As expected, registers carrying "0"
do not contribute to the LVI signal while registers carrying "1" can clearly
contribute. We can observe slight differences in the appearance of the nodes
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FiGURE 6.4: LVI image of the red key register block and
probed waveforms by LVP for the serial implementation. Re-
set assertion is marked by a dashed vertical line.

in different measurements, which are probably due to a focus drift. Never-
theless, it is clear from the measurements that the attacker can easily extract
the relevant values of the black key, PUF key and red key directly from these
LVI images.

For the serial implementation, we utilized the same measurement setup.
However, since the serial implementation requires more clock cycles to exe-
cute, the reset signal and LVI frequency were set to 1 MHz. The reset duty
cycle was set to 58% as a makeshift trigger delay, causing only full bits to
show up in the result before reset assertion. The laser power was increased to
15% and the pixel dwell time decreased to 1 ms. Afterward, an LVI image of
the red key register block was taken, see Fig. 6.4. It is evident that there is no
simple black /white data dependency, as discussed in chapter 6.1.1. However,
we can still observe a difference in signal strength for the registers, with the
ones at the top of the Fig. 6.4 giving less signal than the ones at the bottom.
To find out which points could be promising to perform LVP, we utilized
fast Fourier transform (FFT) to analyze the amplitude of the first harmonic
component for different expected waveforms. As a result, the waveforms with
more bit shifts give us a stronger first harmonic component. Our conclusion
was, therefore, that the lower half area of the LAB was the most promising
location to probe. Direct probing of the lower-half registers was successful
and revealed the lowest register to be the "shift-in" register. However, it was
observed that waveforms with a better signal to noise ratio could be acquired
at the locations close to the actual register area. We believe that these loca-
tions are associated with routing, and therefore, the signal has already been
buffered before reaching them. Hence, the final measurements were carried
out at these locations. The resulting waveforms can be seen in Fig. 6.4. It is
apparent that the red key can be extracted from the lowest LVP waveform
of the shift-in register by the attacker. We acquired further waveforms while
setting the integration number down to 100000 loops, which is the current
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FIGURE 6.5: (a) LVI image of 8 LEs of an RO, each ap-
prox. 6pm in height. Dashed lines denote the LE bound-
aries. Fach LE shows multiple potential probing locations.
(b) LVP spectrum of the same RO.

limit in the PHEMOS software, and were still able to distinguish the bit
states easily. Therefore, we expect this approach to work with even fewer
loop counts.

6.2.2 RO Characterization

For characterisation of the ring-oscillators, we applied the approach discussed
in 6.1.2. In this section, we present the frequency measurement for one of
the ring-oscillators. We first deployed the Software Defined Radio (SDR) to
get a rough estimation of the LVI frequency by measuring the superposition
of all ring-oscillator’s frequencies in the spectral domain on the power rail.
By slight adjustments, we could then create LVI overview images of the LEs
forming the different ring-oscillators, one of which is depicted in Fig. 6.5(a).
For this LVI measurement, the spectrum analyzer filter frequency was set to
127.3539 MHz, laser power to 60%, and pixel dwell time to 0.33 ms. The
ring-oscillators have much more short term frequency fluctuations than the
previously used conventional clock sources. Therefore, the LVI filter band-
width had to be set to 100 kHz to account for the more widespread ring-
oscillator spectrum. After identifying the nodes of interest inside the LEs by
applying LVI, the laser beam was held stationary on one of nodes, and the
preamplified light detector signal was fed into the spectrum analyzer. Af-
terward, the spectrum analyzer was configured to show the spectrum of this
signal, which was modulated by the ring-oscillator waveform present at the
electrical node. For this measurement the laser power was set slightly higher,
to 73%, the spectrum analyzer frequency span to 1 MHz, resolution band-
width to 30 kHz and video bandwidth to 10 Hz. The resulting spectrum in
Fig. 6.5(b) shows the ring-oscillator’s frequency approximately 10 dBm above
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the noise floor. Thus, the attacker can determine the current ring-oscillator’s
frequency precisely using only contactless optical probing techniques.

It should be noted that the resolution bandwidth mentioned before is not the
resolution to be expected for the frequency measurement. As the attacker will
only be interested in the average frequency of the ring-oscillator, she is free
to use multiple frequency sweeps to get a smooth spectrum and determine
its peak value. The frequency of this peak value will then deliver the average
frequency with a precision only depending on the number of averaged sweeps.
By analyzing the average frequency acquired this way it can be seen that the
ring-oscillator’s frequency was shifted by approximately 0.15% when the laser
power was increased from 60% to 73%. As long as the individual ROs are
probed in the same way with the same laser power, this should not lead to
problems for the attacker. Since the key issue for the attacker is just which
ring-oscillator is faster, characterizing the RO PUF is still be successful if
she takes care to probe all ring-oscillators in the same way, generating the
same shift. Nevertheless, we will discuss this aspect in detail in chapter 6.3.

6.3 Discussion

6.3.1 Locating the Registers and IP Cores on the Chip

As mentioned in chapter 6.1, knowing the approximate location of the key
registers and PUF IP core is the central assumption of our proposed at-
tacks. Different scenarios can be considered to understand how realistic this
assumption is.

As discussed in chapter 2.2.1, the soft PUF IP cores, black key, and their
placements are transmitted within the FSBL. If the FSBL or Boot0 is not
encrypted, the attacker can intercept the boot loader on the board and gain
knowledge about the configuration of the PUF and the red and black key
registers. For instance, the Microsemi RoT solution [47] permits either the
transfer of unencrypted or encrypted first stage boot loaders to the target
SRAM-based FPGA. If the boot loader is encrypted, it will be decrypted
by the hard dedicated AES core inside the target FPGA. While in the un-
encrypted case the boot loader can be easily intercepted, for the encrypted
case DPA vulnerabilities of dedicated AES cores might be used to extract the
encryption key and decrypt the boot loader [60, 38, 61, 62|. However, in the
case of using asymmetric authentication and key rolling, as used by Xilinx
SoCs, it is much harder for the attacker to expose the boot loader configura-
tion [62]. Because of the authentication and key rolling, the attacker cannot
launch a DPA attack against the hard AES core and therefore might not be
able to decrypt the first stage boot loader.
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If the first stage boot loader cannot be intercepted, the attacker has to have
access to the used IP cores prior to the attack. Though difficult, it is imag-
inable that the adversary can get access to the IP cores via an insider or by
posing as a potential customer to IP core suppliers. Having the IP cores, the
attacker can synthesize the PUF on an identical FPGA model and analyze
the design either in the IDE (if no obfuscation is used) or by looking at the
generated bitstream to find the circuitry of the interest.

If the attacker cannot get access to the IP cores, the attack will be more
difficult due to the unknown location of the circuitry of interest. In this
case, if the utilized soft PUF is an RO PUF, one could launch the attack
proposed in chapter 6.1.2 to find the ROs and the counters connected to
them on the chip. The location of the RO PUF can then be a reference point
to localize other parts of the design inside the FPGA. Furthermore, one can
estimate the operational frequency of different registers to apply LVI and
localize the related registers individually on the chip. After a successful
localization of the key registers, the attacker can extract data from them by
LVP/LVI based on the implementation (See chapter 6.2.1). In the case of
a parallel implementation, if the key registers are naively implemented in
the right order (i.e., from LSB to MSB), the attacker can easily extract the
key by using LVI. Otherwise, if the keys are latched in an obfuscated way,
the attacker can only read the state of the permuted registers and might
not find the right order of the registers to assemble the key. For a serial
implementation, if the order of the registers is obfuscated, the attacker can
probe all registers to find the one through which the whole key is shifted.

The proposed attacks to key registers can in principle also be applied, if a
hard PUF and a hard AES are in use. In this case, the attacker has to reverse-
engineer the ASIC configuration circuit of the FPGA to locate the circuitry
of interest. Although the search space for the region of interest might be
reduced, the attacker has to probe and reverse-engineer more compact and
dense ASIC circuits in comparison to FPGA logic cells, which might be chal-
lenging. Last but not least, it is obvious that LVP and LVI have the potential
to directly probe the bitstream after on-chip decryption, circumventing all
security measures in place.

6.3.2 Feasibility and Scalability of the Attack

The process technology of FPGAs and programmable SoCs, which are sup-
porting partial reconfiguration for soft PUF implementation, are equal to or
smaller than 60 nm. Since our LVI and LVP experiments have been carried
out on an FPGA with 60 nm technology, the question of the applicability of
the same technique on smaller technologies might be raised. The real size of
the transistors is normally 7 to 8 times larger than the nominal technology
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node [31]. Besides, the size of the LEs and the routing (intra and inter LEs)
of FPGAs is much larger than the size of the transistors, see Fig. 6.3. Hence,
the optical resolution requirements for data extraction are much less severe
than for probing individual transistors. Based on our measurements, the LE
height in an Altera Cyclone IV is about 6um. The theoretical expected reso-
lution of our laser spot is approximately 1um?. Thus, optical probing should
still be possible on an LE approx. six times smaller. It is worth mentioning
that for LVP and LVI typical FPGAs are an advantageous target, as multiple
transistors close together will carry the same waveform in an LE.

There are also solutions for increasing the optical resolution of LVP and
LVI techniques. For instance, one can use solid immersion lenses (SILs)
to get 2 to 3 times better resolution, which already enables single transistor
probing at 14 nm [31]. Moreover, lasers with shorter wavelengths (e.g., in the
visible light spectrum) can be used to further increase the resolution [16, 12].
However, in the latter case, the substrate of the chip has to be thinned to
10 pm or less to prevent the absorption of the photons.

Meanwhile, it is still interesting to understand why other backside semi-
invasive attacks, such as PEM or LFI, have limited efficiency on small tech-
nologies in comparison to LVP and LVI. In the case of PEM, the photon
emission rate is proportional to the core voltage of the chip. However, the
core voltage of technologies smaller than 60 nm is too low [81] and the at-
tacker therefore has to integrate over a large number of iterations to capture
enough photons for analysis. LFI attacks on the other hand target mostly
single memory cells, which requires the system used for the attack to be able
to resolve single transistors on the chip.

6.3.3 Tamper Evidence

Although passive semi-invasive attacks do not affect the behavior of the PUF,
the laser beam in our proposed attack can change the temperature of the
transistors. Temperature variations have transient and reversible effects on
the delay and frequency of the inverter chains in arbiter PUFs and RO PUFs.
In our experiments, a shift of frequency has been observed while performing
LVI and LVP on the ROs. However, the attacker is still able to precisely
characterize and measure the frequencies of the ROs by performing LVI and
LVP, if she takes care to probe all ring oscillators under the same conditions.
If the attacker is not able to fulfill this requirement, she might also probe the
registers of the counters which are connected to the RO output. Assuming
the counters or other circuitry connected to the RO PUFs are located far
enough away she will be able to mount her attack without influencing the
ROs. Finally, she might take measurements of one individual RO frequency
for different laser powers and extrapolate from that to the frequency for zero
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laser power. Therefore, a precise physical characterization of the RO PUF is
certainly feasible.

6.4 Potential Countermeasure

Silicon light sensors have been proposed to detect the photons of the laser
beam. However, in our experiments we have used a laser beam which has a
longer wavelength than the silicon band gap. Hence, no electron-hole pairs
will be generated by the laser photons. A silicon photo sensor is therefore
unlikely to trigger.

A potential algorithmic countermeasure can be randomization of the reset
states of the registers for the parallel implementation. As a result, the simple
black /white data distinction (see Sect. 6.1.1) would be severely impeded, as
there now would be switching activity during the reset loop on all registers.
For the serial case, a randomization of the relation of the outer reset signal
to the internal reset signal would destroy the needed trigger relationship
and make waveform probing on the registers impossible. Another simple
countermeasure includes the obfuscation of the key registers by randomizing
their order, see Sect. 6.3.1.

Optical probing could have an immediate disturbance on temperature and
current of the chip. The local temperature and current variations can affect
the propagation delays of the electrical signals in the delay-based PUFs. Since
soft PUFs have been already considered for key generation purposes inside
the FPGAs [67], it is tempting to use the same PUFs as physical sensors to
detect optical probing attacks as well.

6.4.1 Requirements for PUFs as Sensors

Optical probing could induce temperature and current variations into the
chip. These local variations change the signal propagation delays of the
transistors. Naturally, an ideal sensor should have a high resolution to mea-
sure tiny variations in the different physical parameters. However, to detect
optical probing attacks by a sensor, other conditions have to be fulfilled as
well.

Large Spatial Coverage Performing optical probing over a certain area of
the chip only locally increases the temperature of the wires and transistors.
Therefore, an ideal sensor should cover the whole area of the chip to detect
local variations.

Large Temporal Coverage The irradiating of individual gates or registers
during an optical probing attempt is potentially a very fast process. Hence,
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FIGURE 6.6: (a) A distributed placement of the ROs inside
the FPGA. Performing optical probing can shift slightly the
frequency of an RO, which is in, or close to the probed area.
(b) The modified architecture of the RO sum PUF. The sum-
mation of frequency differences is measured directly before
making a decision about the output of the PUF.

the sensor should continuously monitor the physical conditions of the chip
to successfully detect an attack.

Security The attacker might make an effort to deactivate the sensor or
tamper with the sensor output to hide her attack attempts. In an ideal case,
any physical modification of the sensor should lead to an irreversible damage
of the sensor.

6.4.2 Sensor Candidates

The behavior of timing-based circuits, e.g., delay-based PUFs [41]| and ring-
oscillator networks (RONs) [97], heavily rely on the propagation delays of
their composing combinatorial components. To have a large spatial cover-
age, the ring-oscillators in a RON with virtually equal frequencies can be
distributed all over the FPGA, see Fig. 6.6(a). Therefore, performing local
probing attempts will slightly shift the frequencies of ring-oscillators, which
are in, or close to the probed area. The frequency deviation of affected ring-
oscillators can be compared to the mean frequency of all ring-oscillators to
detect the attack. Similarly, the individual ring-oscillators of RO PUFs can
be realized in a distributed way on the chip.
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Other delay-based PUFs (e.g., arbiter PUFs) can be employed inside an
FPGA in a similar manner to cover the whole area of the chip. For in-
stance, the multiplexers or the inverters of a large arbiter PUF can be placed
and distributed manually all over the FPGA fabric. However, satisfying the
temporal coverage requirements, especially for PUF-based sensors, is more
challenging. Although the laser irradiation can instantly alter the delays of
one or more PUF components, the affected components might not be active
during the attack period. If we assume that an arbiter PUF is used as a
sensor, by enabling the PUF for a specific challenge, each stage of the arbiter
PUF is active only for a few picoseconds to pass the incoming signal from
the previous stage to the next one. In this case, instant delay alteration of
one stage prior or after the signal handover will not have any effect on the
behavior of the PUF. Hence, a sensor with constantly active elements should
be selected if a high temporal coverage is required. Among digital intrinsic
hardware primitives, RO sum PUFs [94] and RONs can offer better temporal
coverage since their ring-oscillators can be made always active to sense the
anomalies.

A permanent physical modification of both RONs and delay-based PUFs
by fully-invasive attacks with a high probability leads to the destruction of
them. Moreover, their deactivation leads to altered outputs. Thus, they can
be considered tamper-evident against fully-invasive attacks and satisfy the
security condition.

6.4.3 Combining RO Sum PUFs and RONs

RONSs have been used to create signatures, detect small current variations as
well as hardware Trojans in ASICs. Upon activation of the ring-oscillators,
the counters count the number of rising edges at the outputs of the ROs
within a predefined interval. The frequency of each ring-oscillator is measured
separately by a counter and summed up to be analyzed externally. Mounting
active attacks can directly alter the frequency values, and the attack can be
detected with a high probability. However, RONs are neither common IPs for
FPGASs nor well suited for key generation and authentication simultaneously.
The latter is due to the lack of both exponential input space and binary
responses.

On the other hand, RO sum PUFs consist of n pairs of ring-oscillators, whose
outputs are connected to binary counters. Similar to RONs, after a prede-
fined period, the states of the counters of two adjacent ROs are sampled.
The sampled values are then subtracted from each other to generate n fre-
quency difference values. Based on an applied n-bit challenge to the PUF,
each frequency difference value is multiplied by +1 or —1. Finally, all the
values are summed, and the final response of the PUF is 0 if the sum is
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negative. Otherwise, it equals 1. An RO sum PUF has an exponential CRP
space, and therefore, can be utilized for authentication and key generation
purposes. However, it should be noted that changes in the frequencies of a
small number of ring-oscillators that are under an active attack do not nec-
essarily change the binary response of the PUF, which is undesired in the
case of a PUF acting as an attack detection sensor.

To have an exponential CRP space and immediate changes in the response
during active attacks, the concepts of RON and RO sum PUF can be com-
bined. If the summation of the frequency differences (SFD) in the RO sum
PUF is measured before the decision making (similar to a RON), instant
changes in the behavior of ROs can be observed, see Fig. 6.6(b). Meanwhile,
if the binary responses of the PUF are not affected, the PUF can be utilized
for key generation and authentication purposes. We refer to this PUF-based
security monitoring scheme as PUFMon.

6.4.4 Enrollment and Verification

Similar to PUF-based authentication, a PUF-based physical integrity sensor
has to be evaluated in two phases. First, in the enrollment phase for each
PUF, a set of CRPs is measured and stored in a database in a trusted field.
Later in the verification phase, the enrolled challenges are retrieved from the
database and applied to the PUF, and the outputs generated by the PUF are
compared to the enrolled outputs. Since the SFDs are used later in the field
to detect an attack, the SFDs of the PUFMon are measured several times
in a normal and fault-free condition to obtain their maximum and minimum
values. These values can be gathered in parallel with the actual binary
responses of the RO sum PUF during the enrollment phase in a trusted field.
Afterward, in an adversarial field, an alarm can be raised if a predefined
percentage of the SFDs does not lie within the min/max interval determined
in this way.

There are different options for storing the SFD min/max limits of the PUF.
One option is to transmit a set of enrolled limits encapsulated in the en-
crypted first stage boot loader (FSBL) or boot0 to the FPGA and store them
in the volatile memories. This technique can only be applied to FPGAs with
partial reconfiguration capability. In this scenario, the current SFDs of the
PUFMon can be compared offline with the SFD limits stored inside the chip
to detect anomaly conditions. Although offline verification can be effective
against non-invasive active attacks during runtime, the SFD limits might
be vulnerable to tampering by invasive attacks. Another option is to store
the SFD limits externally in a RoT or a secure database. In this case, the
FPGA should communicate with the database online and verify the behavior
of the FPGA. Finally, in a hybrid approach, while the PUFMon monitors
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the integrity of the FPGA offline, a server can occasionally update the stored
challenges and SFD limits on the chip to raise the security level. It should
be noted that in an ideal case the communication between FPGA and the
database should be secured by encryption and authentication schemes. Oth-
erwise, the attacker might be able to characterize the PUF by intercepting
the SFDs.

6.4.5 Monitoring of Optical Probing Attempts

We conducted our optical probing detection experiment with two different
wavelengths. During the monitoring phase, we performed optical contactless
probing over an area of the chip. Each step of our experiments consists of 10
rounds of SFD evaluation by applying the set of 100 enrolled challenges. We
started our first 10 rounds of monitoring rounds without performing probing.
Afterward, step by step we increased the power of the laser by 10% for 10
rounds. After each step, the laser was turned off for 10 rounds, see Fig. 6.7.

To interpret the experimental results, the effect of photons with different
wavelengths on the transistors should be understood. The silicon substrate is
more absorptive at 1064 nm than at 1300 nm, and thus, less 1064 nm photons
reach the transistors. However, since the photons with the wavelength of
1300 nm contain less energy than the band gap of the silicon, they mainly
have thermal effects. On the other hand, the photons with a wavelength of
1064 nm have higher energy than the band gap of the silicon, and hence, in
addition to thermal effects they generate electron-hole pairs, which leads to
current induction in the transistors. Stimulation of transistors with 1064 nm
and 1300 nm photons is called Photoelectric Laser Stimulation (PLS) and
Thermal Laser Stimulation (TLS), respectively [17]. As a result, the shift
in frequency of the ROs is higher when using the 1064 nm laser, and the
detection is more probable. As can be seen in Fig. 6.7, given enough laser
power, there is detectable laser influence on SFDs. The maximum power for
our 1064 nm laser experiment was 50%, because there was a risk of damaging
the transistors permanently.

A phenomenon that can be observed during high power experiments with
the 1300 nm laser is the shift of the SFDs even after the laser is powered
off. Naturally, increasing the laser power leads to an increase in the amount
of the heat deposited in the chip during the laser-on period. Therefore, a
few SFDs of the RO sum PUF still behaves out-of-bound at the end of the
laser-off period.
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FIGURE 6.7: The effects of the performing LVP/LVI with
the 1064 nm and 1300 nm laser on the SFDs.

6.4.6 Strengths and Weaknesses of PUFMon

PUFMon can be employed in each and every generation of reconfigurable
hardware, particularly on less expensive ones without security features com-
monly used in the field. Moreover, PUFMon can be implemented indepen-
dent of the user application. Finally, the behavior of the PUFMon is entan-
gled with a particular device. If the SFD limits of one platform are divulged,
the PUFMon behavior of other devices remains unknown.

To enable a successful key generation and authentication, the challenge-
response behavior of the PUF has to be stable. We observed that despite
large changes in the SFD values of the PUF under attack, most binary re-
sponses of the PUF remained intact. Accordingly, if our proposed modified
RO sum PUF is considered as a soft PUF IP, it can be used for authen-
tication, key generation and monitoring at the same time. Consequently,
the PUF configuration can be transmitted from an RoT within the FSBL to
FPGAs with partial reconfiguration capability. Later, the bitstream can be
transferred from the RoT to the FPGA via partial reconfiguration. During
partial reconfiguration, PUFMon can communicate with the RoT to verify
the correct functionality of the FPGA.

Based on our observations, the SFDs are highly sensitive to small variations
in the power supply voltage and global temperature, and thus, it can raise
false alarms. For instance, by increasing or decreasing the core voltage of
the FPGA by 10 mV, virtually all SFDs behave out-of-bound. As a solution,
one can set the detection threshold higher at the cost of a lower detection
probability for more local attacks. Another weakness of the PUFMon might
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be the high power consumption of its ring-oscillators, which could make it
unattractive for low power applications. One could decrease the number of
the ring-oscillators and place them only close to the critical IPs. However,
the spatial coverage of the PUFMon will be reduced. Another solution is
to activate the PUFMon only within the critical periods, e.g., during con-
figuration and encryption/decryption phases. Besides, PUFMon could have
standby times to decrease the overall power consumption. Nonetheless, in
both cases, the temporal coverage of the PUFMon is reduced.
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Chapter 7

Conclusion and Future Work

Reconfigurability, flexibility and lower time-to-market have made the recon-
figurable hardware the platform of choice for designing embedded devices.
To protect the running IPs on these devices from cloning and manipula-
tions, several protection mechanisms have been integrated into these plat-
forms to neutralize several categories of physical attacks. Undeniably, one
of the fundamental security challenges for vendors is the providing a pro-
tection scheme against advanced semi- and fully-invasive attacks from the
IC backside. While fully-invasive techniques, such as FIB microprobing [36],
are taken seriously by the chip manufactures, not enough attention has been
paid to optical semi-invasive attacks in the past.

Although FIB machines are more expensive than optical setups used in this
work, they are available in many research laboratories around the world.
This is due to their wide use not only in semiconductor industry but also
in physics and material sciences, and therefore, they can be rented by an
adversary with very low prices. By adding more obfuscation and redundant
security fuses, vendors can reduce the probability of success of an adversary,
who is equipped with a FIB machine. Moreover, vendors can integrate charge
sensors to their chips to detect FIB attacks [33].

On the contrary, optical semi-invasive techniques may not widely be accessi-
ble, and hence, they are not considered threatening by the chip manufactur-
ers. Additionally, the common belief is that with the help of optical attacks
an adversary cannot achieve enough resolution to probe a signal from a tran-
sistor or actively influence single transistors on the chip to launch an attack.
While it is true that scaling down a set of optical analysis techniques (e.g.,
PEM and LFI) to the very latest nanoscale technologies are an onerous task,
it is still feasible to utilize them |76, 78|. Besides, it should be kept in mind,
while the size of the transistors is shrinking, modern inexpensive failure anal-
ysis approaches are developed to debug and probe nanoscale manufactured
circuits in a semi-invasive and contactless way. Optical contactless probing,
including LVP and LVI techniques, is an example of such advanced methods.
It is worth mentioning that much less time is required for optical contactless
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probing of different signals than for FIB microprobing. The amount of time
needed to probe multiple nodes optically is on the order of minutes while for
FIB microprobing it will be on the order of days. Hence, the higher renting
cost of optical equipment in comparison to FIB machines is compensated by
the less time, which is needed to conduct an attack.

Another reason, which makes vendors less concerned about semi-invasive
attacks from the IC backside is the sample preparation of chips from the
backside, which is considered a challenging task. However, modern high-
performance FPGAs and SoCs are offered in flip-chip ball grid array (BGA)
packages. In contrast to traditional packaging, the silicon die is inverted and
placed face down in the package in flip-chip BGA packaging. Hence, access
of adversary to the backside of the chip have become less complicated in the
case of flip-chips.

Naturally, vendors can deploy digital Intrinsic PUFs to raise the security of
key storage against invasive attacks on the modern reconfigurable hardware,
instead of modifying the package and embedding an analog sensor to detect
the attack attempts. The latter solution is more expensive and more chal-
lenging to be integrated into these devices, which makes them the unpopular
choice for vendors. Therefore, an NVM might be replaced with a PUF to
make the secrets volatile, harder to extract and even tamper-evident to in-
vasive attacks. Indeed, one can deploy delay-based PUFs and distribute its
elements on the whole area of a chip to develop a sensor to detect the FIB mi-
croprobing attempts by observing the intrinsic behavior of the PUF [14, 74].

However, PUFs might be only tamper-evident to fully-invasive techniques
and not semi-invasive ones. Based on the already published results in the
literature [14, 74, 34, 64, 35] and results of this work, it has become apparent
that digital Intrinsic PUFs are not sensitive to sample preparation and optical
semi-invasive attacks in their current configurations. By launching different
classes of semi-invasive attacks, we demonstrated that Intrinsic PUFs are
vulnerable to these attacks their responses can be predicted, manipulated and
probed. Hence, Intrinsic PUFs cannot be considered as an ultimate solution
to protect chips from all classes of physical attacks, and more effective analog
sensors have to be added to the ICs. We firmly believe that the future
generations of reconfigurable hardware remain vulnerable to semi-invasive
attacks if no proper protections or countermeasures for the IC backside are
implemented.

Future Work. In this thesis, we have assessed the physical security of the
PUFs by launching optical semi-invasive attacks against PoC PUF imple-
mentations. To obtain a better understanding of the threat in a real sce-
nario, one should conduct the same experiments against real soft and hard
PUF implementations on the FPGAs, where little or no prior knowledge of
the design is available. This requires to having access to such devices and
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PUF implementations, which were not available to the author of this work
at the time experiments. In such scenarios, multiple steps have to be taken
to localize and reverse-engineer the circuits of interest.

We demonstrated that optical contactless probing is a powerful technique to
probe the responses of a PUF. In principle, the same method can be deployed
to directly probe the entire bitstream of the FPGA after authentication and
decryption on the chip. Possessing the bitstream enables the attacker to clone
the design and implement it on other FPGA platforms. The main challenge
would be the localization of the ASIC AES decryption core and its outputs
on the FPGA with the help of LVI. After finding the points of interest, the
attacker can probe the bitstream with the aid of LVP.

Based on the results of conducted experiments in this work, it becomes ap-
parent that PUFs alone cannot protect the chip from semi-invasive attacks
from IC backside. Hence, novel protection mechanisms for the IC backside
should be researched. One potential physical protection could be the utiliza-
tion of different coating layers on the silicon substrate, which can reflect the
incoming photons from a set of light sources to set of light detectors [15]. In
this structure, to unblock the optical path from transistors, the coating layers
must be removed from the silicon substrate. As a result, the incoming pho-
tons from the light sources are not reflected anymore, and consequently, not
received by the light detectors in the absence of the coating layers. There-
fore, the attack attempts from the IC backside can be detected. The idea
can be further developed to build an optical PUF on the backside of the chip,
where the selection of light sources and the detection of photons from differ-
ent angles by light detectors can be considered as challenges and responses,
respectively. In this case, any modifications to the silicon substrate alter the
challenge-response behavior of the PUF, which makes the detection of the
attack feasible.
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