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1. Introduction 

This chapter motivates and describes the dissertation’s research topics, followed by introducing 

the research objectives, the applied methodology, and the underlying research paradigms. This 

chapter concludes with an overview of the structure of the dissertation. 

1.1 Motivation 

Thomas John Watson assumed a "world market for about five computers" (Carr 2008); Steve 

Jobs assessed mobile devices "are OK if you're a reporter and trying to take notes on the run. 

But for the average person, they're really not that useful" (Sheff 1985). Exceeding expectations, 

digital technologies' "cumulative impacts have become so deep, wide-ranging and fast-changing 

as to herald the dawn of a new age" (United Nations 2019, p. 6). This "new age" (United Nations 

2019, p. 6) is powered by digitization, defined as the "technical process of converting analog 

signals into a digital form, and ultimately into binary digits" (Legner et al. 2017, p. 1). In turn, this 

technological change fosters digitalization with "manifold sociotechnical phenomena and 

processes of adopting and using these technologies in broader individual, organizational, and 

societal contexts" (Legner et al. 2017, p. 1), with most of humanity being part of the online 

community of almost 5 billion internet users (International Telecommunication Union 2021), 

empowered to "connect to anyone else, obtain and generate knowledge, or engage in commercial 

or social activity" (United Nations 2019, p. 6).  

Humanity's reliance on digital technologies in this "new age" (United Nations 2019, p. 6) is 

showcased by their role during the "first pandemic in the global era of widespread mobile-device-

supported social media, Big Data and AI" (Gaffield 2020, p. 1; World Health Organization 2020). 

Technology is a critical part of the response to the Coronavirus Disease 2019 (COVID-19) 

pandemic (cf. Lalmuanawma et al. 2020; Whitelaw et al. 2020): The ubiquity of mobile phones is 

leveraged by gathering GPS locations from individual phones as well as telecom geolocation data 

to identify changes in population-level mobility, assess the risk level per region, trace outbreaks, 

and inform forecasting (Grantz et al. 2020). Additionally, records of proximal interactions between 

Bluetooth-enabled devices allow monitoring changes in regional pairwise contacts, facilitating 

individual contact tracing and quarantine (Ferretti et al. 2020; Grantz et al. 2020; Dar et al. 2020). 

The QR code saved on a mobile device serves to certify the COVID-19 health status (Whitelaw 

et al. 2020). Web-based services such as the Johns Hopkins "COVID-19 Dashboard" distribute 

information about indicators, such as incidence or case-fatality ratio (Johns Hopkins University 

2022). Machine learning (ML) supports COVID-19 diagnoses (Lalmuanawma et al. 2020), e.g., 

gradient-boosting models to predict a diagnosis (Zoabi et al. 2021), deep convolutional neural 

networks to classify radiology images (Li et al. 2020; Ardakani et al. 2020), support vector 

machines to predict severe symptoms (Sun et al. 2020) and mortality rates (Yan et al. 2020) in 

COVID-19 patients. Further, ML provides forecasts (Lalmuanawma et al. 2020), e.g., deep 

learning to predict cases and hospitalization rates (Zeroual et al. 2020). ML is even employed to 

augment treatment discovery (Lalmuanawma et al. 2020; Ekins et al. 2020), e.g., a deep learning 

model identifies drugs that could act on COVID-19 proteins (Beck et al. 2020). In addition to these 

applications, societies' digital connectedness serves as an infrastructure to enable physical 

distancing (Gaffield 2020). 
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Indeed, the fight against COVID-19 showcases humanity's reliance on digital technologies as "the 

most powerful new tool we have for solving the world's major challenges" (Sachs et al. 2016, 

p. 6). Research supports these expectations by establishing technology's potential to foster 

societal good across a wide range of challenges (e.g., Majchrzak et al. 2016). Thus, the United 

Nations expect this new "tool for social good" (Sachs et al. 2016, p. 6) to support the 17 

Sustainable Development Goals (SDGs), outlining the global community's shared commitments 

for a better future (United Nations General Assembly 2015).  

In contrast to these high expectations, COVID-19 also brought to light the perils that the "new 

age" entails (United Nations 2019, p. 6): Hospitals relied on ML tools that were not fit for clinical 

use (Heaven 2021; Borzyskowski et al. 2021). Analyzing 232 prediction models in a living review 

approach that is updated based on new evidence, Wynants and colleagues found that a vast 

majority of models aiming to diagnose and predict the course of COVID-19 in patients with 

suspected infections had insufficient quality, with only two models identified as promising (2020). 

Another review supports this assessment, finding no model fit for clinical translation after 

analyzing 415 studies focused on detection and prognosis based on chest radiographs and 

computed tomography (Roberts et al. 2021). Derek Driggs, a co-author of the latter review, 

concludes in an interview with the Massachusetts Institute of Technology (MIT) Technology 

Review that "this pandemic was a big test for AI and medicine. […] But I don't think we passed 

that test" (Heaven 2021). 

ML's inherent limitations become apparent when studying the root causes of these failures (Liao 

2020): Any model is only as good as the underlying training data, and an algorithm might result 

in models that fail to identify signals or falsely recognize a non-existing pattern, picking up on 

spurious correlations (Liao 2020). This is illustrated by examples such as a model aiming to 

diagnose and predict the course of COVID-19 trained using a dataset as a control group that 

consists of patients aged between one and five (Kermany et al. 2018), with the model ultimately 

learning to identify children versus adults and failing to pick up on COVID-19 symptoms (Roberts 

et al. 2021). Another example is a model to identify hip fractures that picked up the physician's 

markers in x-ray images (Badgeley et al. 2019). Moreover, ML might reinforce an unfair treatment 

of protected classes captured in historical data (for an overview, see Mehrabi et al. 2021). A lack 

of diversity and representation of minority groups in datasets used to train ML biases the decision-

makers it seeks to inform (Borzyskowski et al. 2021), e.g., an ML-based hiring tool employed and 

later discontinued by Amazon discriminated women, perturbating existing bias in hiring decisions 

(Dastin 2018). Overall, the opaque nature of many ML systems elevates these limitations, as it 

impedes scrutiny and hinders identifying such pitfalls. Deployed in high-risk environments, ML 

might lead to fatal outcomes, as showcased by a facial recognition system causing an innocent 

person's arrest (McGregor 2020). 

Societal risks stemming from the application of digital technologies are not only caused by 

technical limitations. They can also arise due to human vulnerabilities (Liao 2020): During the 

COVID-19 pandemic, social media platforms like Twitter radically accelerated the spread of 

misinformation (Kouzy et al. 2020), health-related conspiracy theories (Allington et al. 2021), 

ultimately contributing to a decrease in the likelihood of compliance with public health guidance 

(Roozenbeek et al. 2020). Generative adversarial networks allow bending the line between 

synthetic and real content (Liao 2020; Verdoliva 2020). While this allows for, e.g., new creative 

expression (Xue 2021) and the creation of additional data to balance a training dataset (Zhang et 

al. 2020), it also poses severe risks by fueling disinformation campaigns and leading to electoral 

distortion (Liao 2020). As society relies on digital connectedness to facilitate physical distancing, 
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the digital divide amplifies socioeconomic inequalities (Whitelaw et al. 2020; Gaffield 2020). 

Indeed, the Global Risk Report published by the World Economic Forum highlights digital power 

concentration, digital inequality, and cyberattacks as threats to humanity (World Economic Forum 

2021).  

The promise and perils of digital technologies are two sides of the same coin, as "opportunities 

created by the application of digital technologies are paralleled by stark abuses and unintended 

consequences. Digital dividends co-exist with digital divides" (United Nations 2019, p. 4). With 

society standing at the "dawn of a new age" (United Nations 2019, p. 6), digital technologies are 

both tools for societal good (Sachs et al. 2016) and risks to humanity (World Economic Forum 

2021). Thus, the promise and perils of digital technologies are crucial to society and demand 

research attention. "Information systems (IS) as a field of academic research and business 

practice has long considered the importance of ethical considerations, including questions of what 

counts as right and wrong, good or bad, moral or immoral. […] Such questions touch on the design 

and use of computing artefacts in organizations in many different ways." (Stahl et al. 2014, 

p. 810). "Responsible Research and Innovation" in IS is linked to computer ethics, while focusing 

less on providing philosophical-theoretical contributions but rather on investigating practical 

implications of digital technologies (Stahl et al. 2014). While "Responsible Research and 

Innovation" initially focused on "preventing harm arising from research activities" (Stahl et al. 

2014, p. 814), it has widened its goals toward responding to "grand challenges" that are "global 

or cover large parts of humanity" (Stahl et al. 2014, p. 814). In line with these dual goals, 

Responsible Technology focuses on "questions around how technologies can be conceptualized, 

designed, deployed or used in ways that are conducive or detrimental to human happiness" 

(Jirotka and Stahl 2020, p. 1). Against this background, this dissertation aims to foster research 

on both capitalizing on the power of digital technologies to alleviate societal challenges and 

addressing the challenges it poses to society (cf. figure 1). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Overview of the dissertation’s research subjects. 

This dissertation addresses selected aspects of how digital technologies can alleviate societal 

challenges (Subject A), as they are increasingly perceived to be tools for societal good (Sachs et 
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Digital Technologies to  
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al. 2016; United Nations 2019), contributing to "promote human flourishing" (Bynum 2006, p. 157). 

Seeking to understand if digital technologies can live up to these expectations, this dissertation 

focuses on the question of whether and how they can be employed to assist marginalized 

communities (AbuJarour et al. 2019), i.e., "populations outside the mainstream society" 

(Cheraghi-Sohi et al. 2020, p. 1). Indeed, the potential to leverage digital technologies to support 

marginalized communities seems to exist (AbuJarour et al. 2019): Digital technologies in general, 

and especially the rise of mobile technologies, allow ubiquitous access to a diverse range of 

services, facilitate low-cost deployment, and enable rapid uptake at a global scale (Sachs et al. 

2016). Successful examples include the person-to-person money transfer system M-PESA in 

Kenya, which lifted 194,000 households out of poverty (Suri and Jack 2016), and eHealth kiosks 

that disseminate medical information to fight infant mortality (Venkatesh et al. 2016). What is 

more, research postulates that digital technologies can connect geographically dispersed 

individuals and, thus, foster communication and collaboration. One example is a network of 

people "who have come together for mutual assistance in satisfying a common need, overcoming 

a handicap or bringing about desired social and/or personal change" (Katz and Bender 1976, 

p. 278). Such online peer groups successfully support individuals across various challenges 

ranging from improving social participation in the elderly (Goswami et al. 2010) to assisting 

women with postpartum depression (Prevatt et al. 2018).  

Despite this potential, research (AbuJarour et al. 2019; Majchrzak et al. 2016) and policy (United 

Nations 2019) are only starting to capitalize on the power of digital technologies for marginalized 

groups and call to empirically validate technology’s impact in this context (AbuJarour et al. 2019; 

Majchrzak et al. 2016). Responding to this call, this dissertation aims to expand research on the 

power of digital technologies to alleviate societal challenges by observing, analyzing, and 

designing solutions to exploit their benefits in marginalized groups. This dissertation’s guiding 

question for Subject 1 is whether and how digital technologies can assist marginalized groups, 

focusing on older, unemployed individuals and refugees.  

Unemployment in older individuals (Topic 1) is a severe societal challenge. A rapidly growing 

portion of the worldwide population becomes financially dependent, threatening public finances 

and economic growth (OECD 2019; United Nations 2020). Research shows that older individuals 

experience higher financial and psychological losses related to unemployment (Jebb et al. 2020; 

Klehe et al. 2012). Further, job loss is often a prelude to long-term unemployment and an early 

labor market exit (OECD 2019; United Nations 2020), as older individuals have lower chances of 

returning to work (Tisch 2015; Vansteenkiste et al. 2015).  

Although digital solutions might help to provide broad access to job-search assistance, facilitating 

low-cost deployment at scale with fewer time and space constraints for participants (Belot et al. 

2019; McQuaid et al. 2004), most active labor market programs are still delivered in person 

(Biewen et al. 2007; Card et al. 2018; OECD 2019). While initial research testifies to the benefits 

of digital technologies for finding employment in young and middle-aged individuals (Felgenhauer 

et al. 2019; Garg and Telang 2012, 2018; Klier et al. 2019; Kuhn and Mansour 2014), only sparse 

information exists about the effectiveness in the older, unemployed population. Therefore, the 

potential of digital technologies to improve the re-employment chances in this group remains 

untapped (Liu et al. 2014; OECD 2019).  

A study investigating the effectiveness of digital interventions on re-employment indicators across 

age groups found no improvement in those above 50 (Briscese et al. 2020). The authors of this 

study suggest a reduced ability to navigate digital tools as an explanation for this observation 
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(Briscese et al. 2020). An alternative answer grounded in research on offline job search 

interventions is that older job seekers benefit most from interventions explicitly targeted toward 

that age group (Liu et al. 2014; Boockmann and Brändle 2019). The potential for societal impact 

of digital technologies on the older unemployed is supported by research indicating that digital 

technologies might help older individuals, e.g., improving cognitive performance (Ordonez et al. 

2011), strengthening empowerment (Hill et al. 2015), fostering connectedness (Lüders and 

Brandtzæg 2017), and supporting mental well-being (Cotten et al. 2012). In addition, social media 

engagement promoted well-being in unemployed participants across age groups, while the 

positive effect was especially noticeable in older participants (Suphan et al. 2012). Considering 

these seemingly contradictory findings, this dissertation sheds light on the potential of digital 

technologies to help fight unemployment in older individuals.  

The integration of refugees (Topic 2) poses a tremendous challenge for both host country 

communities and the individual who "owing to well-founded fear of being persecuted for reasons 

of race, religion, nationality, membership of a particular social group or political opinion, is outside 

the country of his nationality and is unable or, owing to such fear, is unwilling to avail himself of 

the protection of that country" (United Nations General Assembly 1951, p. 14). In mid-2021, the 

number of people forcibly displaced due to prosecution, conflict, or generalized violence, reached 

an unprecedented peak of 84 million (United Nations High Commissioner for Refugees 2021), 

with an additional 4.8 million people fleeing Ukraine since February 2022 (United Nations High 

Commissioner for Refugees 2022). Local integration is one durable solution to address the 

consequences of this displacement (United Nations High Commissioner for Refugees 2020). Still, 

especially given the extraordinary number of individuals, it often poses tremendous challenges 

for refugees and their host countries. Risks include the potential for refugees' long-term financial 

dependency on their host countries, isolation of individuals, marginalization as a group, and 

increasing political radicalization (United Nations High Commissioner for Refugees 2013).  

Research in IS is criticized for studying the impacts of digital technologies in mainstream 

communities, gaining insights that are only partially transferrable to refugees (AbuJarour et al. 

2019). Still, initial research shows digital technologies' potential to support refugees from pre-

departure to integration (Benton and Glennie 2016). The importance of digital technologies during 

flight is illustrated by refugees reporting that "internet is the same like food" (Kutscher and Kreß 

2016, p. 1). Mobile phones serve many purposes, including connectivity and navigating toward 

better routes (Eide 2020; United Nations High Commissioner for Refugees 2016), while 

smartphones provide companionship, diversion, and facilitate organization during flight (Alencar 

et al. 2019; United Nations High Commissioner for Refugees 2016). Further, research shows that 

virtual networks and mobile phones expand higher education opportunities for women in refugee 

camps (Dahya and Dryden-Peterson 2017). Digital technologies also support refugees upon 

arrival in the host country: Digital applications aggregate local information about the host 

community (Schreieck et al. 2017a, 2017b), promote local events, and help refugees learn a new 

language (Ngan et al. 2016). What is more, they allow refugees to help each other by providing a 

platform for, e.g., health-related (Benton and Glennie 2016) or overarching issues (Schäfer-

Siebert and Verhalen 2021). 

 

Given these successes in helping refugees from pre-departure to arrival, there is a call for 

research leveraging digital technologies to support the phase of long-term integration into the host 

country community (AbuJarour et al. 2019). Initial research supports this quest, as Siddiquee and 

Kagan identify that an intervention to teach internet skills fostered empowerment and participation 
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in female refugees in the United Kingdom (2006). Other findings show that digital technologies 

can enhance refugees’ well-being, empower them toward better situational control, and increase 

their societal participation (Díaz and Doolin 2016). Bacishoga and Johnston show that mobile 

phones positively affect social, cultural, and economic participation (2013), and online networks 

facilitate refugees’ social connections and learning (Alencar 2018). Against this background, this 

dissertation investigates the social impact of technology-based interventions and answers the call 

for empirical investigations of digital technology’s impact on long-term integration (AbuJarour et 

al. 2019). 

 

With Subject B, this dissertation aims to contribute to research on societal challenges posed by 

digital technologies. It focuses on Artificial Intelligence (AI), expected to "have a more profound 

impact on humanity than fire, electricity and the internet" (Knowles 2021, p. 1), while posing risks 

of "increased gender and ethnic bias, significant threats to privacy, dignity and agency, dangers 

of mass surveillance, and increased use of unreliable Artificial Intelligence technologies in law 

enforcement, to name a few" (United Nations 2021, p. 1). 

 

"AI" was coined by John McCarthy as "making a machine behave in ways that would be called 

intelligence if a human were so behaving" in the foundational Dartmouth Summer Research 

Project on AI (McCarthy et al. 2006, p. 11). The research field of AI can be characterized as "the 

study and construction of agents that do the right thing" (Russell and Norvig 2021, p. 22). To date, 

the driving technology fostering AI's rapid progress is ML, i.e., the capability to learn from 

examples based on the following process: "a computer observes some data, builds a model based 

on the data, and uses the model as both a hypothesis about the world and a piece of software 

that can solve problems" (Russell and Norvig 2021, p. 669). Both the issues that arise due to 

human vulnerabilities and vulnerabilities in ML itself (Liao 2020) illustrate that "without AI systems 

[..] being demonstrably worthy of trust, unwanted consequences may ensue" (HLEG-AI 2019, 

p. 4). In response, various stakeholders, including policy, society, and businesses, create 

guidelines and approaches to pave the way toward "responsible AI" that aim at building fair, 

accountable, and explainable systems (Arrieta et al. 2020, p. 1).  

 

One prominent example of regulation is the requirement of providing "meaningful information 

about the logic involved [..] for the data subject" (European Parliament and the Council of the 

European Union, General Data Protection Regulation, Article 13 – 15, 2016). Another example of 

upcoming regulation is the European Union's AI Act: The Act groups AI systems into three 

categories distinguished by the perceived risk to the public. It requests not to deploy systems that 

pose an 'unacceptable risk' to society. Systems of the second risk category are called 'high risk' 

systems and have to comply with several requirements, including the provision of transparency 

and human oversight (European Commission 2021). Both these regulations address the opaque 

nature of many ML systems. One example relevant across various applications from visual object 

recognition to natural language processing is neural networks consisting of artificial neuron layers 

representing complex nonlinear functions (Russel and Norvig 2021; Goodfellow et al. 2016). 

These models are opaque as they cannot be understood by looking at the parameters (Molnar 

2022). Therefore, the reasons driving their recommendations and predictions appear 

unfathomable to users (Guidotti et al. 2020). 

 

"In order to be beneficial to individuals and society, the proliferation of ML in everyday life requires 

that users are able to comprehend and interact with ML systems to a satisfactory degree and, 

where possible, be enabled to reasonably self-assess or challenge the system" (HLEG-AI 2019, 
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p. 16). Yet, when dealing with opaque systems, users lack sufficient information to reflect critically 

(Rader and Gray 2015) and make an informed decision about the ML system's recommendations 

(Guidotti et al. 2020; Mittelstadt et al. 2019). In turn, they cannot contest, appropriately trust, and 

manage their ML partners (Wachter et al. 2018; Arrieta et al. 2020). Additionally, this creates a 

barrier to ML adoption (Arrieta et al. 2020), as users have the choice of either blindly following an 

ML recommendation or merely distrusting and not using it (Rader and Gray 2015). Moreover, ML 

engineers and data scientists lack tooling for debugging models and identifying issues such as 

spurious correlations or undesirable bias (Bhatt et al. 2020). In light of these challenges, this 

dissertation contributes to the emerging research field of Explainable AI (XAI) that seeks to drive 

responsible ML adoption by providing explanations accompanying the ML system's outputs.  

1.2 Research Objectives 

The objective of this dissertation is to contribute to research on digital technologies to alleviate 

societal challenges (Subject A) and respond to societal challenges posed by digital technologies 

(Subject B). Subject A comprises two topics (Topic I: Unemployment in Older Individuals; Topic 

II: Integration of Refugees), while subject B focuses on one topic (Topic III: Explainable AI), as 

illustrated in figure 2. In the following, the research objectives are motivated and introduced. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Overview of the dissertation’s research topics. 

Subject A aims to understand how digital technologies contribute to alleviating societal 

challenges. While digital technologies are perceived as a tool to foster human welfare (Sachs et 

al. 2016; United Nations 2019) research and policy are only starting to capitalize on the power of 

digital technologies for marginalized communities (AbuJarour et al. 2019). In investigating the 

Subject A 
Research on 
Digital Technologies to  
Alleviate Societal Challenges 

 

Subject B 
Research on 

Societal Challenges  
Posed by Digital Technologies 

 

Research on 
Responsible Digital Technology 

Topic I 
Unemployment in Older Individuals 
 Topic III 

Explainable AI 
Topic II 
Integration of Refugees 
 

+ 



 8 

potential benefits in this context, this dissertation focuses on two topics: unemployment in older 

individuals and integration of refugees.  

Topic I: Unemployment in Older Individuals 

"Digital dividends co-exist with digital divides" (United Nations 2019, p. 4). While digital 

technologies might support older unemployed individuals, increasing age and unemployment also 

raise the risk of entering a "digital underclass" (Helsper 2011, p. 1; Helsper and Reisdorf 2017).  

Older individuals are less likely to use digital technologies (Hunsaker and Hargittai 2018; König 

et al. 2018), e.g., as shown by their low adoption of eGovernment services (Niehaves and Becker 

2008), with a similarly low digital technology uptake found in unemployed individuals (Helsper and 

Reisdorf 2017). Yet, initial research suggests that age and socioeconomic status have no 

explanatory power for a reluctance to use digital technologies when controlled for attitude and 

experience (Siren and Knudsen 2017). These findings are supported by research highlighting that 

causes for the lack of digital technology usage in older individuals include an overall negative 

attitude toward digital technologies, perceived lack of utility, and concerns around data privacy 

(Olphert et al. 2005; Morris et al. 2007; Lüders and Brandtzæg 2017). Further lack of internet 

access (Morris et al. 2007; König et al. 2018), insufficient digital skills (Olphert et al. 2005; Lüders 

and Brandtzæg 2017), or the perception of high costs (Lee et al. 2011), are identified as barriers 

to usage in older individuals.  

In light of this research investigating the causes driving low digital technology usage, one should 

stop treating older, unemployed individuals as one homogenous group and distinguish between 

different user types and characteristics. Thus, as a first step in understanding whether digital 

technologies can help older individuals facing unemployment, this dissertation extracts user 

typologies (Barnes et al. 2007; Brandtzæg 2010). A canonical example of user typologies that 

served as a foundation for later research is Brandtzæg's "new media" typology addressing the 

usage of "television, computers, internet, different game consoles, mobile phones" (2010, p. 943). 

Users are grouped into clusters ranging from Non- to Advanced Users. The so-called Sporadics 

and Lurkers are between the extremes, the former characterized by low frequency and variety of 

usage and the latter by passive consumption (Brandtzæg 2010). In addition to these types, there 

are four types with a medium frequency and variety of usage: Debators actively contribute to 

blogs and social networking sites, whereas Socializers use social media to nurture relationships. 

Instrumental Users focus on gathering utility and information, while Entertainment Users seek fun 

and distraction (Brandtzæg 2010). Literature offers a wide variety of studies identifying user types 

of specific technologies, such as social media (e.g., Akar et al. 2019; Kim 2018), and shedding 

light on particular user groups, such as children (Zawacki-Richter et al. 2015) and the unemployed 

(Feuls et al. 2016).   

To the best of my knowledge, no digital technology user typology of older, unemployed individuals 

was developed prior to this research endeavor. Thus, to address the challenges of better 

understanding the digital media preferences and characteristics of older, unemployed individuals, 

this dissertation addresses the following research objective (RO): 

• RO1: Explore the different digital technology user types of the older unemployed. 

As a second step, this dissertation aims to shed light on whether digital technologies can assist 

the older, unemployed population. While initial research shows the power of digital technologies 

to support job search in young and middle-aged individuals (Felgenhauer et al. 2019; Garg and 
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Telang 2012, 2018; Klier et al. 2019; Kuhn and Mansour 2014), most services to support job 

search in the older unemployed are delivered in person and research on the effectiveness of 

digital technologies for this group remains sparse (Biewen et al. 2007; Card et al. 2018; OECD 

2019). 

To tap into the potential of digital technologies to support the reemployment chances of the older 

unemployed, this dissertation investigates the introduction of a digital labor market intervention in 

a randomized field study at the Federal Employment Agency in Germany between February 2019 

and March 2020. Older, unemployed participants got access to an online peer group that provided 

a forum for discussion facilitated by digital technology. This brought together individuals who 

offered each other assistance in dealing with unemployment at an older age (Katz and Bender 

1976). This digital intervention was previously found to support participants across various 

challenges, from assisting women with postpartum depression (Prevatt et al. 2018) to helping 

youths find a job (Klier et al. 2019). Research identifies that peers in these (online) peer groups 

provide five types of social support: informational support, emotional support, esteem support, 

network support, and tangible assistance (Cutrona and Suhr 1992).       

Online peer groups have the potential to support job search, as positive effects observed in such 

groups reflect indicators of elevated reemployment (Liu et al. 2014; Wanberg et al. 2002; McQuaid 

2006): First, online peer groups foster knowledge gain, e.g., helping parents to learn about 

parenting (Niela-Vilén et al. 2014). Knowledge gain is essential for reemployment as improved 

job search skills, e.g., interviewing skills, elevate job search outcomes (Liu et al. 2014; Wanberg 

et al. 2002; McQuaid 2006). Improving job search skills is particularly important in older 

individuals, as they are more likely to lack the ability to navigate digital job search tools (Tisch 

2015; OECD 2019) and have worse job search skills overall (Tisch 2015; Liu et al. 2014). Second, 

peer groups can induce positive behavior change, e.g., strengthening career search intensity in 

youths (Klier et al. 2019). Devoting more time and effort to job search, e.g., submitting a higher 

number of applications is related to better reemployment outcomes (Wanberg et al. 2002; 

McQuaid 2006; Schmidt 2007). Fostering job search behaviors is vital for the older unemployed, 

as job search intensity declines with age and partly accounts for the lower reemployment rates 

observed in older unemployed (Vansteenkiste et al. 2015; Rife and Belcher 1994). Third, peer 

groups elevate self-efficacy, i.e., the "beliefs in one's capabilities to organize and execute the 

courses of action required to produce given attainments" (Bandura 1997, p. 3). When participating 

in a peer group, individuals with stigmatized chronic diseases improved in self-care behaviors 

(Wang et al. 2017). Self-efficacy increases the chances of re-entering the labor market (Fugate 

et al. 2004) and declines with age (Maurer 2001). Finally, the positive effects of peer groups might 

also support older individuals to better cope with job loss. Peer groups intensify social 

connectedness and general well-being, e.g., improving social participation in the elderly 

(Goswami et al. 2010) and assisting women with postpartum depression (Prevatt et al. 2018).   

While the findings presented above suggest that online peer groups have the potential for 

supporting job search in the older unemployed, so far, it has not been empirically investigated. 

This dissertation focuses on addressing the research gap of exploiting the potential of digital 

technologies, specifically online peer groups, to assist the job search of the older unemployed by 

addressing the following research objective: 

• RO2: Investigate if digital technologies improve reemployment chances in older, 

unemployed individuals. 
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Topic II: Integration of Refugees 

Research suggests that digital technologies can support refugees (e.g., Siddiquee and Kagan 

2006; Bacishoga and Johnston 2013; Dahya and Dryden-Peterson 2017), allowing ubiquitous 

access to a wide range of services and connection to geographically dispersed family and friends 

(AbuJarour et al. 2019). Positive outcomes of digital interventions in this context include enhanced 

well-being, better situational control, increased societal participation (Díaz and Doolin 2016), 

improved social connections, and elevated learning accomplishments (Alencar 2018). While the 

successes of digital technologies were established along several stages, from pre-departure to 

arrival in the host country (e.g., Eide 2020; Alencar et al. 2019; Dahya and Dryden-Peterson 2017; 

Schreieck et al. 2017a, 2017b; Ngan et al. 2016; Benton and Glennie 2016; Schäfer-Siebert and 

Verhalen 2021) there is a call for research to also focus on supporting the long-term integration 

(AbuJarour et al. 2019). Providing tools to manage long-term integration better is a crucial building 

block to solving displacement, as returning to their home countries is not possible for many 

refugees (United Nations High Commissioner for Refugees 2020).  

 

Integration is defined as a concept based on "adaptation" and "welcome," consisting of economic, 

legal, and social-cultural dimensions (United Nations High Commissioner for Refugees 2013). 

Based on that definition, research proposes several frameworks to capture aspects of successful 

integration (e.g., AbuJarour et al. 2018; Harder et al. 2018). One of these frameworks that is 

applied widely in policy and research (e.g., Hynie et al. 2016) was proposed by Ager and Strang 

(2008). The authors identify four core integration themes, that encompass several domains (Ager 

and Strang 2008): Understanding of citizenship and according rights provides the foundation, on 

which Language and Cultural Knowledge, as well as Safety and Stability, serve as enablers of 

successful integration (Ager and Strang 2008). The penultimate layer focuses on a threefold view 

of social connections, i.e., to the host country community, its public structure, and the home 

culture (Ager and Strang 2008). Finally, Employment, Housing, Education, and Health are both 

drivers and outcomes of successful integration (Ager and Strang 2008).  
 

Similar to the case of the older, unemployed individuals discussed above, online peer groups 

seem to be a promising intervention in this context, as the positive effects observed in other 

contexts relate to indicators supporting long-term integration (Ager and Strang 2008). Knowledge 

gain (e.g., Niela-Vilén et al. 2014) is an essential aspect of integration: Refugees might have to 

study a new language upon arrival or learn about the host country's culture and social functioning 

(cf. Ager and Strang 2008). In addition, refugees frequently must find new employment and get 

access to vocational training, housing, or healthcare (cf. Ager and Strang 2008), the positive 

behavior change induced by peer groups (e.g., Klier et al. 2019) might be crucial in tackling these 

challenges. In addition to that positive change in behavior, an increase in self-efficacy (e.g., Barak 

et al. 2008) might support refugees through setbacks and difficulties, elevating the "beliefs in 

one's capabilities to organize and execute the courses of action required to produce given 

attainments" (Bandura 1997, p. 3). Intensifying social connectedness (e.g., Goswami et al. 2010; 

Felgenhauer et al. 2019) might support the triple layer of social connections required for 

successful integration, namely maintaining ties to the home culture and building new relationships 

with the host community and institutions (cf. Ager and Strang 2008). Finally, increasing general 

well-being (e.g., Prevatt et al. 2018) might support refugees in dealing with traumatic experiences 

and regaining a sense of safety and stability (cf. Ager and Strang 2008). 

In summary, the effects observed in peer groups might support the indicators of successful 

integration outlined by Agar und Strang (2008). Yet, research neglected empirically demonstrating 
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the benefits of using (online) peer groups to support refugees’ long-term integration. Against that 

background, this dissertation pursues the following research objective: 

• RO3: Develop and evaluate a novel digital artifact to enhance refugee integration.  

The call for digital interventions to support marginalized communities (AbuJarour et al. 2019) is 

reinforced by research demonstrating the potential of technologies to empower refugees 

(AbuJarour et al. 2021; Díaz and Doolin 2016). Indeed, studies identify a strong proliferation of 

mobile phones and smartphones in refugees (Betts et al. 2017) used both during the flight from 

the home country (e.g., Dekker et al. 2018; Alencar et al. 2019) and upon arrival in the host county 

(e.g., Kaufmann 2018).  

When designing services to support refugees, digital technologies allow for several advantageous 

design choices: Services powered by digital technologies require no co-presence and can support 

their users independent of location and time (e.g., Coulson 2013). In the context of refugee 

integration, this characteristic might provide instant assistance in their daily lives, e.g., when 

dealing with host country bureaucracy or connecting with friends and family at home. Further, 

digital services can power asynchronous and written interaction via messages, which allows users 

more time to respond (Andresen 2009), enables quick review of older exchanges (Bender et al. 

2013), and lowers communication barriers (Braithwaite et al. 1999), which is crucial given that 

users interact in a foreign language and discuss the sensitive topic of seeking refuge in a foreign 

country. Also, non-co-presence allows for anonymous interaction, which supports communication 

on sensitive issues, e.g., discussing medical issues (Bender et al. 2013). In addition to that, after 

successful development, digital services allow deployment and vast distribution at a lower 

marginal cost than in-person services and facilitate continuous updates (Sachs et al. 2016).  

Still, services based on digital technologies might also entail numerous disadvantages: One 

example is that non-copresence might make non-verbal expressions, which are especially 

important when communicating in a foreign language, more challenging (Kiesler et al. 1985) and 

hinder feelings of closeness between participants (Sannomiya and Kawaguchi 1999), hampering 

the establishment of social connections needed for successful integration (Ager and Strang 

2008). Thus, when designing a digital solution, careful comparison with the face-to-face 

equivalent is required in order to explore the respective advantages and limitations (e.g., Rupert 

et al. 2017; Duryea et al. 2021). Indeed, research calls for shedding light on the relative 

importance of online characteristics in interventions such as peer groups (Klier et al. 2019). 

 

This dissertation addresses the lack of research comparatively assessing the effectiveness of an 

online and in-person implementation of peer groups in the context of refugee integration:   

• RO4: Understand the impacts of digital technologies in the context of refugee integration 

by comparatively assessing online and offline interventions' effectiveness. 

 

Subject B comprises of one topic: Explainable AI.  

Topic III: Explainable AI 

"Given an audience, an explainable Artificial Intelligence is one that produces details or reasons 

to make its functioning clear or easy to understand" (Arrieta et al. 2020, p. 6). Thus, explainable 

systems aim to produce a rationale that is comprehensible to both data scientists who understand 

the underlying algorithmic structure and to users without a technical background (Chakraborty et 
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al. 2017; Abdul et al. 2018). While some ML models are explainable by design, e.g., linear 

regression or decision tree, others require applying methods to achieve explainability (Arrieta et 

al. 2020; Molnar 2022). Such post-hoc explainability involves the application of a method to an 

ML model after training (Doran et al. 2018; Guidotti et al. 2020).    

To achieve post-hoc explainability, one can use model-agnostic or model-specific methods 

(Arrieta et al. 2020; Molnar 2022). Model-agnostic XAI methods provide explanations applicable 

to a range of ML algorithms. One prominent group of explanation methods are Shapley Additive 

Explanations, based on a game-theory method for credit attribution called Shapley Values 

(Shapley 1953). These explanations assign a value per input feature indicating its importance for 

an individual prediction (Lundberg and Lee 2017). On the other hand, model-specific methods 

focus on explaining a particular group of ML algorithms, e.g., methods tailored to explain deep 

neural networks (Montavon et al. 2018). 

A second axis to group explainability methods is to distinguish between local and global methods. 

Former aim at explaining an individual prediction, such as the Shapley Additive Explanations 

discussed above (Lundberg and Lee 2017). Another example of local explanations are contrastive 

explanations that highlight why a specific outcome was generated, e.g., credit line rejection, 

instead of the counterfactual situation, e.g., credit line approval (e.g., Guidotti et al. 2020; van der 

Waa et al. 2018; Wachter et al. 2018). In contrast to that approach, global explanations aim at 

explaining the behavior of an ML model, not just an individual prediction, e.g., Maximum Mean 

Discrepancy (MMD)-critic (Kim et al. 2016): This framework identifies prototypes, i.e., instances 

at the center of a data distribution, representative of a data cluster, and criticisms, i.e., data points 

that are not well represented by these prototypes and do not fit the model (Kim et al. 2016).  

As evident by the variety of XAI methods highlighted above, the call to generate explanation 

methods for ML systems has attracted considerable research attention (Arrieta et al. 2020; 

Guidotti et al. 2020). Still, research to date is criticized for a situation best described as "inmates 

running the asylum" (Miller et al. 2017), with researchers constructing explanations they 

appreciate rather than explanations that generate value for their users (Kirsch 2018; Miller 2019; 

Mittelstadt et al. 2019): "Researchers in the ML and AI communities are working on making their 

algorithms explainable, their focus is not on usable, practical and effective transparency that 

works for and benefits people" (Abdul et al. 2018, p. 10).   

Against this background, this dissertation focuses on putting the user at the center of research 

attention. The aim is to design explanations that users appreciate. Social science research 

provides insights into how humans construct and perceive explanations (Miller 2019) and finds 

that an explanation's "loveliness" contributes to its "likeliness" (Lipton 2000). Thus, specific 

explanation characteristics elevate a user's appreciation. First, recipients prefer short 

explanations in most settings, i.e., with a lower "number of causes invoked in an explanation" 

(Lombrozo 2007, p. 232). Yet, specific settings such as explaining a scientific phenomenon yield 

a preference for longer explanations (Weisberg et al. 2015). Second, explanations are preferred 

to be consistent and related to a recipient's existing beliefs, i.e., coherent (Thagard 1989; 

Lombrozo 2012). Third, recipients favor general explanations, i.e., applicable to a larger number 

of observations and including root causes (Thagard 1989; Lombrozo 2012). Finally, relevance 

(Hilton and Erb 1996; McClure 2002) contributes to an explanation's "loveliness", as recipients 

favor causes that are of high proximity to the outcome (Miller and Gunasegaram 1990), neither 

surprising (Hilton and Slugoski 1986) nor abnormal (Kahneman and Tversky 1981; McCloy and 

Byrne 2000).  
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Still, these characteristics can only provide a starting point in constructing explanations for ML 

systems, as humans are known to act differently when their counterpart is not human (e.g., 

Rzepka and Berger 2018). Yet, there is a lack of empirical investigation into characteristics of 

explanations in the context of interaction with an AI system that users appreciate (Miller et al. 

2017; Kirsch 2018; Mittelstadt et al. 2019). Thus, to build explanations that serve users, this 

dissertation conducts a human-based study to shed light on the following research objective: 

• RO5: Investigate characteristics of explanations generated by XAI systems that users 

appreciate. 

When evaluating explanation methods, research proposes three evaluation scenarios (Doshi-

Velez and Kim 2018): Functionally-grounded evaluation is a theoretical investigation into 

explanation methods that does not require the involvement of human subjects, e.g., investigating 

problems with Shapley-value-based explanation methods by applying the methods to a variety of 

ML modes and datasets (Kumar et al. 2020). On the other hand, both application-grounded and 

human-based evaluations require an experiment with human subjects. They differ in that 

application-grounded evaluation involves testing with the anticipated end-users in the intended 

application setting, e.g., evaluating methods to generate post-hoc explanations in a fraud 

detection task with fraud analysts (Jesus et al. 2021). Human-grounded evaluation, on the other 

hand, is performed on proxy tasks. In addition, it does not require the anticipated end-user to 

participate in a study, e.g., fraud analysts, but allows for evaluation with, e.g., participants 

recruited via Amazon's "Mechanical Turk" (Wang et al. 2016).  

Only 5% of XAI research involves evaluating XAI methods (Adadi and Berrada 2018). Taking a 

closer look at the assessments performed, most involved functionally-grounded evaluation (Adadi 

and Berrada 2018), i.e., without testing with the arguably most important stakeholder group, 

namely users. To change that, research calls for more user-centered evaluations of XAI methods 

(Kirsch 2018; Miller 2019; Mittelstadt et al. 2019). This dissertation aims to address this quest by 

both performing a human-grounded evaluation of XAI methods and deriving a generic study 

design from that effort, thus addressing the following research objective:  

• RO6: Provide a generic study design to evaluate explanations generated by XAI 

systems.  

The European Commission urges AI systems to ensure human agency, as "users should be able 

to make informed autonomous decisions regarding AI systems. They should be given the 

knowledge and tools to comprehend and interact with AI systems to a satisfactory degree and, 

where possible, be enabled to reasonably self-assess or challenge the system." (HLEG-AI 2019, 

p. 16). Explanations can serve as one fundamental building block in empowering users to that 

end (e.g., Wachter et al. 2018). Still, to achieve that goal explanations need to be designed in a 

user-centric manner (Ribera and Lapedriza 2019), focusing on the needs and wants of the target 

user (Norman and Draper 1986), while to date XAI research focuses "not on usable, practical and 

effective transparency that works for and benefits people" (Abdul et al. 2018, p. 10).   

User-centric design might help bridge this chasm, as it aims to enhance the "extent to which a 

system, product or service can be used by specified users to achieve specified goals with 

effectiveness, efficiency, and satisfaction in a specified context of use" (ISO 2019, sec. 3.13). This 

aim translates to the field of XAI as the extent to which a user can "reasonably self-assess or 

challenge the system" (HLEG-AI 2019, p. 16). Several approaches exist to support user-centric 
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design (cf. Still and Crane 2017), e.g., guidelines stressing the importance of empathy and the 

integration of feedback mechanisms (IDEO 2015; Google 2019). The generic ISO framework 

proposes several principles and activities to guide human-centric design (ISO 2019) and is widely 

applied in business and academics, e.g., serving to inform user-centric software development 

processes (Farinango et al. 2015). The six principles set forth by the ISO framework start with an 

in-depth understanding of the target user, underlying task, and deployment environment. Second 

and third, it requires user involvement and continuous evaluation throughout the design and the 

development phases of the product lifecycle. The process is set out to be iterative and aims at 

encompassing the entire user experience. Finally, there is a quest to build a multidisciplinary and 

diverse product team (ISO 2019).  

While initial research has started gathering insights and criteria for user-centric XAI design (Doshi-

Velez and Kim 2018), e.g., from social sciences (Miller 2019) and user studies (Wang et al. 2019), 

these contributions remain disintegrated, and users are still not systematically incorporated into 

the development of XAI systems (e.g., Miller et al. 2017; Mittelstadt et al. 2019). Research in data 

mining and data sciences employs processes to address the challenge of translating requests, 

such as criteria for user-centric design and the fragmented insights into user-centric XAI, into 

technical requirements (Martinez-Plumed et al. 2019; Marbán et al. 2009). This dissertation takes 

processes employed in data mining and data science as a starting point to build a systematic 

guide for the design of XAI systems. Thus, this dissertation addresses the following research 

objective: 

• RO7: Develop and evaluate a novel process that guides the design of XAI systems 

toward fostering human agency. 

The call to explain ML models has generated numerous contributions in computer science (Arrieta 

et al. 2020) and attracted several scholars in the research field of IS (Meske et al. 2020). The 

emergence of XAI-focused editorials showcases this, e.g., the editorial "Expl(AI)n It to Me – 

Explainable AI and Information Systems Research" in Business & Information Systems 

Engineering (Bauer et al. 2021). Other examples include calls for papers, e.g., "Special Issue on 

Explainable and Responsible Artificial Intelligence" in Electronic Markets (Meske et al. 2022), 

"Special Issue on Designing and Managing Human-AI Interactions" in Information Systems 

Frontiers (Abedin et al. 2020), "Special Issue on Interpretable Data Science For Decision Making" 

in Decision Support Systems (Coussement and Benoit 2021). Finally, tracks in IS research 

conferences emerge, such as the "Minitrack on Explainable Artificial Intelligence" at the Hawaii 

International Conference on System Sciences (HICSS) (Meske et al. 2021).   

Given the calls for user-centric XAI (e.g., Miller 2019) and the policy focus on ML explainability in 

AI regulation (e.g., HLEG-AI 2019, p. 16), there is a need to study ML explainability at the 

intersection between "people, organizations, and technology" (Hevner et al. 2004). In their 

editorial, Bauer et al. (2021) emphasize that IS research is predestined for this challenge, 

supported by further calls for more research on AI explainability in IS (e.g., Meske et al. 2020).   

Still, prior to this dissertation, no research existed that summarized existing XAI research in IS. A 

comprehensive literature review is required to create transparency on existing research (Webster 

and Watson 2002), identify respective outlets (Bandara et al. 2011), and outline a research 

agenda for XAI in IS. Thus, this dissertation aims to address the following research objective: 
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• RO8: Assess the status quo and identify potential future XAI research directions in IS 

literature. 

All these research objectives are addressed in 6 papers (cf. table 1). 

Table 1: Overview of this dissertation’s research objectives and papers. 
 

Topic Research Objective Publication 

Unemployment 
in Older 
Individuals 

RO1: Explore the different 
digital technology user types of 
the older unemployed.  

 

#JOBLESS #OLDER #DIGITAL –  
Digital Media User Types of the Older 
Unemployed 

• Authors: J. Klier, M. Klier, K. 
Schäfer-Siebert, I. Sigler 

• Published in Proceedings of the 
European Conference on 
Information Systems (VHB-Rank: 
B) 

RO2: Investigate if digital 
technologies improve 
reemployment chances in older, 
unemployed individuals. 

Activating Older Unemployed 
Individuals: A Case Study of Online 
Job Search Peer Groups  

• Author: I. Sigler 

• Published in Proceedings of the 
Hawaii International Conference 
on System Sciences (VHB-Rank: 
C) 

Integration of 
Refugees 

RO3: Develop and evaluate a 
novel digital artifact to enhance 
refugee integration. 
 
RO4: Understand the impacts 
of digital technologies in the 
context of refugee integration 
by comparatively assessing 
online and offline interventions' 
effectiveness. 
 

Leveraging the Power of Peer Groups 
for Refugee Integration:  
A Randomized Field Experiment 
Comparing Online and Offline Peer 
Groups  

• Authors:  M. Förster, J. Klier, M. 
Klier, K. Schäfer-Siebert, I. Sigler 

• Published in Business & 
Information Systems Engineering 
(VHB-Rank: B) 

 

Explainable AI 

RO5: Investigate characteristics 
of explanations generated by 
XAI systems that users 
appreciate. 
 
RO6: Provide a generic study 
design to evaluate explanations 
generated by XAI systems. 

Evaluating Explainable Artificial 
Intelligence – What Users Really 
Appreciate 
▪ Authors: M. Förster, M. Klier, K. 

Kluge, I. Sigler 
▪ Published in Proceedings of the 

European Conference on 
Information Systems (VHB-Rank: 
B) 
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1.3 Research Paradigms and Research Methods 

The discipline of IS investigates the intersection between "people, organizations, and technology" 

(Hevner et al. 2004). It provides the research foundation for the dissertation at hand, as the study 

of responsible technology requires an investigation along this intersection. Research in IS builds 

on two predominant and complementary paradigms, Behavioral Science and Design Science 

(Hevner et al. 2004). Behavioral Science Research (BSR) is grounded in methodologies 

established in the natural sciences and aims to explain human and organizational phenomena 

related to digital technologies by developing or verifying theories (Hevner et al. 2004). On the 

other hand, Design Science Research (DSR) is based on the engineering disciplines and aims to 

create novel artifacts, solving real-world problems (Hevner et al. 2004). These artifacts aim to be 

"readily converted to a material existence" (Gregor and Hevner 2013, p. 341) and can constitute 

constructs, models, methods, and instantiations (March and Smith 1995). 

While in his original paper, Hevner specified the real-world problems as "business needs" (2004, 

p. 80), researchers have expanded this scope in leading IS journals such as the Management 

Information Systems Quarterly (MISQ). Manifesting that "the boundaries have broadened, from 

inside the organization to society and everything in between" (Goes 2013, p. iii), IS aims at "the 

development of IT-based services, the management of IT resources, and the use, impact, and 

economics of IT with managerial, organizational, and societal implications" (Goes 2013, p. i). 

Thus, societal implications and artifacts focused on generating societal impact are also at the 

focus of research attention, manifesting in calls for papers, e.g., "MISQ Special Issue on ICT and 

Societal Challenges" (Majchrzak et al. 2014) or "MISQ Special Issue on Digital Technologies and 

Social Justice" (Aanestad et al. 2022), as well as research focused on "digitally enabled solutions 

to cope with the wicked problems arising out of digitalization" (Benbya et al. 2020, p. 1). Thus, 

this expanded scope of IS research encompasses the research areas of this dissertation, namely, 

capitalizing on the power of digital technologies to alleviate societal challenges and addressing 

the challenges these technologies pose to society. 

Explainable AI 

RO7: Develop and evaluate a 
novel process that guides the 
design of XAI systems toward 
fostering human agency. 

Fostering Human Agency: A Process 
for the Design of User-Centric XAI 
Systems 
▪ Authors: M. Förster, M. Klier, K. 

Kluge, I. Sigler 
▪ Published in Proceedings of the 

International Conference on 
Information Systems (VHB-Rank: 
A) 

RO8: Assess the status quo 
and identify potential future XAI 
research directions in IS 
literature. 

 

Explainable Artificial Intelligence in 
Information Systems: A Review of the 
Status Quo and Future Research 
Directions 
▪ Authors:  J. Brasse, H. Broder, M. 

Förster, M. Klier, I. Sigler 
▪ Submitted to Electronic Markets 

status: "In Review" (VHB-Rank: B) 
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BSR and DSR are "two sides of the same coin" (Hevner et al. 2004, p. 77), and research is 

conducted in an iterative cycle between deriving knowledge by developing and justifying theories 

(BSR), which in turn informs the design and evaluation of artifacts (DSR). In describing this cycle, 

Hevner suggests a complementary relationship between generating truth and utility, forming the 

core of IS research which aims to deliver research outcomes to address real-world problems 

(2007). This dissertation relies on the complimentary research cycle of BSR and DSR (Hevner et 

al. 2004), to address the real-world problems of the need to solve societal issues by applying 

digital technologies and resolve perils caused by these technologies. The choice of research 

paradigm and methods is informed by the research objective of each paper (Hevner et al. 2004; 

Wilde and Hess 2007) (cf. table 2 for an overview) and presented in the following.  

Subject A: Digital Technologies to Alleviate Societal Challenges  

Topic 1: Unemployment in Older Individuals  

This dissertation aims to understand whether digital technology can effectively assist the job 

search of older, unemployed individuals. To investigate this question, first, we gain insights into 

the digital technology preferences and characteristics of older, unemployed individuals and 

explore their different user types. Second, based on that understanding, we explore whether 

digital technologies improve this target group's reemployment chances. Thus, paper 1 and 

paper 2 follow the BSR paradigm to observe the potential of digital technologies to support job 

search in older individuals. 

Paper 1 uses a quantitative, cross-sectional analysis (Wilde and Hess 2007) and builds on data 

gathered in a questionnaire-based survey with 192 valid participants. We chose surveys as the 

methodology for our study to take a user-centered perspective on digital technology usage, 

attitudes, and perceived barriers in the context of job search, following standard practice in IS 

research (Urbach et al. 2009). In addition to that, this methodological approach is in line with prior 

research on user typologies: The literature review provided by Brandtzæg (2010) highlights that 

questionnaire-based surveys are the most commonly employed means to derive user typologies. 

The survey was distributed to unemployed individuals above 50 in 19 Employment Agencies in 

the third-largest German state, spanning both urban and rural areas. We derived user groups as 

an established approach to gain insights into a new target group (Brandtzæg 2010), then we 

applied two-step clustering, followed by descriptive analyses and statistical tests to characterize 

and compare the clusters.  

Complementary to the quantitative cross-sectional analysis conducted in paper 1, paper 2 

employs an "in-depth inquiry into a specific and complex phenomenon (the 'case'), set within its 

real-world context" (Yin 2013, p. 1). The German Federal Employment Agency is selected to 

serve as the case setting. It allowed gathering a unique data set from a randomized controlled 

field experiment introducing a digital labor market intervention for unemployed individuals above 

50 across seven different Employment Agencies in Germany.   

Conducting a randomized controlled field experiment is the "gold standard for assessing cause 

and effect" (Liu and Wyatt 2011, p. 1). It allows the researcher a high level of control for unknown 

confounders compared to other evaluation approaches (Liu and Wyatt 2011). This is especially 

important when observing indicators related to employability as, e.g., uneven distribution in prior 

work experience or level of education between the treatment and control groups would distort 

results (Liu et al. 2014).  
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The findings build on two data sets, the usage data, with 205 treatment group participants, and 

the pre-and post-survey data, including 119 valid questionnaires for the treatment and 118 valid 

questionnaires for the control group. Descriptive analyses of the usage data serve to understand 

the approach's adoption, followed by statistical analyses to test for significant effects of the 

intervention. 

Topic 2: Integration of Refugees  

This dissertation contributes to conducting "more empirically grounded studies" on the potential 

of digital technologies to assist the long-term integration of refugees (AbuJarour et al. 2019, 

p. 15). Paper 3 applies the DSR paradigm to design and evaluate a novel approach to the societal 

challenge of refugee integration (Hevner et al. 2004). The novel artifact is based on the peer 

group approach (Katz and Bender 1976) and designed in two variants: A realization centered 

around face-to-face meetings (offline realization) and another based on communication via a 

mobile messaging solution (online realization). A randomized controlled field experiment in 

cooperation with the Federal Employment Agency in Germany and the German Red Cross at a 

so-called "Integration Point" in Heidelberg demonstrates the method's utility, quality, and efficacy 

(Hevner et al. 2004). 

The choice of research method is similar to paper 2: The field experiment aims to observe whether 

the artifact provides substantial value to integration, while controlling for potentially confounding 

factors (Liu and Wyatt 2011), which is critical when observing indicators related to refugee 

integration given the impact of, e.g., elevated language skills on integration success (Ager and 

Strang 2008). Additionally, paper 3 was designed to directly compare the differences in the 

effectiveness of an online and an offline realization, thus allowing to distill the unique contribution 

digital technologies have to support refugee integration. 

The findings build on three datasets: demographic data, usage data, i.e., data on participation in 

the online and offline realization of the peer-group-based artifact, and survey data. First, usage 

data analyzes the approach’s adoption, while statistical tests manifest a significant difference 

between the online (n = 65) and offline peer group (n = 63). Second, survey data served to 

observe differences in post- and pre-treatment changes between the online treatment group (n = 

54), the offline treatment group (n = 53), and the control group (n = 51), while statistical tests were 

applied to test for the significance of these changes.  

See figure 3 for an overview of the randomized controlled experiments conducted to achieve the 

research objectives in subject A.  
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Figure 3: Overview of the randomized controlled experiments in papers 2 and 3. 

Subject B: Societal Challenges Posed by Digital Technologies 

Topic 3: Explainable AI 

This dissertation contributes to building responsible AI systems by addressing the problem of 

opaque ML models. It first investigates the preferences of XAI users and second develops and 

evaluates a process to guide the design of XAI systems to foster human agency by placing the 

user at the center of attention. Thus, for topic 3, this dissertation also employs the iterative cycle 

between deriving knowledge (BSR) and turning these insights into design and evaluation (DSR). 

Both paper 4 and paper 5 build on an identical experimental setup that allows users to interact 

with XAI on a simplified task, employing the human-grounded evaluation scenario to assess the 

quality of the explanations from the users’ perspective (Doshi-Velez and Kim 2018). The study is 

based on an ML-based smartphone application for plant species detection (cf. figure 4). 

Participants start by matching a leaf to a plant species. The following step presents the ML’s 

matching recommendation and two different explanations justifying this recommendation. The 

participants choose their preferred explanation and justify it by selecting one or several reasons 

from a pre-defined list of explanation characteristics. Participants repeat this cycle multiple times 

with different samples and explanations. 
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Figure 4: Experimental setup in papers 4 and 5. 

Three guidelines for human-grounded evaluation inform the design of this experimental setup. 

First, it ensures rigor by using a real-world data set and a functionally complex AI system (Abdul 

et al. 2018). A neural network trained on a dataset of shape and texture attributes extracted from 

340 images of leaf specimens from 30 different plant species provides the foundation for the 

application’s recommendations (Silva 2013; Silva et al. 2013, 2014). Second, the AI employed in 

the experimental setup conducts image classification, one of the main tasks for today’s AI 

applications (Whittaker et al. 2018). Thus, it presents a simplified task that is easily transferrable 

to real-world tasks (Doshi-Velez and Kim 2018). Finally, the scenario is accessible for laypeople 

while still not delivering obvious outputs that would render the explanations superfluous (Doshi-

Velez and Kim 2018).  

To evaluate explanations generated by XAI methods from the users' perspective and identify 

characteristics of explanations users appreciate in the context of XAI, paper 4 follows the BSR 

paradigm. The findings build on first a pre-study with 38 students aiming to complete the list of 

explanation characteristics and improve the study's comprehensibility. Second, the main study 

included 164 participants recruited via the platform Clickworker, chosen due to reduced threats 

to internal validity given similar data quality and results when compared with traditional methods 

(Buhrmester et al. 2011; Gürtzgen et al. 2018; Paolacci et al. 2010). Statistical tests determine if 

the share of a characteristic being decisive in all pairs of explanations was significantly greater. 

In addition, given the importance of "length," (Lombrozo 2007) the co-occurrence of 

characteristics with perceived length was analyzed. 

Paper 5 follows the DSR paradigm to design a process that systematically guides the 

instantiation, calibration, and quality control of XAI systems such that they foster human agency 

and enable appropriate trust in AI systems. Both quantitative evidence that the artifact fulfills its 

objective and the theoretical foundations of its core concepts serve to demonstrate and evaluate 

the applicability and efficacy of the artifact in a realistic setting (Hevner et al. 2004). The findings 

are based on the experimental study described above (cf. figure 4). The main study was 

conducted in two iterations with 144 and 140 participants recruited via the platform Clickworker. 
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In turn, paper 6 employs the method of a systematic and structured literature review (Bandara et 

al. 2011; Webster and Watson 2002) to offer a comprehensive analysis and critical examination 

of XAI research in IS (Rowe 2014). Hevner highlights meta-artifacts such as a literature review 

synthesizing existing artifacts and processes as part of the Rigor Cycle in DSR, as it is vital for 

researchers to embed their artifacts in past knowledge to ensure their novelty (2007). The 

literature review follows three key steps: First, all relevant research sources are investigated 

(Webster and Watson 2002). Second, a search strategy is developed, including considerations 

regarding the appropriate time frame, applicable search terms, and fields (Cooper 1988; Levy and 

Ellis 2006). Third, all 168 articles identified as relevant are coded based on research concepts 

(Beese et al. 2019). 

To provide an overview, table 2 summarizes the research paradigms, approaches and data 

sources discussed above. 

Table 2: Overview of this dissertation’s research paradigms, research approaches, and data. 
 

Publication 
Research 
Paradigm Research Approach Data 

#JOBLESS #OLDER 
#DIGITAL –  
Digital Media User 
Types of the Older 
Unemployed 

BSR Investigation into the digital 
media preferences of older, 
unemployed individuals, 
building on a survey. 

• Survey data 

Activating Older 
Unemployed 
Individuals: A Case 
Study of Online Job 
Search Peer Groups  

BSR Investigation into the 
effectiveness of digital 
interventions for older, 
unemployed individuals, 
building on a controlled 
randomized field experiment. 

• Survey data 

• Usage data 

Leveraging the Power 
of Peer Groups for 
Refugee Integration:  
A Randomized Field 
Experiment Comparing 
Online and Offline Peer 
Groups 

DSR An online artifact to support 
refugee integration is 
developed and evaluated, 
including a comparative 
evaluation between the online 
and in-person realization, 
building on a controlled 
randomized field experiment. 

• Survey data 

• Usage data 

• Demographic 
data (owned 
by public 
authority)  

Evaluating Explainable 
Artificial Intelligence–
What Users Really 
Appreciate 

BSR Investigation into 
characteristics of explanations 
XAI users appreciate based on 
a mixed-methods approach, 
including a human-grounded 
evaluation (user study). 

• Publicly 
available 
data set for 
leaves and 
plant species 

• User study 
data 
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1.4 Structure of the Dissertation 

The dissertation is structured as follows: After the introduction, presenting this dissertation’s 

motivation, and providing an overview of research objectives and methods, the individual papers 

of this dissertation are presented. Chapter 2 includes the papers addressing research on digital 

technologies to alleviate societal challenges (Subject A; Topics I and II). Chapter 3 comprises the 

papers addressing societal challenges posed by digital technologies (Subject B; Topic III). 

 
 

Figure 5: Overview of the structure of the dissertation. 

 

Research on Societal Challenges Posed by Digital Technologies

Explainable AI 
(Paper 4, 5, & 6)

Research on Digital Technologies to Alleviate Societal Challenges

Unemployment in Older Individuals 
(Paper 1 & 2)

Integration of Refugees 
(Paper 3)

Introduction

Motivation Research Objectives
Research Paradigms 

and Research 
Methods

Structure of the 
Dissertation

Fostering Human 
Agency: A Process for 
the Design of User-
Centric XAI Systems 

DSR A novel process to guide the 
design of XAI toward human 
agency is developed and 
evaluated based on human-
grounded evaluation (user 
study). 

• Publicly 
available 
data set for 
leaves and 
plant species 

• User study 
data  

Explainable Artificial 
Intelligence in 
Information Systems: 
A Review of the Status 
Quo and Future 
Research Directions 

Literature 
Review 

A comprehensive overview of 
XAI research in IS based on a 
systematic and structured 
literature review, including 168 
research papers. 
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#JOBLESS #OLDER #DIGITAL – DIGITAL MEDIA USER 

TYPES OF THE OLDER UNEMPLOYED 

Research paper 

Klier, Julia, University of Regensburg, Regensburg, Germany, julia.klier@ur.de 

Klier, Mathias, University of Ulm, Ulm, Germany, mathias.klier@uni-ulm.de 

Schäfer-Siebert, Katharina, University of Ulm, Ulm, Germany, katharina.schaefer-

siebert@uni-ulm.de 

Sigler, Irina, University of Ulm, Ulm, Germany, irina.sigler@uni-ulm.de 

Abstract 

The double burden of age and unemployment suggests that older unemployed individuals are particu-

larly affected by digital divide. To investigate the characteristics and user types of older unemployed 

individuals with respect to digital media, we conduct a survey on this target group in cooperation with 

the German Federal Employment Agency. We apply cluster analysis to give more nuanced insights into 

people’s usage of digital media services for job search, their attitude with respect to those services, 

currently perceived barriers and product preferences. Results suggest that older unemployed individu-

als are a nuanced group with a great range of different usage behaviours and attitudes towards digital 

media. Specifically, we identify the user types Digital Sceptics, Digital Classics, Digital Interactives and 

Digital Contributors. We show that a large group of older unemployed individuals is accessible for 

digital media in the context of job search and identify pathways of how our findings can be used to 

leverage digital media use for job search in this target group. Our study contributes to literature on 

digital media user typologies and has important policy implications for addressing the digital divide. 

Keywords: User Typologies, Unemployment, Digital Divide, Cluster Analysis. 

1 Introduction 

Governments across the globe are increasingly using Information and Communication Technology 

(ICT) as a catalyst for more effective, efficient, and democratic public services (United Nations, 2018). 

However, to date, there is still a lack of adoption among citizens (Helbig et al., 2009; United Nations, 

2018). In particular, marginalized groups show lower usage rates of digital public services (Niehaves 

and Becker, 2008; United Nations, 2018). To reduce the risk of further marginalization through the 

digitalisation of public services, regulators are required to take action (Alshibly and Chiong, 2015; 

Bertot et al., 2016; United Nations, 2018). 

Two groups in society seem to be particularly affected by this risk: older people and unemployed 

individuals. Older people do not only show a low uptake of digital public services (Niehaves and Becker, 

2008; United Nations, 2018) but also lack behind in overall digital media usage (Hunsaker and Hargittai, 

2018; König et al., 2018). Analogously, research findings show that unemployed individuals show a low 

uptake of digital media (Witte et al., 2013; Helsper and Reisdorf, 2017). Thus, both age and 

unemployment are shown to increase the risk of entering into a “digital underclass” (Helsper, 2011; 

Helsper and Reisdorf, 2017) Therefore, it may be assumed, with initial research supporting this assump-

tion (Feuls et al., 2016), that people falling into both categories, i.e. older unemployed individuals, are 

especially at risk of being further marginalized through digitalisation of public services. 
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At the same time, unemployment among older people is becoming an increasingly pressing societal 

issue. Due to the demographic changes across the world, the share of older people increases (United 

Nations, 2019b). However, older people have a smaller chance of reintegrating in the job market when 

losing their job (Vansteenkiste et al., 2015; Wanberg et al., 2016). Research suggests that digital media 

may help to improve their situation. In fact, studies show positive effects of ICT on the lives of older 

people (Morris et al., 2007; Charness and Boot, 2009; Ordonez et al., 2011; Cotten et al., 2012; Hill et 

al., 2015; Delello and McWhorter, 2017; Lüders and Brandtzæg, 2017) and of unemployed individuals 

(Garg and Telang, 2012, 2017; Suphan et al., 2012; Kuhn and Mansour, 2014; Felgenhauer et al., 2019; 

Klier et al., 2019) which in turn indicates ICT's potential to improve the situation of older unemployed 

people as well. As a consequence, research and practice are required to enhance the exploitation of this 

potential. 

One promising and established way to encounter this challenge is the identification of user typologies. 

It allows researchers to better understand and structure large amounts of users and allows practitioners 

to provide adequate applications for specific user groups (Barnes et al., 2007; Brandtzæg, 2010). Despite 

the vast literature providing user typologies (e.g., Brandtzæg, 2010; Blank and Groselj, 2014; Borg and 

Smith, 2018), to the best of our knowledge, no typology on older unemployed people has been developed 

so far. 

Our study aims to fill this gap and answer the following research question: What are the different digital 

media user types of older unemployed individuals? To provide an answer to this question, we conduct 

a survey on older unemployed people in cooperation with the German Federal Employment Agency and 

apply cluster analysis to give more nuanced insights into people’s usage behaviour of digital media 

services (for job search), their attitude with respect to those services, currently perceived barriers and 

product preferences. Our contribution to research and practice is threefold. First, we contribute to the 

literature on digital media user typologies and particularly, to the understanding of the older and unem-

ployed. Second, we show that a majority of older unemployed people are accessible for digital media in 

the context of job search. Third, we show pathways of how our findings can be used to inform the design 

of novel digital public services in the context of older unemployed people. 

The remainder of this paper is structured as follows: In the next section, we provide an overview on 

related research. Section 3 describes the data collection process, our dataset and the research method 

used. Section 4 presents our findings. In Section 5, we critically discuss implications and limitations of 

our study and provide directions of further research. Finally, we conclude with a brief summary. 

2 Related Work 

2.1 Digital media and (un)employed individuals 

Digitalisation plays an important role for business and society (United Nations, 2019a). According to 

the United Nations (2019a, p. 4), “opportunities created by the application of digital technologies are 

paralleled by stark abuses and unintended consequences. Digital dividends co-exist with digital divides.” 

In the context of unemployment, there are initial indications in research that various forms of digital 

media can have a positive impact on the situation of the unemployed. For instance, Kuhn and Mansour 

(2014) show that online job search is more successful than staying offline. Klier et al. (2019) and 

Felgenhauer et al. (2019) indicate that mobile services like online peer groups improve participants’ job 

search self-efficacy, self-exploration, and environmental exploration which in turn helps them to be-

come employed again. Also, strategic engagement in social networks can positively influence job search 

effort and outcomes (Garg and Telang, 2012, 2017). However, digital services are not only promising 

with respect to the chances of reemployment, but also help individuals to deal with their situation in a 

more personal way. Particularly amongst the older unemployed, participation in social networks con-

tributes to an improved well-being (Suphan et al., 2012). Also, regarding public services in the context 

of unemployment, digital services are a promising means. For instance, smart city technologies have the 

potential to improve job markets by installing e-career centres, creating regional hiring platforms and 

building data-driven retraining programs (Woetzel et al., 2018). Further, public services which are 
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facilitated by digital media improve the supply of labour market information and allow for a responsive 

and interactive service model, without the restrictions of opening hours or specific location (Pope, 2003; 

McQuaid et al., 2004; Lindsay, 2005).  

Looking behind the scenes, research indicates that one possible reason for the promising benefits of 

digital services might be their online communication features: Accessibility, disinhibition, and written 

interaction mode were shown to elevate the effects of career counselling services for unemployed indi-

viduals (Klier et al., 2019). Accessibility renders time and location irrelevant, allowing for support out-

side working hours and without relying solely on local specialists (White, 2001; Cook and Doyle, 2002; 

Coulson, 2005). Moreover, disinhibition through anonymous communication fosters self-disclosure as 

e.g., fear of embarrassment and judgment declines (Cook and Doyle, 2002; Amichai-Hamburger and

Furnham, 2007; Wildevuur and Simonse, 2015). Lastly, a written interaction mode allows for better

cognitive processing, with the opportunity to reflect and facilitation of expressing thoughts and feelings

(Cook and Doyle, 2002; Coulson, 2005).

However, despite the wide range of potential benefits digital services offer for unemployed people, 

current literature suggests that this potential cannot yet be fully exploited. This is because, in contrast to 

the omnipresence of digital services among wide parts of the society (Yoo, 2010), unemployed 

individuals lack behind in the usage of digital services (Witte et al., 2013; Helsper and Reisdorf, 2017). 

One factor that further hampers the usage of digital services amongst unemployed, is rising age (Feuls 

et al., 2016). Therefore, our study focuses on the most vulnerable group of unemployed people with 

respect to digital media usage: older unemployed people.  

2.2 Digital media and older workforce 

Among unemployed people, chances for finding a job vary depending on different factors. One of those 

is age, with older unemployed people over age 50 having a reduced chance of reintegrating into the 

labour market (Vansteenkiste et al., 2015; Wanberg et al., 2016). Within the scope of our study, we 

focus on unemployed individuals aged between 50 and the pensionable age, i.e. the older workforce 

(Nolan and Barrett, 2018; Vettori, 2016; Moen et al., 2017; Kumar and Srivastava, 2018; Sun et al., 

2020). As the share of older people increases in the world’s population (United Nations, 2019b), 

unemployment amongst older individuals becomes more and more relevant for societies. Consequently, 

there is a need for effective support services for older unemployed individuals. To the best of our 

knowledge, there is a lack of research on exactly this target group so far. However, research on older 

people might give first indications of digital media use among older unemployed individuals.  

Digital media has the potential to positively impact the lives of older individuals. In fact, research shows 

that digital media usage can improve cognitive abilities through the learning of new technologies 

(Charness and Boot, 2009; Ordonez et al., 2011), foster self-empowerment (Hill et al., 2015), positively 

influence the connection with friends and family (Morris et al., 2007; Hill et al., 2015; Lüders and 

Brandtzæg, 2017), serve a general desire to stay up to date (Morris et al., 2007) and improve mental 

well-being (Cotten et al., 2012). 

However, older individuals still remain overrepresented amongst the digitally excluded (Hunsaker and 

Hargittai, 2018; König et al., 2018). Analogously to the slow adoption of ICT in general, older 

individuals show a low usage rate of digital public services (Niehaves and Becker, 2008; United Nations, 

2018). The low uptake of digital services is specifically problematic as on the one hand, these services 

do not reach their full potential to serve older citizens and on the other hand contributes to further 

exclusion as more services move online (United Nations, 2018).  

This lack of usage attracted wide research attention, with lots of studies focusing on identifying barriers 

with respect to ICT usage amongst older users. These range from structural issues such as a lack of 

Internet access (Morris et al., 2007; Yu et al., 2016; König et al., 2018) and (the perception of) excessive 

usage costs (Lee et al., 2011), over causes related to skills and experiences such as a lack of knowledge 

around basic functionalities, e.g. how to access the Internet (Olphert et al., 2005; Yu et al., 2016; Lüders 

and Brandtzæg, 2017), to causes related to a lack of perceived utility and an overall negative attitude 

towards digital media (Olphert et al., 2005; Morris et al., 2007; Lüders and Brandtzæg, 2017) up to 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Klier et al. / #JOBLESS #OLDER #DIGITAL 

. 4 

privacy and security concerns (Olphert et al., 2005; Lüders and Brandtzæg, 2017). Besides, research 

identifies physical, economic or sociocultural disadvantages as further impediments among older 

individuals regarding digital media (Morris et al., 2007; Lee et al., 2011; Vošner et al., 2016; Yu et al., 

2016). Therefore, to better serve older digital media users, it is necessary to differentiate by context, 

rather than adressing older users as one homogenous group. This is exactly what our study aims to 

address by sheding light on digital media usage amongst the older unemployed.  

2.3 Digital media user typologies 

One method to make variations of user participation and behaviour more tangible, to gain a better un-

derstanding on numerous individuals and to provide a basis for the development of valuable services for 

specific user types is to extract user typologies, thus distinguishing user types based on varying usage 

patterns (Barnes et al., 2007; Brandtzæg, 2010). 

Interest in better understanding user behaviour with regards to digital media has generated a vast amount 

of literature (e.g., Brandtzæg, 2010; Blank and Groselj, 2014; Borg and Smith, 2018), with some studies 

focusing on specific applications such as social networks (e.g., Brandtzæg and Heim, 2011; Brandtzaeg, 

2012; Akar et al., 2019; Fortier and Burkell, 2018; Kim, 2018) or specific user groups such as students 

(Zawacki-Richter et al., 2015) or unemployed (Feuls et al., 2016). One of the most prominent typologies 

is the one derived by Brandtzæg (2010). It builds upon literature on the use of so-called “new media” 

(i.e. “television, computers, Internet, different game consoles, mobile phones”), the Internet and differ-

ent Internet services like for example social networking sites (Brandtzæg, 2010, p. 943) and can also be 

well mapped to typologies in later studies, even though the naming of the categories sometimes varies. 

The two most extreme user types are Non-users who do not make use of the digital media considered in 

the respective study on the one side (e.g., Selwyn et al., 2005; Ortega Egea et al., 2007; Brandtzæg, 

2010; Feuls et al., 2016; Borg and Smith, 2018), and Advanced users who very frequently use a large 

variety of digital media applications on the other side (e.g., Brandtzæg et al., 2005; Brandtzæg, 2010; 

Distel and Becker, 2017). In between, Brandtzæg (2010) identifies Sporadics (e.g., Kau et al., 2003; 

Ortega Egea et al., 2007; Brandtzæg, 2010; Brandtzæg and Heim, 2011) and Lurkers (e.g., Kau et al., 

2003; Brandtzæg, 2010; Brandtzæg and Heim, 2011; Akar et al., 2019) who do use digital media, but in 

a very limited way, with Sporadics being characterised by a very low usage frequency and variety and 

Lurkers passively consuming digital media, often to “kill some time” (Brandtzæg and Heim, 2011, p.41). 

Finally, there are four types of users showing a medium frequency and variety of new media usage. 

Debaters mainly use blogs and social networking sites and actively contribute to these media (e.g., 

Brandtzæg, 2010; Brandtzæg and Heim, 2011), Socializers are mainly active on social networking sites 

to build and maintain social relationships (e.g., Johnson and Kulpa, 2007; Brandtzæg, 2010; Füller et 

al., 2014), Instrumental users pursue utility and information goals when using new media (e.g., Howard 

et al., 2001; Johnson and Kulpa, 2007; Brandtzæg, 2010; Borg and Smith, 2018) and finally, Entertain-

ment users mainly use new media for entertainment purposes (e.g., Heim et al., 2007; Brandtzæg, 2010). 

There is a range of studies focusing on particular applications, such as social networks (e.g., Brandtzæg 

and Heim, 2011; Brandtzaeg, 2012; Akar et al., 2019; Fortier and Burkell, 2018; Kim, 2018). For in-

stance, Kim (2018) analyses different perceptional typologies with respect to social network usage and 

identifies the four types Impression Management Type, Lurker Type, SNS Enjoyer & Relationship Focus 

Type and Social Value Orientation Type. Further, there is a range of studies focusing on specific groups 

of people. For instance, Zawacki-Richter et al. (2015) study media usage patterns among students and 

Brandtzæg et al. (2005) study Internet use among children. The group of unemployed people is ad-

dressed in Feuls et al. (2016) who determine user types based on how unemployed use social media and 

differences in terms of access, skills and motives. They figure out four types of users: Non-users, Nov-

ices who lack experience lack of experience and skills with the Internet and show concerns, Passive 

users who use the Internet on a regular base, and Heavy users who can be mapped to Advanced users as 

defined above. Despite the wide range of literature providing typologies of user behaviour, to the best 

of our knowledge no specific classification exists regarding the older fraction of the group of unem-

ployed people.  

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Klier et al. / #JOBLESS #OLDER #DIGITAL 

. 5 

2.4 Research question and contribution of this study 

Existing literature highlights that older unemployed individuals face the double burden of age and un-

employment (Feuls et al., 2016; Yu et al., 2016). Even though studies show that both aspects go along 

with a reduced usage of digital services (Witte et al., 2013; Helsper and Reisdorf, 2017; Hunsaker and 

Hargittai, 2018; König et al., 2018), research also indicates a large potential of digital services to im-

prove the situation of both unemployed (Garg and Telang, 2012, 2017; Suphan et al., 2012; Kuhn and 

Mansour, 2014; Felgenhauer et al., 2019; Klier et al., 2019) and older people (Morris et al., 2007; Char-

ness and Boot, 2009; Ordonez et al., 2011; Cotten et al., 2012; Hill et al., 2015; Delello and McWhorter, 

2017; Lüders and Brandtzæg, 2017) and thus presumably also of older unemployed people. Conse-

quently, there is a need for studies trying to better understand this target group in order to address prob-

lems of digital divide and conceptualize suitable digital services for people in this target group. Classi-

fying the respective target group into subgroups according to usage is one approach to achieve this 

(Brandtzæg, 2010; Brandtzæg et al., 2011). In our study, we take this approach to answer the following 

research question:  

RQ: What are the different digital media user types of older unemployed individuals? 

In cooperation with the German Federal Employment Agency, we conduct a survey on older unem-

ployed people and apply cluster analysis to give more nuanced insights into people’s usage of digital 

media services (for job search), their attitude with respect to those services, currently perceived barriers 

and product preferences. Our contribution to research and practice is threefold.  

First, by providing a user typology we contribute to the understanding of older unemployed individuals 

as a nuanced group with a great range of different usage behaviours and attitudes towards digital media 

(for job search). Thus, we provide a theoretical contribution by permitting exploration into the sources 

and consequences of different user types amongst older unemployed and provide another media usage 

pattern for comparisons with other studies on media usage among specific user groups. Second, we show 

that contrary to expectations based on literature, a large group of older unemployed individuals is ac-

cessible for digital media in the context of job search. Thereby, from a theoretical point of view, our 

study updates insights from prior literature characterising both unemployed and individuals above 50 as 

consisting of many “Non-users” and provides an initial starting point for research to further investigate 

digital media usage amongst marginalized groups. Further, we provide a practical contribution of ex-

hibiting the large potential for digital services for that user group. Third, our user typology containing 

information about digital media usage (for job search), attitude towards digital media for job search and 

perceived barriers to this respect, allows us to identify pathways of how digital media usage among older 

unemployed people can be further improved to be able to exploit its potential. This way, we provide a 

practical contribution to assist product developers to create services that better fit this target group and 

practitioners who aim to promote services to that group (Brandtzæg, 2010). 

3 Research Methodology 

In this section, we introduce the case setting, our data collection, the resulting dataset and finally, we 

describe our data analysis process. 

3.1 Case setting and data collection 

This study was made possible thanks to a cooperation with the German Federal Employment Agency 

(Bundesagentur für Arbeit). With 156 local agencies, about 600 branch offices and more than 95,000 

employees, the Federal Employment Agency is the main supplier of labour market services in Germany 

(Federal Employment Agency, 2018). It is mainly known for its services for private citizens, like career 

counselling, employment placement, vocational guidance and financial support. 

Within the scope of our analyses, we define older unemployed people as unemployed people of age 50 

or older. We decided to use questionnaire-based surveys to derive a user typology of older unemployed 

people in our study as this is the most common means employed by studies focusing on classifying 
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digital media users into user types (cf. Brandtzæg, 2010). Both our survey setting, and the design of our 

questionnaire were realised under consideration of remedies to reduce response bias (e.g., Podsakoff et 

al., 2012; Menold and Bogner, 2016). The survey is structured as follows: First, we assess current usage 

by identifying the range and frequency of private usage (cf. Feuls et al., 2016) and usage and obstacles 

in the job search context (cf. Kuhn and Mansour, 2014; Feuls et al., 2016; Garg and Telang, 2017). 

Second, we use a Likert-type scale ranging from 1 (“applies not at all”) to 6 (“fully applies”) to enquire 

whether people think digital media helps them in their job search, whether they wish for more digital 

services in the context of job search and to what extent they would like future products to feature differ-

ent aspects. We used two control variables: gender and age (cf. Morris et al., 2007; Lee et al., 2011; Yu 

et al., 2016).1 

The survey was distributed amongst all 19 Employment Agencies in the German state Baden-Württem-

berg, the third-largest state in Germany. This wide spreading allowed us to both study urban and rural 

regions and to potentially reach every unemployed citizen in Baden-Württemberg who fulfilled our tar-

get group criteria. The survey was provided to the Employment Agencies in hard copy, to avoid attract-

ing more digital-savvy participants by providing a digital format. The Employment Agencies were then 

asked to briefly introduce the survey to all customers within the relevant age group, i.e. 50 years or 

older, at the end of each counselling session and to offer them participation in our survey on a voluntary 

base. Surveys on which information on the participant’s age or on the clustering variable How often do 

you use digital media in everyday life? was missing and surveys indicating that the participant was 

younger than 50 were excluded from the study resulting in 192 valid surveys. 

3.2 Dataset 

The dataset at hand contains the data from the 192 valid surveys. There is a slightly higher share of 

males than females among the associated participants while the group of people above 60 is slightly 

smaller than the other two groups. Table 1 provides an overview on the demographics in the survey. The 

upper limit of 65 years can be explained by the pensionable age in Germany which is currently at 65 

years and nine months for people born in 1955 (Deutsche Rentenversicherung, 2019). 

Number of 

participants 

(without NAs) 

Male 

 participants 

Female 

participants 

Participants 

age ≤55 

Participants 

age >55, ≤60 

Participants 

age >60, ≤65 

Age data 192 105 86 74 76 42 

Table 1. Distribution of age in the survey. 

3.3 Data analysis 

Our analysis aims at identifying the potential of digital media usage in the context of job search and at 

deriving strategies for a better adoption of digital media applications for job search. 

We first explore different digital media user types by applying two-step clustering in SPSS on the vari-

ables Which of the following digital media communication applications do you use? and How often do 

you use digital media in everyday life?. We chose this method as it does not require to choose the number 

of clusters beforehand but determines it through optimisation (IBM, 2019). In our case, optimisation 

was realised according to the Bayesian Information Criterion (BIC). It results in four clusters with a 

positive average silhouette score (BIC=1123.339, silhouette=0.577), suggesting a strong clustering 

structure with an interpretable number of clusters: Digital Sceptics, Digital Classics, Digital Interactives 

and Digital Contributors. A silhouette plot, as shown in Figure 1, helps to assess the quality of the 

clusters (Rousseeuw, 1987). We find that the clear majority of observations have a good fit within their 

1 The survey can be accessed online via the following link: https://www.uni-ulm.de/fileadmin/web-

site_uni_ulm/mawi.inst.125/OnlineAppendix_SurveyEnglish.pdf 
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clusters. However, the cluster referred to as Digital Sceptics seems to contain several observations that 

lie between clusters.  

Figure 1: Silhouette plot for the final clustering result. 

In a second step, we use descriptive analyses on the categorical data as well as one-sample t-tests with 

µ=3.5 for the variables with Likert-type scale to characterise the clusters. Finally, we perform compar-

ative analyses across the clusters. Here, we use Chi-Squared tests (i.e. the R function chisq.test() from 

base R (R Core Team, 2018)) for group comparisons with respect to sex and with respect to the cate-

gorical variable In case there are digital media you do not use for job search: What is the main reason 

for that?. We apply Mann Whitney tests for group comparisons with respect to age and with respect to 

items with Likert-type scale (Digital media assist me in my job search, I wish for more digital offers to 

assist me in my job search, I regularly receive relevant information regarding job search, I can ask all 

of my questions and get answers, I can learn from other job-seekers’ experiences and share my own 

experiences). Precisely, we use the function wilcox.exact() from the R Package exactRankTests () which 

applies the Shift-Algorithm by (Streitberg and Röhmel, 1986). Concerning the last three items, we con-

duct Wilcoxon signed rank tests (R function wilcox.test() from base R (R Core Team, 2018)) to compare 

which of the items are considered most important across all participants. 

4 Research Findings 

This section is dedicated to the results of our study. We first present the user types identified by means 

of cluster analysis. This way we provide insights into older unemployed people’s usage behaviour, atti-

tudes, wishes, and barriers concerning digital services for job search. Second, we apply comparative 

statistics to work out similarities and differences relevant for theory and practice. 

4.1 Results of cluster analysis 

The cluster analysis based on the usage behaviour of the participants results in four clusters 

(BIC=1123.339, silhouette=0.577) which can be briefly characterised as Digital Sceptics, Digital Clas-

sics, Digital Interactives, and Digital Contributors (cf. Figure 2). 

Digital Sceptics are people with an overall low usage of digital media and an overall negative attitude 

towards the potential for digital media for job search. The group contains of 22% of all participants and 

consists of about 60% male and 40% female participants, with an average age of 56.83 years. We find 

that 26% of Digital Sceptics use digital media daily, with another 26% of participants once a week and 

29% of participants reporting to never use digital media in everyday life. Half of the Digital Sceptics 

(45%) use exactly one of the given digital media applications. We identify e-mail and messaging ser-

vices as the most popular applications in this group, with almost no Digital Sceptic reporting to partici-

pate in Internet forums or publish own contents. We find that 55% of Digital Sceptics do not use digital 
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media for job search. The main problems of digital media use in the context of job search in this group 

are a lack of dealing with digital media applications for job search, as stated by 32% of Digital Sceptics, 

and concerns with respect to data security, as stated by 29% of individuals in this group. We identify 

that Digital Sceptics are not convinced that digital media assist them in job search (mean=2.74, sd=1.87; 

p=0.003) and do not wish for a larger supply of respective applications (mean=2.26, sd=1.61; p=0.000). 

Finally, there is no consent within the group concerning the importance of new digital offerings to pro-

vide regularly delivered, relevant information (mean=3.55, sd=2.00; p=0.872) or individual information 

(mean=3.71, sd=2.18, p=0.586). Finally, the group is rather uninterested in digital media allowing to 

exchange information with other job-seeking people (mean=2.91, sd=1.87, p=0.075). 

Digital Classics are individuals that are rather conservative in their digital media usage having the high-

est average age amongst the four groups (57.60 years) and containing 23% of all participants. Interest-

ingly, a large share of Digital Classics is male, with only 38% of Digital Classics being female. They 

use digital media rather frequently in everyday life with 49% of Digital Classics using digital media 

daily and only 18% less frequently than once in a month. We find that all Digital Classics use e-mail 

and less than 5% an additional application (e.g., video calls). Concerning job search, only 20% of the 

individuals in this group report to not use any digital media for this purpose. Beyond that, we find that 

the most popular application, employed by 58% of Digital Classics who use digital media for job search, 

are websites of companies, followed by job platforms, employed by 56% of them. We find that insuffi-

cient ease of use is the main barrier hindering the usage of digital media for job search within this group, 

stated by 22% of participants. Further, we find that 24% indicate to not have any barriers towards using 

digital media for job search. We identify no consent in this group concerning the assessment that digital 

media assists them in job search (mean=3.84, sd=1.76, p=0.558) and regarding their wish for a larger 

supply of according applications (mean=3.36, sd=1.76, p=0.607). Finally, the group appreciates regu-

larly delivered, relevant information (mean=4.36, sd=1.65, p=0.002) and individual information 

(mean=4.46, sd=1.58, p=0.000), but is undecided on the importance of options for information exchange 

with other job-seeking people (mean=3.78, sd=1.78, p=0.320). 

Digital Interactives are the largest of the four groups, including 34% of all participants in the survey. 

They use a wide range of digital media applications, which they employ frequently in their everyday 

life and perceive digital media as useful for their job search endeavour. The group of Digital Interactives 

consists of 55% females and 45% males, with an average age of 56.82 years. Everybody in this group 

uses digital media frequently in everyday life with 83% of the people indicating even a daily use. Con-

cerning the communication patterns, again all people indicate using e-mail. However, 86% of the people 

additionally use messaging services, 40% social networks and 9% take part in an Internet forum. Con-

cerning job search, less than 10% of the people in this group report to not use any digital media in this 

respect. Beyond that, the most frequently used applications in this context are job platforms (72%), 

websites of companies (68%) and search engines (60%). What is new within this group is the use of 

social networks (14%). The actual indications of main hurdles are rather equally distributed with the 

main hurdle being the fact that people have not yet engaged themselves with the topic (22%), followed 

by concerns with respect to data security (16%). We find that about 29% of Digital Interactives do not 

have barriers hindering digital media usage in the context of job search. Further, we can show that this 

group is convinced that digital media helps them in job search (mean=4.23, sd=1.78, p=0.001) but is 

still undecided with respect to a larger supply of respective applications (mean=3.76, sd=1.75, p=0.265). 

Finally, we identify that this group also appreciates digital products to provide regularly delivered, rel-

evant information (mean=4.54, sd=1.71, p=0.000) and individual information (mean=4.60, sd=1.75, 

p=0.000), but is undecided on the importance of options for information exchange with other job-seek-

ing people (mean=3.57, sd=1.69, p=0.734). 

Digital Contributors are the most progressive users with almost everybody in this group using digital 

media on a daily base (98%). This group consisting of 21% of participants, 43% of them being female 

and 57% male, has an average age of 55.38 years. Overall, this group shows high digital media activity 

and is accessible via digital communication: The most prominent digital application is e-mail (100%), 

followed by messaging (93%) and video calls (93%). What is new in this group is the predominant usage 

of video calls (93%) as well as the high fraction of participants in Internet forums (38%) or publishers 
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of own contents (25%). Therefore, people in this group are not only consumers of digital services and 

products, but actively contribute through sharing own content to the digital ecosystem. Concerning job 

search, 95% report to use digital media in this respect. Beyond that, the most frequently used applica-

tions in this context are job platforms (93%), websites of companies (88%) and career networks (75%). 

We find that the main hurdles show a peak for data security concerns, stated by 26% of Digital Contrib-

utors, whereas almost nobody misses a respective benefit (3%). This group is convinced that digital 

media helps them in job search (mean=5.10, sd=1.13, p=0.000) and shows a desire for more respective 

applications (mean=4.36, sd=1.50, p=0.001). Finally, we identify that Digital Contributors would ap-

preciate future digital products to provide regularly delivered, relevant information (mean=4.97, 

sd=1.24, p=0.000) and individual information (mean=5.13, sd=1.28, p=0.000), but are undecided on the 

importance of options for information exchange with other job-seeking people (mean=3.74, sd=1.74, 

p=0.406). Figure 2 summarizes the usage behaviour in the four groups and according demographic data. 

Figure 2. Summary of demographic data and usage behaviour of the four clusters. 

4.2 Results of comparative analyses 

Apart from providing an overview on the characteristics of the four user types, our study sheds light on 

similarities and differences across groups based on comparative statistics. Particularly, we identify pat-

terns going along with changes in the intensity and variety of ICT usage. 
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First, we can show that neither age nor gender play a relevant role in distinguishing the groups from one 

another with respect to digital media usage. A chi-squared test does not reveal significant differences 

between the shares of males and females across the four groups (p=0.435). Analogously, two-sample 

Wilcoxon tests on the combinations of close-by groups with respect to digital media usage do not reveal 

significant differences with respect to age (p(Digital Sceptics, Digital Classics)=0.407, p(Digital Clas-

sics, Digital Interactives)=0.306, p(Digital Interactives, Digital Contributors)=0.068).  

Second, both people’s assessment that digital media assist them in job search (1) and their wish for more 

digital offerings for job search (2) increase across the groups. Particularly, this increase runs parallel to 

the increase in the frequency and variety of digital media use across the groups, i.e. from Digital Sceptics 

to Digital Classics to Digital Interactives to finally, Digital Contributors. Significant differences be-

tween adjacent groups can be observed at the margins (p1(Digital Sceptics, Digital Classics)=0.003; 

p1(Digital Interactives, Digital Contributors)=0.011; p2(Digital Sceptics, Digital Classics)=0.002; 

p2(Digital Interactives, Digital Contributors)=0.010). Figure 3 illustrates these insights. 

Figure 3. Assessment of digital media assisting job search and wish for more digital offerings 

for job search. 

Third, our analysis shows that all four user groups have similar preferences regarding specific aspects 

future digital products for job search should provide. The two rather conservative aspects, i.e. receiving 

regular, relevant information regarding job search and the possibility to ask own questions and get an-

swers, are valued more important than the opportunity to learn from other job-seekers’ experiences and 

share own experiences. Particularly, (one-sided) paired-samples Wilcoxon tests show that there is no 

significant difference in the users’ valuation of the two conservative aspects (p=0.097) whereas the de-

picted importance of opportunities of experience exchange among job-seeking people is significantly 

lower than that of regular, relevant information (p=0.000).  

Figure 4. Barriers for digital media usage for job search in %. 
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Finally, two main hurdles with respect to digital media usage in the context of job search deserve closer 

attention. First, a high share of those Digital Contributors who indicate barriers with respect to digital 

media usage for job search, see the main problem in data security issues. Second, among Digital Clas-

sics, it is mainly the deficiency in the ease of use which keeps them from using certain digital media 

applications for job search. Figure 4 shows the distribution of barriers across the groups. 

5 Discussion, Limitations, and Future Research 

5.1 Implications for theory and practice 

Our research aimed to better understand individuals facing the double burden of age and unemployment, 

oftentimes perceived as a “digital underclass” (Helsper, 2011; Helsper and Reisdorf, 2017), with respect 

to their digital media usage (for job search). For this purpose, we conducted a survey on older unem-

ployed people and applied cluster analysis to give more nuanced insights into people’s usage behaviour 

of digital media services (for job search), their attitude with respect to those services, currently perceived 

barriers and product preferences. This way we complement literature on digital media user typologies. 

Our findings lead to three main contributions for theory and practice. 

First, we demonstrate that older unemployed individuals are indeed far away from being a homogenous 

group with respect to usage behaviour of digital media services (for job search). Instead, we show that 

older unemployed people can be grouped into four different types of digital media users – Digital Scep-

tics, Digital Classics, Digital Interactives, and Digital Contributors – which exploit a wide range of 

different usage behaviours and attitudes towards digital media for job search. While on the one hand 

these user types are to certain extent similar to those identified by prior research (Brandtzæg, 2010; 

Brandtzæg et al., 2011; Brandtzæg and Heim, 2011; Brandtzaeg, 2012; Feuls et al., 2016; Akar et al., 

2019), we also observe surprising differences. Firstly, most prior literature identifies a user group, often 

called “Non-users”, which is characterized by a lack of digital media usage (c.f., Brandtzæg, 2010; 

Brandtzæg et al., 2011; Feuls et al., 2016). Feuls et al., (2016) further show that among the unemployed 

people in their study, “Non-users” are predominantly older than 50 years, and thus expect a larger share 

of “Non-users” among this age group. Thus, it is surprising to find that within our sample of older 

unemployed individuals, the portion of people indicating to never use digital media is rather small and 

does not compose a single user type but falls in the group of Digital Sceptics. Digital Sceptics are mainly 

characterised through a negative attitude towards digital media usage for job search and compared to 

literature, reflect the user type “Sporadics”, similar in the low overall use (Brandtzæg, 2010; Brandtzæg 

et al., 2011; Brandtzæg and Heim, 2011; Brandtzaeg, 2012) or “Novices” similar with respect to their 

lack of experience and skills and their concerns (Feuls et al., 2016). The second group we identify are 

Digital Classics which resemble “Instrumental Users” regarding the focus on specific digital activities 

(Brandtzæg, 2010; Brandtzæg et al., 2011). The third group identified in our study, Digital Interactives, 

can be matched to the user type “Socializers” identified in former studies (Brandtzæg, 2010; Brandtzaeg, 

2012) as both use messaging services, potentially to interact with friends, family and new contacts. 

Lastly, rather than identifying “Lurkers” (Brandtzæg, 2010; Brandtzæg and Heim, 2011; Brandtzaeg, 

2012; Kim, 2018) and “Passive users” (Feuls et al., 2016), our study results raise up the converse and 

identify Digital Contributors as individuals who actively shape the digital discussion by contributing 

own contents, similar to “Content Generators” (Akar et al., 2019). In turn, we also do not specify a single 

group as “Advanced Users” characterized in literature through their high frequency of and variety in 

(social) media usage (Brandtzaeg, 2012), as all clusters in our study, except Digital Sceptics, exhibit a 

high frequency of use, with the two clusters Digital Interactives and Digital Contributors also showing 

a high variety of use. Thus, in our study, we could not observe frequency and variety as sufficient to 

distinguish the usage clusters. Hence, by taking a broader perspective and also including attitude towards 

digital media in our observation, we offer a nuanced insight into the group of unemployed older people. 

Thereby, we provide a theoretical contribution by permitting exploration into the sources and conse-

quences of different user types amongst older unemployed and provide another media usage pattern for 

comparisons with other studies on media usage among specific user groups. From a practical point of 
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view, the four clusters can serve as an orientation in addressing older unemployed individuals in the 

context of digital media. 

Second, against conventional wisdom that older unemployed individuals are seen as “digital underclass” 

(Helsper, 2011; Helsper and Reisdorf, 2017) and being particularly affected by digital divide (Feuls et 

al., 2016; Yu et al., 2016), we show that three out of four clusters – Digital Classics, Digital Interactives, 

and Digital Contributors – are accessible for digital media in job search. This is also surprising given 

the literature on ICT usage behaviour of older people and unemployed individuals which suggests that 

the double burden of age and unemployment contributes to this group being particularly affected by 

digital divide (Feuls et al., 2016; Yu et al., 2016; Helsper and Reisdorf, 2017). In particular, prior typol-

ogies show that within the group of “Non-users”, older individuals are overrepresented (Brandtzæg et 

al., 2011; Feuls et al., 2016), while “Advanced users” and “Heavy users” mainly consist of younger 

individuals. Against this backdrop, it is striking that within our sample of older unemployed, “Non-

users” do not even compose an own group, whereas Digital Interactives, a group characterized by high 

frequency and variety of usage, is the largest group observed and we even observe Digital Contributors 

who actively shape the digital space. Thus, we show that the older unemployed are willing to participate 

in digital services increasing their chance for reemployment (Garg and Telang, 2012, 2017; Kuhn and 

Mansour, 2014), and gaining a chance for improved well-being (Suphan et al., 2012). Thereby, our 

results update insights from prior research characterising both unemployed and individuals above 50 as 

consisting of many “Non-users” and might encourage researchers to further investigate digital media 

usage amongst other marginalized groups.  

Third, our study sheds light on how to further support digital media use in job search among this share 

of accessible older unemployed people. A large cluster which is situated rather at the beginning of the 

usage scale consists of Digital Classics. Today, their usage is restricted to very established applications 

such as e-mail which is used by everybody in this cluster. Shifting this group bears a large potential in 

leading older unemployed people to a more advanced usage of digital media for job search, for example 

using social networking applications or sharing own contents. This is particularly beneficial because 

more recent, advanced types of services, like for example mobile peer groups, have been shown to im-

prove chances of reintegration into the job market (Klier et al. 2019). To date, the major barrier for use 

of digital media in job search among Digital Classics, ease of usage, should be considered in the design 

of services. To achieve a high degree of usability, an approach based on human-centred design as central 

element is needed, incorporating insights on the specific needs of older users (e.g., Boll and Brune, 

2015; Nurgalieva et al., 2019). Increasing people’s digital skills further represents another possible step 

in shifting this group to a higher usage of digital media for job search. Even though situated at the upper 

end of the usage scale, Digital Contributors can be further supported in their use of digital media for job 

search. Based on their indications of current barriers, especially a high level of data security as well as 

a high level of transparency with respect to this issue are inevitable when addressing this group.  

5.2 Limitations and future research 

Although our findings provide first and interesting insights into the usage behaviour of older unem-

ployed individuals, our study has several limitations which could be addressed in future studies. First of 

all, our investigation is a first step with a limited number of participants in one country and specifically 

one state (N=192). As culture, job market situations, and the level of digitalisation in public services 

vary among countries and there might also be slight differences across one country, our findings may 

only be generalisable to certain extent. Second, the scope of the survey and thus also the number of 

variables considered in this study is limited due to restrictions from the Federal Employment Agency. 

Nevertheless, the close cooperation with the Federal Employment Agency has offered us the unique 

opportunity to gain insights into a sensitive problem context, that up to now received little research 

attention. Third, our sample may evidence a self-selection bias: participants who engaged in our survey 

might be people who have an affinity to digital media. To address this bias, we selected participants 

randomly to fill out the survey in the agencies.  
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We suggest that future research should address these limitations, further generalise our results and ex-

tend our insights to further analyses. First, by repeating surveys with a larger number of participants in 

other states of Germany and even other countries, researchers might confirm our analysis. A larger da-

taset would further allow for further differentiations with respect to each participant’s characteristics. 

Against the backdrop of demographic developments omnipresent globally (United Nations, 2019b), and 

the lower chance for reintegration into the job market for older unemployed people (Vansteenkiste et 

al., 2015; Wanberg et al., 2016), the topic is of rising relevance. Second, within the scope of larger future 

studies, we suggest researchers to rerun the two-step clustering and additionally further clustering algo-

rithms to see whether the identification of Digital Sceptics is robust. If so, studies on this user group 

might further investigate the underlying causes of their negative attitude towards digital media (for job 

search) and further characteristics of this group. Third, research findings might benefit from the exten-

sion of further variables. Adding demographic variables such as level of education, allows to study 

whether different demographic characteristics are predominant in the different clusters. Further, we sug-

gest that future research could provide a differentiated perspective on different fields of work. As for 

example online job postings and the need for certain digital competencies differ by various fields of 

work, it would be useful to provide a nuanced understanding of the user behaviour of the older workforce 

by various professional clusters. Finally, future studies could analyse which features of digital media 

services for job search older unemployed individuals assess the most important and beneficial. For ex-

ample, first studies in the context of unemployment show that mobile peer groups improve the level of 

information, emotional support, comfort, and support of the participants overall (Felgenhauer et al., 

2019; Klier et al., 2019). 

6 Conclusion 

While ICT are increasingly present in public services globally (United Nations, 2018), marginalized 

groups show lower usage rates of such services (Niehaves and Becker, 2008; United Nations, 2018). 

Both older (Hunsaker and Hargittai, 2018; König et al., 2018) and unemployed individuals (Witte et al., 

2013; Helsper and Reisdorf, 2017) are affected by this risk of entering into a “digital underclass” 

(Helsper, 2011; Helsper and Reisdorf, 2017). Thus, it may be assumed, with research supporting this 

assumption (Feuls et al., 2016), that older unemployed people are especially affected by this risk. At the 

same time, literature suggests that digital media may improve the situation of both the older (Morris et 

al., 2007; Charness and Boot, 2009; Ordonez et al., 2011; Cotten et al., 2012; Hill et al., 2015; Delello 

and McWhorter, 2017; Lüders and Brandtzæg, 2017) and the unemployed (Garg and Telang, 2012, 

2017; Suphan et al., 2012; Kuhn and Mansour, 2014; Felgenhauer et al., 2019; Klier et al., 2019). These 

insights suggest digital media to have a potential in supporting older unemployed people as well. Con-

sequently, both research and practice are required to enhance the understanding of user behaviour in this 

group to counter the phenomenon of digital divide among older unemployed and thus fully exploit the 

potential of ICT. One approach to achieve this goal is to identify user typologies in the respective target 

group (Brandtzæg, 2010). Against this backdrop, this study aimed to answer the following research 

question: What are the different digital media user types of older unemployed individuals? To provide 

an answer, in cooperation with the German Federal Employment Agency we conducted a survey on 

older unemployed people and applied cluster analysis to give more nuanced insights into people’s usage 

behaviour of digital media services (for job search). Our findings suggest that older unemployed indi-

viduals are a nuanced group with a great range of different usage behaviours and attitudes towards digital 

media for job search. We further identify that a large group of older unemployed individuals is accessible 

for digital media in the context of job search. Finally, we shed light on how to further support digital 

media use in job search amongst the accessible older unemployed people. We believe that our study is 

a first but important step towards a better understanding of digital media usage in the context of the 

older unemployed. We hope that our results will stimulate further research on that fascinating topic and 

will serve as a useful starting point for future research as well as for the practical improvement of digital 

media usage among older unemployed individuals. 
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Online Appendix: Survey (Translated from German)    
 
 
 
Gender: f m     
 
 
Which of the following digital media communication applications do you use? (Multiple choices possible) 
 

        
 
      
 
       
 

 
 
How often do you use digital media in everyday life? 
 
Daily           Once a week            Less often    Never 
 
 
 
Which of the following digital media applications do you use for job search? (Multiple choices possible) 
 

    
  
    
 

 
 
 
 
In case there are digital media you do not use for job search: What is the main reason for that? (Choose one 
single answer)        

 
 

   
 

        
 

 
 
Please assess each of the following statements: 
 
 
Digital media assist me in my job search. 
 
I wish for more digital offers to assist me in my job  
search. 
 
 
Imagine, you could wish for some digital offering from the Federal Employment Agency. How important is 
it to you that this digital offering provides you with the below aspects? 
 
 
 
 
I regularly receive relevant information regarding job search. 
 
I can ask all of my questions and get answers. 
 
I can learn from other job-seekers’ experiences and share  
my own experiences. 

Age: years 

Several times 
a week 

Several times 
a month 

 

Fully 
applies 

Applies 
not at all 

Not 
important 

at all 

Very 
important 

E-mail 

Messaging (e.g., Whatsapp) 

Video calls (e.g., Skype)  

Social networks (e.g., Facebook, Instagram, Twitter) 

Participation in Internet forums 

Publication of own contents (e.g., blog)  

Search engines (e.g., Google, Yahoo) 

Websites of companies 

Social networks (e.g., Facebook, Instagram, Twitter) 

Career networks (e.g., LinkedIn, Xing)  

Job platforms (e.g., StepStone, Indeed, Monster) 

I do not use digital media for job search. 

There is not a sufficiently high level of data security.  

Ease of use is not sufficiently given. 

I see no benefit in it.  

Else: I have not dealt with it yet. 
 

6 5 4 3 2 1 

6 5 4 3 2 1 
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Abstract 
Improving re-employment chances for older 

unemployed individuals is a priority for policymakers 

around the world. While digital job search interventions 

have proven beneficial for young and middle-aged 

individuals, their value to support re-employment at 

older ages has not been investigated so far. To shed light 

on the potential of digital interventions to assist older 

unemployed individuals, we analyze a unique data set 

from a randomized field study introducing online job 

search peer groups at the Federal Employment Agency 

in Germany. Results suggest that online peer groups 

offer substantial added value compared with traditional 

job search counseling. Participation in online peer 

groups significantly increases the number of job 

applications and job interview invitations. We show that 

older unemployed individuals are accessible for digital 

job search assistance and identify online peer groups as 

a powerful intervention to activate this target group. 

 

 

1. Introduction  

 
The loss of employment is a traumatic event for 

anyone, but the consequences are especially devastating 

for people above the age of 50. Compared to younger 

people, older individuals suffer stronger financial and 

psychological losses related to unemployment [1, 2]. 

This age group has lower chances of returning to work 

[3, 4], which often leads to long-term unemployment 

and an early labor market exit [5]. The cumulative effect 

of these individual disasters is a tremendous societal 

challenge, as the sustainability of public finances and 

economic growth is threatened by unemployment in a 

rapidly growing sector of the worldwide population 

[5, 6]. 

To address this issue, research and policy have 

developed a wide range of active labor market programs 

to assist older unemployed individuals. Examples 

include training, job-search counseling, and subsidized 

employment [5, 7, 8]. Still, these programs are often 

cost-intensive [5, 7] and their effectiveness is mixed 

[7, 8, 9]. Since these programs are mostly delivered in-

person, the societal value of Information and 

Communications Technology (ICT) to improve 

re-employment chances of older unemployed 

individuals remains untapped [5, 9]. 

While initial research testifies to the benefits of ICT 

for finding employment in young and middle-aged 

individuals [10, 11, 12, 13, 14, 15], little is known about 

the effectiveness for older unemployed people. To gain 

insights into the impact of ICT on this target group, we 

collected and analyzed a unique data set from a 

randomized field study introducing a digital labor 

market intervention for unemployed individuals above 

the age of 50 at the Federal Employment Agency in 

Germany between February 2019 and March 2020. The 

intervention consisted of online peer groups, which 

build on the social support of individuals who share a 

common issue or need [16] and connect peers in a 

discussion forum facilitated by digital media [17, 18]. 

Online peer groups have previously been shown to be 

effective across a wide range of settings, such as 

fighting addiction [19], fostering education [20], and 

even improving re-employment in young job seekers 

[15]. 

To the best of our knowledge, our case study is the 

first to provide quantitative data on the effectiveness of 

participating in an online peer group for older 

unemployed individuals. Participating in online peer 

groups significantly increased job search activities, 

including job applications and job interviews, as 

compared to a control group. Furthermore, our results 

demonstrate that older unemployed individuals actively 

use digital approaches to find employment. Our 

contribution to research and practice is twofold. We 

identify online peer groups as a powerful measure to 

activate older unemployed individuals. Second,  our 

research provides evidence that older unemployed 

individuals are responsive to targeted-group-based 

digital services in the context of job search. 

The research presented in this paper is structured as 

follows. Section 2 illustrates the theoretical background, 
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followed by a description of the research methodology 

in Section 3. After demonstrating our results in Section 

4, we discuss the implications of our findings in Section 

5. In Section 6, we reflect on the limitations of our study 

and provide directions for further research. A summary 

concludes our paper in Section 7. 

 

2. Theoretical Background 

 
2.1. Problem Context 

 
The consequences of unemployment at a more 

advanced age are severe on both the individual and the 

societal level. Job loss has a particularly devastating 

effect on older individuals who suffer tremendous 

financial and psychological losses related to 

unemployment [1, 2]. As older unemployed individuals 

have comparatively weak chances of finding new 

employment [3, 4], job loss in this age group is often a 

prelude to long-term unemployment and early labor 

market exit [5].  

While the definition of older individuals varies 

between different countries and regions [5], for this 

research we focus on individuals above the age of 50. 

This group is shown to experience age-related 

workplace discrimination [21] and have lower chances 

of re-entering the labor market [3, 4].  

Research and policy have developed a wide range 

of active labor market programs to help unemployed 

people re-enter the labor market [5, 7, 8]. To assess the 

effectiveness of these programs in improving the 

likelihood of employment, research suggests the 

following three indicators: increased job search 

behaviors, advanced job search skills, and high self-

efficacy [9, 22, 23].  

First, an increase in job search behaviors is 

associated with higher chances of re-entering the labor 

market [24]. Such behaviors constitute a set of career-

related activities, such as submitting applications or 

networking [25]. An improvement in job search 

behavior is often operationalized as job-search intensity, 

thus, devoting more time and effort to the job search 

[22, 23]. Job search intensity declines with age [26] and 

partly explains lower re-employment chances amongst 

older workers [4]. Changing job search behavior is 

therefore a promising means for counteracting these 

trends. Behavioral learning theory suggests social 

reinforcement and supervision can induce behavioral 

change and increase job seeking activities [9].  

Second, good job search skills are related to higher 

job search success and are often the immediate 

outcomes of active labor market programs [9, 22, 23]. 

More specifically, these include both the knowledge and 

the ability to conduct a job search effectively, e.g., CV 

writing skills, interview skills, developing a clear job 

search strategy [9, 22, 23]. As older individuals are 

assumed to have a less developed skillset for the job 

search in general [3, 9] and digital job search tools in 

particular [3, 5], improving job search skills is 

particularly important for this target group.  

Finally, the theory of planned behavior suggests 

that positive attitude and perceived behavioral control 

impact behavioral performance. In the context of job 

search, this dimension is often operationalized by 

increased self-efficacy, i.e., the belief of having the 

capacity to conduct actions to produce a desired 

outcome [27], which is closely associated with self-

assessed job search skills [9]. Prior research shows that 

high self-efficacy improves chances of re-entering the 

labor market [27], as it positively influences job search 

behavior [9]. As self-efficacy declines with age, active 

labor market programs designed for older job seekers 

should aim to improve this dimension [28]. 

 

2.2. Digital Labor Market Interventions 

 
“Today, fast-evolving technologies have a potential 

to transform the traditional way of doing things across 

all functions and domains of government” [29, p. 29]. 

However, most job search assistance is delivered in-

person [5, 9], and the potential of digital technology to 

serve the unemployed population remains untapped 

[5, 9]. In the context of re-employment, digital services 

might be more efficient as they help to reduce costs, 

enable scaling, and eliminate time and space constraints 

[14, 30]. Even more importantly, digital services might 

be more effective in helping unemployed people re-

enter the labor market compared to analog job search 

assistance.  

There is initial evidence testifying to the benefits of 

ICT for finding employment in young and middle-aged 

individuals. Access to high-speed internet has been 

shown to improve re-employment rates in Germany 

[10]. In addition, online job search raised employment 

chances among young employment seekers in the U.S. 

by 25% [11]. Furthermore, engaging in social networks 

increased the number of job leads and interviews in 

educated, white-collared workers with an average age of 

39, who lost their jobs at large organizations across the 

U.S. during 2010 [12]. Research also suggests that 

technology-mediated job search interventions can 

improve labor market prospects. The introduction of a 

mobile application facilitated the job search and 

motivated young job seekers in German states, where 

youth unemployment was above the national average 

[13]. Also, digital job search assistance increased the 

number of job interviews in the U.K., for a group with a 

median age of 36, almost half of them with a university 

degree [14].  

Page 2380



 

 

However, little is known about the effectiveness of 

digital interventions for improving re-employment in 

older individuals. Contrary to conventional wisdom, 

initial research suggests that a large share of 

unemployed individuals above the age of 50 has access 

to and even desires more digital job search assistance 

[31]. Further, research suggests that digital media 

engagement helps older unemployed individuals to 

better cope with the psychological consequences of job 

loss. While an investigation of unemployed social media 

users showed that social media engagement improved 

well-being across age groups, the effect was especially 

prominent in older participants [32]. This is consistent 

with findings in other settings suggesting that digital 

engagement improves social connectedness in older 

individuals [33, 34].  

Still, the evidence of digital interventions on re-

employment indicators in older individuals remains 

vague. An Australian study analyzing the effects of an 

online application assistance found that it increased job 

finding rates among individuals aged 35 - 50; at the 

same time, the intervention did not improve outcomes 

for subjects above the age of 50. The authors argued that 

job seekers above the age of 50 might have a reduced 

ability to effectively navigate online resources [35]. 

Another explanation, demonstrated in research on 

offline job search interventions, might be the fact that 

older job seekers mostly benefit from targeted 

interventions [9, 36].  

To date, to the best of our knowledge, no study 

exists that quantifies the impact of digital job search 

interventions to support re-employment at older ages. 

Against this backdrop, this study investigates the effect 

of online peer groups on indicators related to re-

employment. 

 

2.3. Online Job Search Peer Groups 

 
Connecting older unemployed individuals via 

offline peer groups has been shown to increase 

employment in participants across a diverse range of 

different occupations (31% manual or unskilled, 33% 

skilled or clerical, and 36% managerial or professional) 

[37]; replicated in a following study [38]. During the 

proliferation of digital media in the 1990s, online peer 

groups received increasing research attention [39]. Peer 

groups build on the social support of individuals who 

share a common issue or need [16]. The online version 

brings those individuals together in a forum facilitated 

by digital media [17, 18]. The peers provide mutual 

support to each other by exchanging advice, information 

or empathy [40], and thereby foster a “change in the 

belief, attitude or behavior” [41, p. 138]. 

Online peer groups provide benefits to diverse age 

groups, including the elderly [42] and school-age 

students [15]. Also, they show positive societal impact 

across a wide range of settings, such as fighting 

addiction [19], fostering education [20], and even 

finding employment [15].  

Online peer groups increase employment in pupils  

of middle schools, main schools, and comprehensive 

schools in Germany and improve attitude, intensity, and 

maturity of job seeking, thus providing an effective 

supplement to face-to-face career counseling [15]. In the 

context of unemployed individuals with complex 

barriers, such as mental health issues or addiction, 

effectiveness is less clear. On the one hand, participants 

in this German study appreciated the design features of 

the online peer group, e.g., mobile and anonymous 

communication [43], and showed positive tendencies 

along several indicators of successful employment, 

although none of the results were significant [43]. On 

the other hand, the results also showed a negative 

tendency for having a clear career strategy, suggesting a 

potentially distorting effect of participation in an online 

peer group [43].  

Research to date has not investigated the 

effectiveness of participating in an online peer group in 

the older unemployed population. To gain insights into 

the potential of online peer groups to serve unemployed 

individuals above the age of 50, we analyze a unique 

data set from a randomized field study introducing 

online peer groups at the Federal Employment Agency 

in Germany. 

 

3. Research Methodology  

 
3.1. Case Setting and Subjects 

 
We conducted our randomized field study in 

cooperation with the Federal Employment Agency in 

Germany (Bundesagentur für Arbeit). With 156 

employment agencies, roughly 600 branch offices, and 

over 95,000 employees, the Federal Employment 

Agency is the largest provider of labor market services 

in Germany. Services include career counseling, 

employment placing, and financial support.  

Between February 2019 and March 2020, a new 

digital service was introduced to assist labor market 

prospects for unemployed individuals above the age of 

50. The case study was conducted in Baden-

Württemberg, the third-largest state in Germany and 

home to a large automotive and mechanical engineering 

industry [44]. During the study, the region experienced 

slowed economic activity [45]. 

The digital service consisted of online peer groups 

that supplemented the traditional face-to-face 

counseling sessions. The peer groups were realized via 

the instant messaging client Riot.im based on the Matrix 
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protocol. Each online peer group consisted of about 20 

participants and a professional career counselor who 

acted as a moderator. In addition to facilitating the 

exchange of text messages, the application also 

supported document sharing, such as CVs and brochures 

for career events. All online peer groups had a total 

duration of three months and were deactivated 

afterwards; the last group was deactivated end of 

January 2020.  

To measure the effectiveness of the online peer 

groups, we conducted a pre-test/post-test on both the 

treatment and the control group, following an 

established research design [15, 43]. The study 

consisted of three stages (see Figure 1 for an overview).  

 

 
 

Figure 1. Experimental design 
 

In stage 1, we assessed subjects for eligibility, 

briefly informed them about the study, randomly 

allocated them to the treatment and the control group, 

and requested that they complete a pre-survey. 267 

subjects allocated to the treatment and 264 subjects 

allocated to the control group volunteered to participate 

and completed the pre-survey.  

In stage 2, during three months, all subjects 

received traditional face-to-face counseling, while 

subjects in the treatment group also participated in 

online peer groups. Of the 267 subjects who completed 

the pre-survey, 205 participated in the online peer 

groups, and 62 decided to discontinue the project. All 

264 subjects allocated to the control group received 

face-to-face counseling.  

In stage 3, we asked all participants to complete a 

post-survey. 61% of all subjects in the treatment and 

47% of all subjects in the control group completed the 

post-survey. In the analysis, we only included those 

subjects who completed both surveys. Due to data 

quality issues, we had to exclude several subjects (5% 

in the treatment group, 6% in the control group). In total, 

we collected 119 valid questionnaires for the treatment 

and 118 valid questionnaires for the control group. 

Subjects in the randomized field study were 

sampled among unemployed individuals above the age 

of 50 (participants' age-span: 50 - 66) in seven 

employment agencies, including both rural and urban 

districts. Most subjects were priorly employed in 

clerical or professional positions (82%), followed by 

workers (13%), civil servants (2%), and self-employed 

individuals (2%). Participation in the experiment was 

entirely voluntary, with the requirement that all 

participants have sufficient German language skills to 

communicate via written messages effectively. Table 1 

summarizes the demographics of our sample, based on 

data gathered from valid pre- and post-surveys. 

 

Table 1. Sample demographics 
 

Variable N (Percentage) 

Gender  

Female 101 (43%) 

Male 136 (57%) 

Age  

50-55 81 (34%) 

55-60 92 (39%) 

>60 64 (27%) 

Education  

No school leaving certificate 3 (1%) 

Lower secondary 36 (15%) 

Intermediate secondary 41 (17%) 

Upper secondary 17 (7%) 

Vocational training 59 (25%) 

University degree 79 (33%) 

Not specified 2 (1%) 

Unemployment duration  

< 3 months 10 (4%) 

3-6 months 45 (19%) 

6-12 months 74 (31%) 

>12 months 108 (46%) 

 
Our analysis is based on two datasets: usage data 

and survey data. We collected usage data, i.e., all 

messages, including metadata such as participant 

identification code and timestamp. In total, 205 

unemployed individuals and 11 counselors from 7 

employment agencies, replaced by a colleague in case 

of absence, participated in 11 online peer groups. 

Second, we conducted pre- and post-surveys with all 

participants in the treatment and the control group. In 

the analysis, we only included those subjects who 

completed both surveys resulting in 119 valid 
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questionnaires for the treatment group and 118 valid 

questionnaires for the control group. Participants chose 

to complete the survey in either a paper-based or online 

format. The tool “SoSci Survey” was used to collect the 

online version. All questions were provided in German, 

and no incentives were offered to respondents.  

 

3.2. Measurement 

 
To ensure reliability and validity of the 

measurements, we used indicators established by prior 

research to measure improvement in re-employment 

chances [9, 22, 23]. To operationalize improvement in 

job search behavior and self-assessed job search skills, 

we adopted established constructs from research on the 

effects of employment interventions in Germany [25]. 

As digital incompetence impedes job search in older 

individuals, we added an abbreviated assessment of 

digital competencies based on established 

questionnaires [46]. Finally, we used standard 

questionnaires to measure improvement in self-efficacy 

[47].  

Except for constructs related to the dimension job 

search behavior, all constructs were measured using a 

Likert-type scale ranging from 1 (“strongly disagree”) 

to 6 (“agree strongly”). When a construct was comprised 

of multiple items, we calculated the variable as the mean 

of the item’s score. Table 2 provides an overview of the 

constructs per dimension, the number of items per 

construct and the items’ scales.  

 

Table 2. Overview on constructs measuring 
success with respect to employability 

 

Dimension Construct Items Scale 

Job search 

behavior 

Number of job 

applications 
1 

Free input on 

number of 

applications 

Number of 

invitations to 

job interviews 

1 

Free input on 

number of 

invitations 

Job search 

skills 

Written 

application 

skills 

4 
6-point 

Likert-type 

scale 
Career strategy 

and interview 

skills 

6 

Digital 

competencies 

Information 

processing 
1 

6-point 

Likert-type 

scale 
Communication 3 

Safety 2 

Problem solving 2 

Self-efficacy Self-efficacy 10 

6-point 

Likert-type 

scale 

The design of our questionnaire follows scientific 

guidelines to reduce response bias [48, 49]; thus, we 

selected an even-numbered Likert-type scale to prevent 

middle option bias [48].  

The comprehensibility of the survey items was 

validated with professionals at the Federal Employment 

Agency and four Information Systems researchers.  

 

4. Results  

 
4.1. Adoption of Online Peer Groups  

 
First, we determined whether and to what extent 

participants assigned to the treatment group utilized the 

digital service by analyzing usage data.  

83% of all participants in the treatment group wrote 

at least one message during the experiment’s duration. 

The participants shared 2,390 messages between each 

other during the three months of treatment, excluding 

the messages shared by the professional counselors who 

acted as moderators (median number of messages in 

active participants = 8). 

 

 
 

Figure 2. Adoption of online peer groups 

 

4.2. Effect of Online Peer Groups  

 
Comparability of subjects in the treatment and the 

control group is a prerequisite to attribute any 

significant difference between the groups to the 

experimental manipulation, i.e., the online peer groups. 

Therefore, we verified that the random assignment had 

indeed produced similar distributions in the treatment 

and the control group for potentially confounding 

characteristics such as gender, age, education, German 

language skills, marital status, children, unemployment 

duration, and previous occupation [3, 4]. Chi-square 

analyses of these variables revealed no significant 

differences between the two groups at the beginning of 

the experiment. 
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To evaluate the effect of the online peer-group 

based intervention, we first derived the differences in 

each construct per subject in the treatment and the 

control group. As a next step, we compared the 

distribution of differences in the control group against 

the distribution of differences in the treatment group. To 

investigate whether a significant difference exists in the 

development of the two groups, we applied Mann-

Whitney U tests for independent samples. For this 

research, a significant difference is defined at a p-value 

below 0.05.  

In what may be the most critical outcome of this 

study, our results show that job search behavior is 

positively affected by participating in an online job 

search peer group.  

With respect to the number of job applications, we 

detect a significant between-group difference according 

to the Mann-Whitney U test statistic (p = 0.036). The 

median number of job applications of the subjects in the 

control group does not change between the pre- and 

post-survey (median control group pre = 10, median 

control group post = 10). In contrast, the subjects in the 

treatment group show a striking positive difference, 

with a median of 10 job applications before the 

treatment and 14 job applications by the end of the 

three-month experimental period (see Figure 3).  

 

 
 

Figure 3. Development in job applications 
 

We also observe that the number of job interview 

invitations is positively affected by participating in an 

online peer group (see Figure 4). The subjects in the 

treatment group show an increased number of 

invitations to job interviews as compared to control 

group subjects (Mann-Whitney U test; p = 0.030). 

Similar to the development in the number of job 

applications, the median number of invitations to job 

interviews does not change in the control group between 

the pre- and post-survey (median control group pre = 1, 

median control group post = 1). Surprisingly, the 

subjects in the treatment group show a prominent 

positive difference following the treatment period, with 

a median of 1 interview invitation before the treatment 

and 2 invitations afterwards. 

 

 
 

Figure 4. Development in job interview 
invitations 

 

The treatment group and the control group show no 

significant difference regarding the development of self-

assessed job search skills (see Table 3).  

The mean scores for written application skills and 

career strategy and interview skills do not develop 

differently following the treatment period between the 

treatment group and the control group.  

Also, subjects in the treatment group and the control 

group show no difference in the development along the 

following self-assessed digital skills: information 

processing, communication, safety, and problem 

solving (see Table 3). 

Finally, there is no significant difference in self-

efficacy development between the two groups (see 

Table 3). The mean self-efficacy scores of the treatment 

and the control group do not change after the treatment 

period. 

 

 

 

 

 

 

 

 

 

 

 

 

Page 2384



 

 

Table 3. Development in job search skills, 
digital competencies and self-efficacy 

 

Dimension / 

Construct 

(6-point Likert-type 

scale) 

Control 

Group 

(Mean) 

Treatment 

Group 

(Mean) 

Test 

Statistic 

(Mann-

Whitney U) 

 Pre Post Pre Post  

Job search skills      

Written application 

skills 
4.9 4.9 5.0 5.2 

No 

significant 

difference Career strategy and 

interview skills 
4.6 4.6 4.7 4.9 

Digital 

competencies 
     

Information 

processing 
4.4 4.5 4.9 5.0 

No 

significant 

difference 

Communication 3.9 4.1 4.0 4.3 

Safety 5.1 5.2 5.3 5.5 

Problem solving 4.7 4.9 5.1 5.3 

Self-efficacy      

Self-efficacy 4.3 4.3 4.5 4.5 

No 

significant 

difference 

 

5. Discussion 

 
Our research is motivated by the societal challenge 

of fighting unemployment in older individuals. We 

investigate whether ICT can meet this challenge and 

serve to improve the re-employment chances of older 

job seekers. To this end, we analyzed a unique data set 

from a randomized field study of online peer groups for 

unemployed individuals above the age of 50, conducted 

in cooperation with the Federal Employment Agency in 

Germany. Our findings have three main implications for 

theory and practice.  

First, our research provides strong evidence that 

online peer groups help activate older unemployed 

individuals. We observe a significant improvement in 

job search behaviors after participation in online peer 

groups when compared to a control group. The 

treatment group participants wrote more applications 

(change in median +4), and were invited to more job 

interviews (change in median +1) after the treatment. In 

contrast, the control group shows no improvement in 

either area. Our research suggests that the change in 

behaviors observed in offline peer groups [37, 38] can 

be replicated digitally for the older unemployed 

population. Also, we confirm that the increase in job 

search intensity observed in youths [15] can also be 

demonstrated in older job seekers. Evidence indicates 

that social support serves as a pathway to increase job 

search intensity in unemployed individuals above the 

age of 50 [26, 50]. More specifically, this target group 

mainly benefits from support provided by unemployed 

friends, rather than other employed or retired friends or 

family members [26, 50]. As online peer groups help to 

connect peers who share a common challenge or need, 

our research provides preliminary evidence that online 

peer groups serve as an effective means to build such 

relationships. The convenience and ubiquitous nature of 

mobile service delivery might have further facilitated 

the change in behaviors [51], as research on offline peer 

groups for older individuals reports a desire for more 

frequent exchanges with peers [38]. From a practical 

perspective, activating older job seekers is particularly 

crucial, as job search intensity declines with age [26] 

and partly explains lower re-employment chances for 

older job seekers [4]. In light of this challenge, we 

identify online peer groups as a powerful measure to 

increase job search intensity among the older 

unemployed population. Thus, our research is an initial 

step towards modernizing labor market services and 

suggests the adoption of digital peer-group based 

services in addition to face-to-face counseling.  

Second, our results shed light on the limitations of 

online peer group interventions for older unemployed 

individuals. We observed no change in written 

application skills, interview and career strategy skills, 

digital competencies, and self-efficacy following 

participation in online peer groups. This contrasts with 

observations in other settings where online peer groups 

improved attitude and self-assessed skills 

[15, 52, 53, 54]. Observations from offline peer groups 

might shed light on these findings. Older unemployed 

individuals show improvement in self-efficacy when 

specific learning assignments complement peer group 

participation [55]. Other evidence suggests that skill and 

self-efficacy development require additional 

components [9, 56], and that peer learning works best as 

a supplement to other training [57]. Our findings 

indicate that while peer groups serve the crucial goal of 

activating older unemployed individuals, additional 

interventions are needed to improve skills and self-

efficacy. 

Third, our results demonstrate that older 

unemployed individuals actively use digital career 

search assistance. About 83% of all subjects in the 

treatment group wrote at least one message, and about 

33% even wrote over ten messages throughout the 

duration of the experiment. Thereby, older individuals 

participate almost as actively as youths in a similar 

employment-related peer group, which had a 100% 

participation rate [15]. Further, the participation rate is 

strikingly high when compared to online peer groups in 

other settings [19] and large social health networks, 
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where less than 25% of participants contribute more 

than one message [58]. The active participation in the 

online peer groups partly contests findings of an 

overrepresentation of older unemployed individuals 

among non-users of digital media [59] and the higher 

share of older people among “lurkers” in online support 

groups [60]. Thus, our findings are consistent with 

research suggesting that older unemployed individuals 

are accessible for digital assistance in job search [31]. 

The setting and design of the digital intervention, aimed 

explicitly at individuals above the age of 50, might serve 

as a potential reason for the strong participation. 

Research demonstrates that older job seekers mostly 

benefit from interventions specifically targeted to them 

[9, 36]. Furthermore, the intervention design was 

informed by prior literature. The peer groups were 

implemented as localized and closed sub-networks [42], 

aiming at high usability and data protection standards 

identified as essential features for job seekers above 50 

[31]. Our research provides evidence that older 

unemployed individuals are responsive to targeted-

group-based digital services in the context of job search. 

 

6. Limitations and Directions for Future 

Research 

 
Besides the highlighted research contributions 

presented in this paper, we acknowledge the limitations 

of this study that constitute interesting avenues for 

future research.  

First, our data comes from a single case study in one 

country. Though we build on a rich dataset gathered 

from several online peer groups at different branch 

offices of the Federal Employment Agency in Germany, 

including both rural and urban areas, these findings may 

not be generalizable to other countries. Thus, we invite 

future research to investigate online peer groups for 

older unemployed individuals in other countries to shed 

light on the impact of cultural and regional differences 

and to substantiate our findings. 

Second, we acknowledge that our initial sample of 

eligible participants may suffer from self-selection bias. 

We addressed this bias by the randomized allocation of 

the participants to the control and the treatment group.   

Third, our study provides evidence for introducing 

an online peer group in addition to face-to-face 

counseling, as our experiment did not include a 

no-treatment control group. Thus, we cannot isolate the 

effects of participating in the online peer group and 

attending the face-to-face counseling sessions. Still, 

ethical and legal considerations do not support such a 

study design in our setting. 

Finally, our case study is solely intended as a first 

step in examining the effect of online peer groups in the 

older unemployed population. In contrast to prior 

research, we observe that the increased job seeking 

activity of older unemployed individuals did not go 

along with elevated self-efficacy or self-assessed skills. 

Thus, we suggest future research to further expand our 

study’s findings by investigating the underlying 

dynamics for the behavior changes in older unemployed 

individuals. In particular, researchers might investigate 

the factors influencing the observed activation effect in 

more detail. Future research might compare cohorts 

with a diverse educational or professional background, 

unemployment duration, or chat activity. Also, we invite 

future research to investigate the inner-workings of 

online peer groups, e.g., to identify specific moderation 

types that elevate success. 

 

7. Conclusion  

 
Improving labor market prospects for older people 

is a priority for policymakers around the world [5], in 

light of the rapid aging of the worldwide population 

[5, 6]. To date, research and policy have focused on non-

digital job search assistance for this target group [9, 5]. 

Our research is motivated by the desire to investigate 

whether ICT can serve the older unemployed 

population. To this end, we analyzed the effect of online 

peer groups on several indicators related to 

re-employment. We conducted the analysis using a 

unique online peer group data set from a randomized 

field study with unemployed individuals above the age 

of 50 at the Federal Employment Agency in Germany. 

Our findings suggest that online peer groups can 

support older unemployed individuals. We observe that 

online peer groups activate participants and increase the 

number of job applications and job interviews. Our 

results further highlight that older unemployed 

individuals actively participate in online peer groups 

and thus support the call for a targeted design of digital 

interventions for this age group.  

We hope our findings will encourage further 

investigation into the power of digital interventions to 

serve the older unemployed population.  
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Abstract Refugee integration, one long-term solution to

the large number of people fleeing their home countries,

constitutes a challenge for both refugees and host societies.

ICT and especially online peer groups seem promising to

support this process. Building on literature demonstrating

the societal benefits of peer groups, this paper proposes a

novel peer-group-based approach to address refugee inte-

gration and introduces both an online and offline realiza-

tion. A randomized field experiment in cooperation with

public (refugee) services and a non-governmental organi-

zation makes it possible to expand existing research by

quantitatively demonstrating societal benefits of online

peer groups and ICT for refugee integration. Further, this

paper is the first to assess the effectiveness of online and

offline peer groups in one experimental setup compara-

tively. Results show that peer groups provide substantial

value with respect to the integration domains social

bridges, social bonds, rights and citizenship as well as

safety and stability. While the outcome of the various

integration domains differs for online and offline peer

groups, participants’ adoption rates were higher for online

peer groups.

Keywords Online peer group � Refugee integration � Field
experiment � Design science

1 Introduction

Humans are born as ‘‘ultra-social animals’’ (Tomasello

2014, p. 187) and started grouping into communities over

50 million years ago (Shultz et al. 2011). Since then,

cooperating in groups has been a central strategy for

humanity to face challenges. A prominent instrument

which builds on this characteristic of human nature are peer

groups (Barak et al. 2008). Peer groups differ from other

communities (e.g., communities of practice) in such a way

that individuals share a need, handicap or desired social/

personal change and support each other to overcome their

challenging situation or better deal with it (Katz and

Bender 1976; Felgenhauer et al. 2019b). Such groups have

been proven successful in addressing social problems in

various contexts like health (e.g., Cella et al. 1993), career

(e.g., Siegel and Donnelly 1978), or racism (e.g., Elligan

and Utsey 1999). During the proliferation of the ‘social

web’ in the 1990s, a new variant of peer groups emerged:

online peer groups (Huber et al. 2018). Indeed, Information

and Communication Technology (ICT) can create enor-

mous societal value among geographically dispersed indi-

viduals (United Nations 2019) and contribute towards

mitigating the consequences of global crises (Thomas et al.

2020), such as supporting refugee integration (Dı́az

Andrade and Doolin 2016; 2019). Online peer groups have
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expanded the applicability of peer groups to various social

problems and for instance demonstrated positive effects on

individuals in the context of unemployment (e.g., Felgen-

hauer et al. 2019a) and chronic disease (e.g., Wang et al.

2017). What is more, research postulates that ICT might

reinforce support in peer groups; still, research calls for

extracting the relative importance of online characteristics

in online peer groups (Klier et al. 2019).

To the best of our knowledge, no approach exists to date

that exploits the potential of online peer groups to effec-

tively enhance refugee integration, one of today’s most

pressing issues. The number of refugees, i.e. individuals

forcibly displaced due to prosecution, conflict, or general

violence, has reached an unprecedented peak of over 25

million worldwide (UNHCR 2020b). Today, integration of

this vast number of refugees is a tremendous challenge

which confronts both refugees and their host countries.

Research indicates that integration of refugees often

remains an unsolved issue with refugees risking long-term

financial dependency from their host countries, isolation or

marginalization as a group, and the hazard of increasing

political radicalization in host countries (UNHCR 2013).

Even though calls for a ‘‘substitute community-type

resource’’ for refugees reach back to the 1980s (Glassman

and Skolnik 1984, p. 47), research has rarely dealt with

offline peer groups in this context (Badali et al. 2017) and

has neglected the societal impact of ICT.

Against this background, we develop a novel peer-

group-based approach to enhance refugee integration. We

propose a mobile messaging solution (online realization)

and a concept for face-to-face meetings (offline realiza-

tion). Following design science methodology (Hevner et al.

2004), we evaluate the proposed artefact with respect to

integration outcomes through a randomized field experi-

ment conducted in cooperation with public (refugee) ser-

vices and a non-governmental institution. Our contribution

to research and practice is threefold. First, we design and

implement a novel online peer-group-based approach

exploiting the potential of ICT and peer groups in the

context of refugee integration. Second, we extend insights

into the effects of ICT and online peer groups in the context

of refugee integration based on a randomized field exper-

iment, thus answering the call for ‘‘more empirically

grounded studies’’ in this context (AbuJarour et al. 2019,

p. 15). Third, in a comparative analysis of online and

offline peer groups, we quantitatively demonstrate differ-

ences in their effectiveness for integration outcomes.

The research presented in this paper is structured as

follows: In the next section, we illustrate the problem

context and provide an overview of the relevant literature

on ICT and peer groups. Afterwards, we propose a novel

peer-group-based approach for refugee integration with an

online and an offline realization. Then, we demonstrate the

practical applicability of our artefact and evaluate its effi-

cacy using a randomized field experiment before we criti-

cally discuss implications and limitations of our study and

provide directions for further research. Finally, we con-

clude with a summary of our results.

2 Theoretical Background

2.1 Problem Context

The Geneva Convention defines a refugee as an individual

who ‘‘owing to well-founded fear of being persecuted for

reasons of race, religion, nationality, membership of a

particular social group or political opinion, is outside the

country of his nationality and is unable or, owing to such

fear, is unwilling to avail himself of the protection of that

country’’ (UNHCR 1951). The consequences of flight and

displacement are severe, not least because in the last dec-

ade (2010–2019) merely a fraction of the roughly 100

million people forcibly displaced worldwide could find a

solution to their situation (UNHCR 2020a). Thus, local

integration of refugees plays a highly relevant role as a

durable solution of displacement (UNHCR 2020a).

While early scholars equated integration with assimila-

tion into the host society (Park and Burgess 1924), nowa-

days the UN Refugee Agency describes integration as a

concept based on ‘‘adaptation’’ and ‘‘welcome’’ and defines

integration along three interlinked dimensions – economic,

legal, and social-cultural (UNHCR 2013). Following a

modern definition of refugee integration, studies have

developed several frameworks and models decomposing

the concept of refugee integration into domains or dimen-

sions which show reoccurring key aspects of integration.

Harder et al. (2018), for example, differentiate between six

dimensions, namely ‘psychological’, ‘economic’, ‘politi-

cal’, ‘social’, ‘linguistic’, and ‘navigational’. AbuJarour

et al. (2018) differentiate between well-being and a sense

of agency and, based on a literature review, identify seven

dimensions relevant for agency, i.e. ‘social networking’,

‘employment’, ‘education and language’, ‘culture’,

‘health’, ‘government and citizenship’, and ‘housing’. A

framework which in great parts corresponds with the

framework by AbuJarour et al. (2018) has been proposed

by Ager and Strang (2008). This framework is among the

most comprehensive models of refugee integration (Hynie

et al. 2016) and was developed and verified based on theory

and practice, with multiple stakeholders involved (Ager

and Strang 2008), and, through its domains, provides

‘‘indicators that can be used to evaluate the extent of

integration and provide goals for targeting programs’’

(Hynie et al. 2016, p. 2). Figure 1 shows the ten identified

domains related to four overall themes of integration
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according to Ager and Strang (2008) which serve as a base

for the target and evaluation criteria in our study.

Refugee integration is regarded as a dynamic and two-

way process, i.e., involving both refugees and host societies

(e.g., Da Lomba 2010; Alencar and Tsagkroni 2019).

However, the temporal development of integration varies

both across different domains of integration and among

individuals according to their individual journeys and

experiences (Da Lomba 2010). Further, refugees largely

differ in their characteristics and background (AbuJarour

et al. 2019). This constitutes an important precondition for

the design of refugee services and speaks in favour of

highly customizable approaches that can be used for sup-

port with respect to a broad range of domains of

integration.

2.2 ICT for Refugee Integration

Prior research indicates ICT’s potential to help refugees

integrating into their host countries (e.g., Siddiquee and

Kagan 2006; Bacishoga and Johnston 2013; Dı́az Andrade

and Doolin 2016; 2019). Mobile phones, for example, have

positive effects on social, cultural, and economic partici-

pation (Bacishoga and Johnston 2013). Online social net-

working sites can, for example, serve social connection

purposes as well as language and cultural learning purposes

(Alencar 2018) and improve women’s access to higher

education (Dahya and Dryden-Peterson 2017). Digital

services constitute a very promising means of supporting

refugees. In recent years, many digital services have been

introduced for refugees which address different parts of the

refugee journey from predeparture over transit, new arrival,

and settling, to longer-term integration (Benton and Glen-

nie 2016). So far, there is a focus on short-term issues of

refugee integration, i.e., the first time after arrival. Based

on the fact that long-term integration is equally important,

there is a call of research focusing on these long-term

aspects as well (e.g., AbuJarour et al. 2019).

Prior research has designed and evaluated new approa-

ches aiming to support refugee integration in different

aspects. The information platform ‘Integreat’, for instance,

offers refugees local information about their municipality

by means of different information providers via a mobile

application and has been evaluated for optimisation pur-

poses (Schreieck et al. 2017a; 2017b). The mobile appli-

cation ‘Moin’ features gamification elements and aims at

promoting social events for migrant teenagers as well as

providing assistance with contextual language learning in

Germany (Ngan et al. 2016). While those examples and

many other digital services provide refugees with support

from host communities, other digital services provide

platforms for refugees to help one another. For example,

the health services platform ‘New2ukhealth’ was designed

to provide peer-to-peer support with respect to health

issues in the UK (Benton and Glennie 2016), the question

and answer (Q&A) site ‘Wefugees’ provides the opportu-

nity to exchange questions and answers on integration-re-

lated topics of all kinds (Schäfer-Siebert and Verhalen

2021), and financial platforms like ‘TransferWise’ or

‘Prosper’ allow for peer-to-peer money transfer or lending

(Benton and Glennie 2016). One concept which exploits

the potential of mutual support among people sharing the

same problem or target, are online peer groups (Katz and

Bender 1976). So far, research has neglected to investigate

online peer groups as an instrument for enhancing refugee

integration. However, research on online peer groups in

other contexts suggests a high potential of this concept for

the purpose of refugee integration.

2.3 Online Peer Groups and Online Peer Group Effects

Peer groups can be defined as networks of people ‘‘who

have come together for mutual assistance in satisfying a

common need, overcoming a handicap or bringing about

desired social and/or personal change’’ (Katz and Bender

1976, p. 278). People in (online) peer groups have been

shown to assist each other in various ways which can be

grouped into five types of social support: informational

support, emotional support, esteem support, network sup-

port, and tangible assistance (Cutrona and Suhr 1992).

Employment
Employment according to 

qualifications

Housing
Appropriate housing 

conditions

Education
Skills and competencies, 

access to education

Health
Physical and 

psychological health, 
access to health services

Social Bridges
Connections to host 
country community

Social Bonds
Connections to home 

culture

Social Links
Connections to the public 

structure of the host 
country

Language and 
Cultural Knowledge

Mutual cultural knowledge 
and mutual removal of 

language barriers

Safety and Stability
Sense of physical and 
emotional safety and 

stability

Rights and Citizenship
Understanding of citizenship 

and according rights

Markers and Means
Outcomes and drivers of 
successful integration

Social Connection
Connections with home 
and host society and the 
public structure

Facilitators
Enablers of integration

Foundation
Sense of identity and 
nationhood

Fig. 1 Integration framework

by Ager and Strang (2008)
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Due to the proliferation of digital media, online peer

groups have received increasing attention in recent years

(Huber et al. 2018). In the realm of online communities,

online peer groups focus on users that share a challenging

situation and pursue to enhance this situation or how to

deal with it through mutual support (Katz and Bender

1976; Felgenhauer et al. 2019b; Bedué et al. 2020). In fact,

online peer groups have been proven successful in sup-

porting people facing personal and social challenges in

different contexts, first and foremost health-related con-

texts (e.g., Wang et al. 2017), but also in other contexts like

parenting (e.g., Niela-Vilén et al. 2014), employment (e.g.,

Felgenhauer et al. 2019a), and social isolation among

elderly (e.g., Goswami et al. 2010). Peer group effects can

be defined as a ‘‘change in the belief, attitude or behaviour

of a person […] which results from the action or presence

[of a peer or group of peers]’’ (Erchul and Raven 1997,

p. 138).

Interest in online peer groups has generated a rich lit-

erature in diverse contexts revealing a diversity of positive

peer group effects. First, peer groups can foster knowledge

gain by increasing content knowledge through interaction

with peers. For instance, parents in online peer groups

report to better understand the role of parenting (Niela-

Vilén et al. 2014). Second, peer groups can lead to positive

behaviour change thus altering detrimental practices. For

instance, research indicates that a mobile peer-group-based

career counselling approach can significantly increase

young people’s chances of finding employment, while

improving their career search intensity (Klier et al. 2019).

Third, participants of online peer groups can benefit from

an intensification of social connectedness, which includes

feelings of closeness and belonging to peers (Goswami

et al. 2010). For instance, elderly people in online peer

groups report to escape social exclusion through increased

social participation (Goswami et al. 2010). Beyond this,

online peer groups can induce intensification of relation-

ships, especially to professional counsellors. Felgenhauer

et al. (2019a), for instance, found that unemployed people

with complex employment barriers experienced more tar-

get-oriented face-to-face employment counselling if at the

same time they participated in an online peer group. A

fourth positive peer group effect is an increase of general

well-being. For instance, online peer groups can induce

reductions in depression symptoms for women with post-

partum depression (Prevatt et al. 2018). Fifth, peer groups

have been found to induce an increase of self-efficacy, i.e.,

the ‘‘beliefs in one’s capabilities to organise and execute

the courses of action required to produce given attain-

ments’’ (Bandura 1997, p. 3), also referred to as empow-

erment (Barak et al. 2008) in health-related contexts. For

instance, some studies indicate that participation in online

peer groups results in improved self-care behaviour of

stigmatized chronic diseases (Wang et al. 2017). Apart

from those positive effects, some studies also describe

unintended side-effects of online peer groups such as the

uncritical adoption of potentially harmful information or

misinformation (Leist 2013), misuse of personal data (Leist

2013), and harassment under the cloak of anonymity (Cho

and Chung 2012).

We expect online peer groups to be an effective means

to enhance refugee integration as the five positive peer

group effects described above can be directly linked to

elements of successful integration (cf. Ager and Strang

2008) and are thus desired outcomes in this context, too.

First, refugees need to learn a foreign language and become

familiar with a foreign culture (Ager and Strang 2008;

OECD/EU 2018). Peer groups might induce this knowledge

gain (e.g., Niela-Vilén et al. 2014). Second, positive

behaviour change (e.g., Klier et al. 2019) might contribute

to employment, for instance through increased job-search

behaviour as could be observed by Klier et al. (2019).

Third, intensification of social connectedness plays an

essential role in integration, as refugees need to keep

connections to their home country while building rela-

tionships with the people and getting acquainted with the

institutions in their host country (Ager and Strang 2008).

Online peer groups may foster this connectedness, as they

are observed to elevate social participation (e.g., Goswami

et al. 2010) and to intensify the relationship to a profes-

sional counsellor (Felgenhauer et al. 2019a). Fourth, an

increase of general well-being (e.g., Prevatt et al. 2018)

related to (emotional) safety and stability might be desir-

able in the context of refugees, as many refugees have

experienced violence and persecution. Apart from these

parallels between already measured peer group effects in

other contexts and domains of successful integration, the

peer group effect increase of self-efficacy (e.g., Barak et al.

2008) could help refugees along their path of integration.

Considering the wide range of challenges for integration,

self-reliant coordination between different interventions is

indispensable, and a high level of refugees’ self-efficacy

might thus contribute to a more target-oriented integration

(Desiderio 2016).

To sum up, prior research indicates ICT’s potential to

enhance refugee integration. However, there is a scarcity of

research on ICT’s potential to assist refugees in integrating

into their host countries apart from their first time after

arrival. Online peer groups might be promising to enhance

refugee integration by means of peer group effects. Despite

online peer groups’ striking societal value in various con-

texts, to date no approach exists that exploits the potential

of online peer groups to effectively enhance refugee inte-

gration. We aim to address this research gap by conducting

a design science study.
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3 Peer-Group-Based Approach to Enhance Refugee

Integration

In the following, we propose a novel peer-group-based

approach to enhance refugee integration. Based on litera-

ture, we design two variants of this approach: an online and

an offline realization. Both realizations are designed for the

refugees (in general) as participants in our approach. The

artefact primarily aims at improving refugee integration on

behalf of the refugees within the two-way process of

refugee integration (cf. e.g., Da Lomba 2010; Alencar and

Tsagkroni 2019). However, refugees are also peers, thus

representing one central component of our artefact. The

peer-group-based approach assists refugees by making use

of the enormous potential of peer groups demonstrated in

literature. Supplementing existing public and non-govern-

mental interventions, online peer groups (realization A)

and offline peer groups (realization B) allow a group of

refugees who all need to integrate into a host country to

exploit the potential of peer support. In conceptualizing our

artefact, we made four major design decisions based on

prior research (see Fig. 2).

First, we decided that all refugees with a right to stay

and basic skills in the host country’s language qualify as

peers, independently of their age, gender, language, or

cultural background. Both conditions, i.e., having a right to

stay and possessing basic skills in the host country’s lan-

guage, are linked with a certain duration of stay. This

choice of target group is motivated by three main reasons.

First, this way, we take up calls for research on phases of

integration other than the first time after arrival in the host

country (e.g., AbuJarour et al. 2019). Second, this decision

ensures that participants share a common challenge (Katz

and Bender 1976), i.e., longer-term integration. Conse-

quently, refugees have already gained some experiences in

terms of integration challenges, for instance in learning the

host country’s language, finding employment, navigating

bureaucracy, or identifying leisure activities, and thus

might provide mutual understanding and better serve as

‘experts’ for one another (Barak et al. 2008). Finally, the

conditions of a right to stay and basic knowledge skills

alone still allow for a certain level of heterogeneity within

the group which enhances the diversity of knowledge gain

and social connectedness within the group (Lyle 2009).

Second, we chose to build small peer groups with each

group consisting of at most 20 refugees. This decision is

inspired by literature on job clubs suggesting small group

sizes (Azrin et al. 1975). Such small group sizes have

recently been proven to be effective in the context of job-

search among people with complex barriers (Felgenhauer

et al. 2019a) and in the context of social support for refugee

women (Liamputtong et al. 2016).

Third, we decided that each peer group is moderated by

two experts, one professional counsellor from public

(refugee) services and one social worker from a non-gov-

ernmental organization. The moderators’ role is to improve

the quality and credibility of information, identified as key

design criterion in the refugee setting (Schreieck et al.

2017b), to control the spread of misinformation (e.g., Ross

et al. 2018), to prevent bullying (Cho and Chung 2012),

and to mediate conflicts that might arise due to cultural

tensions (Mogire 2016). Moderators do not introduce any

additional pedagogical methods to facilitate improvement

along any integration domain in order to allow the peers to

Moderator Peer

Key design decisions

1. Design decision: Participants are refugees with a right to stay and basic skills in the host country’s language

2. Design decision: Small groups with at most 20 participants

3. Design decision: Moderation by two experts

A1. Decision: Asynchronous and 
written interaction

A2. Decision: Possibility to 
exchange documents

A3. Decision: Possibility to 
exchange emoticons

A4. Decision: Low barrier 
participation options

A5. Decision: Opportunity of 
anonymity

A6. Decision: Data protection

B1. Decision: Recurring 
meeting format

B2. Decision: Meetings 
hosted by public institution

B3. Decision: Pseudo-
anonymous communication

B4. Decision: Agenda and 
pace set by participants

4. Design decision: 2 realizations

A. Online realization B. Offline realization

Fig. 2 Online peer groups and offline peer groups to enhance refugee integration
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determine the way in which the approach is used. The two

types of experts allow for a wider range of competencies:

While the professional counsellor from public (refugee)

services provides expert knowledge on domains such as

employment, education and language and cultural knowl-

edge, and existing public interventions addressing other

integration domains like health and housing, the social

worker can provide support on a more diverse range of

topics including private housing, culture, daily life, men-

toring, and social participation. Together, the moderators

make it possible to establish social links to existing inter-

ventions from public services and civil society (cf. Ager

and Strang 2008), thereby satisfying the need for coordi-

nation and cooperation among actors in the context of

refugee integration (Mason and Buchmann 2016).

Finally, we decided to construct a mobile messenger-

based variant (online realization) and a face-to-face variant

(offline realization) as we expect both variants to offer

advantages in our context. The online realization seems

particularly beneficial as literature expects ICT and par-

ticularly smartphones to substantially facilitate integration

(Dı́az Andrade and Doolin 2016) and empower refugees

(AbuJarour et al. 2021). Also, research indicates high usage

of smartphones among refugees (Betts et al. 2017), sug-

gesting that refugees have similar access to mobile net-

works as the global population (Vernon et al. 2016). More

specifically, mobile connectivity is shown to play a critical

role during the migration journey (Dekker et al. 2018;

Alencar et al. 2019) and in navigating life in Western host

countries (Kaufmann 2018), for example by providing

access to education (Drolia et al. 2020). Further, non-co-

presence, enabled through online communication, renders

time and location unimportant and allows for access to

support from anywhere and at any time (e.g., Coulson

2013). In our context, a refugee might ask for advice on

how to negotiate the contract just before viewing a flat and

get immediate support from peers in another city who

might have already been in the same situation not long ago.

However, online communication also entails disadvan-

tages, as copresence, in contrast, helps people to express

attitudes, emotions, and positive appraisal thanks to non-

verbal expressions (Kiesler et al. 1985). Consequently,

participants might feel closer to each other (Sannomiya and

Kawaguchi 1999). This is especially beneficial for our

target group as social connection is one factor for suc-

cessful integration (Ager and Strang 2008).

3.1 Online Realization (A)

In conceptualizing the online realization, we built on lit-

erature on online communication and online peer groups to

arrive at six (sub-)design decisions as functional require-

ments that allow to best facilitate integration.

First, we designed our application to build on asyn-

chronous and written interaction, with participants pri-

marily communicating via messages. We chose this

interaction mode against the backdrop of refugees com-

municating in a foreign language and discussing also

potentially sensitive topics, as it lowers communication

barriers (Braithwaite et al. 1999) and gives participants

more time to take up utterances (Andresen 2009). Further,

this interaction mode grants participants the flexibility to

review older information when needed (Bender et al.

2013).

Second, following the example of Klier et al. (2019), our

application allows users to exchange documents beyond

simple text messages to foster the exchange of information.

In our context, information brochures on integration ser-

vices, or invitations for job-related events, for example,

might be shared.

Third, to facilitate the exchange of emotions and to

remedy the absence of non-verbal communication, we

decided to allow for exchange of emoticons in our appli-

cation. We built this decision on literature showing that

emoticons facilitate the interpretation of text messages

(Derks et al. 2008) and even encourage a caring environ-

ment (Klier et al. 2019). Also, such visualizations of text

are shown to contribute to a feeling of relaxation and

closeness in the context of refugee integration (Kaufmann

2018).

Fourth, to mitigate potential difficulties of communi-

cating in written form in a foreign language, we integrated

low-barrier participation options that allow taking part in

the conversation without having to formulate a text mes-

sage, such as conducting a poll.

Fifth, we decided to seize the opportunity of anonymity

going along with the feature of non-copresence. Definitions

of anonymity largely vary in literature, covering for

example namelessness or unidentifiability, and have been

shown to be related to both positive and negative types of

disinhibition like for example self-disclosure or flaming

(Lapidot-Lefler and Barak 2012). For our approach, we

decided not to use names but anonymous codes for iden-

tification in the groups. This namelessness was established

to lower the risk of cultural, religious, or gender-related

issues. This way, we further account for the fact that

anonymity was identified as a desirable feature by research

on online peer groups focusing on sensitive issues, like for

example communities for former cancer patients (Bender

et al. 2013). Apart from the absence of names, participants

were free to share personal information about themselves

in the chat conversation. This way, we allowed each par-

ticipant to control their degree of anonymity as research

showed that preferences for anonymity also depend on

personal characteristics (e.g., Keipi et al. 2015). We aimed
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to counteract potential negative effects of anonymity

through moderators being part of each group.

Sixth, we require the application to fulfil additional

safeguards securing data protection to lower the risk of

misuse of personal data pointed out by prior literature

(Leist 2013) and to meet the requirements of data protec-

tion in refugee services (Mason et al. 2017).

Apart from these (sub-)design decisions, non-functional

requirements ensure the realization of the functionality (cf.

Dabbagh and Lee 2015). First, the mobile messaging

application needs to be compatible with standard operating

systems to allow low-barrier participation. In our case, the

messaging application should be compatible with the

standard operating systems iOS and Android to potentially

reach as many refugees as possible. Second, as a prereq-

uisite to instantiate and manage small online peer groups,

the mobile messaging application needs to allow for the

creation of closed groups and the invitation of specific

users to those groups.

3.2 Offline Realization (B)

In conceptualizing the offline realization, we built on prior

literature on offline communication and face-to-face peer

groups to arrive at four (sub-)design decisions that allow to

best facilitate integration.

First, we decided for a recurring meeting format aiming

to establish a positive routine. This decision was guided by

literature on job clubs (Azrin et al. 1975), i.e., a context

which is also relevant for refugee integration (Ager and

Strang 2008), and by literature on peer groups empowering

and improving resilience of refugees (Paloma et al. 2020).

Second, we decided for the partnering public (refugee)

institution to host all meetings. This way, we aim to foster

the linkage between refugees and offered interventions,

another important aspect of integration (Ager and Strang

2008), and to lower participation barriers as potential travel

expenses can be reimbursed.

Third, we decided to specify pseudo-anonymous com-

munication in that sharing real names was kept optional

and that participants could decide themselves for the

amount of personal information they share, like in the

online setting. This aims to provide an appropriate level of

anonymity and privacy facilitating the discussion of sen-

sitive issues (Bender et al. 2013), especially relevant in the

context of refugee integration (Paloma et al. 2020).

Fourth, to keep the approach as customizable as possi-

ble, the offline realization also serves merely as a space to

facilitate mutual support among peers. Thus, the agenda

and pace of the meetings are set by the peers themselves,

informed by literature on self-help communities (DeCoster

and George 2005).

4 Evaluation Strategy

Following design science methodology, we evaluated the

utility, quality, and efficacy of our design artefact (Hevner

et al. 2004), the peer-group-based approach, and particu-

larly its online and offline realization. We therefore con-

ducted a randomized field experiment and triangled data

from three sources to obtain more thorough insights.

4.1 Case Design and Experimental Setting

Conducting a randomized field experiment allowed us to

demonstrate the practical applicability of our peer-group-

based approach, evaluate its effectiveness and assess online

and offline peer groups in the context of refugee integration

in a comparative way. The experiment was conducted in

cooperation with the German Federal Employment Agency

(Bundesagentur für Arbeit) and the German Red Cross at a

so-called ‘‘Integration Point’’ in the city of Heidelberg. To

respond to a large influx of refugees into Germany since

2015, the Federal Employment Agency instituted ‘‘Inte-

gration Points’’ as counselling centres for refugees. The

Federal Employment Agency cooperates with municipal

authorities and other partners like Employers’ Associations

to offer a one-stop shop for refugees in these centres. We

chose public services counsellors from the ‘‘Integration

Point’’ as moderators for our peer-group-based approach as

they possess the required expert knowledge required by our

design process. We complemented those moderators

through a so-called ‘‘integration manager’’ from the Ger-

man Red Cross according to our third design decision to

include a social worker from a non-governmental organi-

zation as moderator in our peer groups. These social

workers funded by the state usually guide refugees through

the large offer of support services and ensure the provision

of knowledge on a more diverse range of integration-re-

lated topics which is fundamental to the second kind of

moderators in our approach.

We sampled subjects for the pilot study among refugees

in both rural and urban districts of the ‘‘Integration Point’’.

According to our design criteria, we focused on refugees

with a right to stay in Germany and with German language

skills corresponding to the level B1 of the Common

European Framework for Languages to ensure that partic-

ipants in the peer groups could communicate with each

Table 1 Distribution of the participants’ duration of stay

Min Max Median Mean Std. Dev

Duration of stay (years) 0.9 9.0 3.4 3.6 0.9
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other in German. Participation in the experiment was vol-

untary. Table 1 demonstrates that participants covered a

wide range with respect to their duration of stay. On

average, they had been living in Germany for roughly three

and a half years at the beginning of the experiment.

The evaluation of our approach is based on a random-

ized field experiment with two treatment groups using our

peer-group-based approach either realized online (online

treatment group, T1) or offline (offline treatment group,

T2) and a control group (C) receiving traditional coun-

selling. The experiment was conducted in three phases. In

the first phase, five voluntarily participating moderators

(four professional counsellors from the Integration Point

and one counsellor from the German Red Cross), took part

in a four-hour workshop to be introduced into their tasks in

the peer-group-based approach aiming to establish a com-

mon approach to moderation. Acquisition resulted in 196

refugees deciding to participate in the study, with 65 per-

sons in the online treatment group (T1), 63 persons in the

offline treatment group (T2), and 68 in the control group

(C). Among the participants, there were 59 women and 137

men aged between 18 and 61 years. Most participants

(78%) originally came from Syria. Further countries of

origin represented in our sample were Iraq, Somalia, Iran,

Eritrea, Russia, Turkey, Afghanistan, and China. We asked

all 196 participants to complete a pre-survey. Participants

in T1 were assisted in installing and introduced to using the

messenger immediately after they had decided to partici-

pate in the experiment. Participants in T2 received travel

expenses when attending the offline meetings. Thus we

aimed to ensure that all participants had access to the

respective peer group they were offered. In the second

phase (three months), participants received support

according to their assignment. In the online treatment

group (T1), we connected participants of the online peer

groups and their respective moderators via the mobile

messaging application ‘‘Threema Work’’ as this application

meets all (sub-)design decisions and non-functional

requirements (cf. Section 3.1) to make it suitable for our

artefact (cf. Table 2). Particularly, it allows for the

exchange of text messages, documents, pictures, videos,

and emoticons and enables low-barrier participation

through conducting polls. In contrast to other well-known

mobile messaging applications, it is compliant with the EU

General Data Protection Regulation (GDPR) and allows for

anonymity by usage of randomized identification numbers

for participants and deactivated synchronisation between

‘‘Threema Work’’ contacts and private phone books.

Compared to the messaging application ‘‘Threema’’, which

also meets the design requirements, ‘‘Threema Work’’

particularly qualifies for our experiment, as it additionally

allows for a central administration of participants’ IDs and

the surveillance of their last logins (cf. Section 4.2).

In the offline realization of our approach (T2), the

weekly one-hour offline meetings of the participants and

their moderators were held at the ‘‘Integration Point’’. The

number of groups was chosen such that neither the online

peer groups nor the offline meetings exceeded the upper

limit of 20 participants determined in our design require-

ments. The online peer groups and the offline meetings

were moderated each by at least one randomly assigned

professional counsellor of the ‘‘Integration Point’’ and one

social worker from the German Red Cross. The moderators

were guided in their moderation tasks by weekly feedback

calls and fulfilled the expected role, prevented bullying,

added professional knowledge to discussions and shared

expert information. Fortunately, there was no need for

them to mediate conflicts or to urge participants to be

respectful to each other. Online peer groups discussed

issues including learning German, finding a job, cultural

differences between the home and the host country, leisure

activities, and navigating bureaucracy. While these topics

were also present in some offline peer group discussions,

the latter also included highly intimate topics such as

experiences of war and displacement. To help the coun-

sellors in complex situations, we formed a mentoring group

using ‘‘Threema Work’’ and instantiated weekly feedback

calls with the moderators. In the third phase, we invited all

participants again and asked them to complete a post-sur-

vey representing the basis for success evaluation. Those

who completed the post-survey earned a chance to win

regional shopping vouchers worth 15 EUR. We yielded a

completion rate of 81% of all 196 participants and counted

54 people in the online treatment group (T1), 53 people in

the offline treatment group (T2) and 51 people in the

control group (C) who had filled in the pre- and post-sur-

vey. Figure 3 summarizes the study design and numbers of

participants.

4.2 Data Collection and Measurement

During the experiment, we collected three major datasets:

demographic data, usage data, i.e., data on participation in

the approach, and survey data.

First, the ‘‘Integration Point’’ provided us with (pseu-

donymised) demographic data on the participants. This

included information on sex, age, country of origin, year of

arrival, family status, children, and language level, as these

variables have been shown to influence the integration

process (Bach et al. 2017). We used this data for robustness

purposes.

Second, to capture the adoption of the two realizations

of our peer-group-based approach, we gathered data

regarding the weekly numbers of participants using the two

variants as well as regarding the numbers of participants

using the two variants at least once during the three-months
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period of the experiment. More precisely, to analyse par-

ticipants’ adoption of the online realization, we collected

data on the weekly number of participants using the mes-

senger as well as the number of participants using the

messenger at least once during the experiment. This data

was gathered by weekly assessing participants’ last login

times in the messaging application. To analyse partici-

pants’ adoption of the offline realization, we asked the

moderators to track the number of attendants for the offline

meetings per week as well as the number of participants

attending at least one offline meeting.

Third, we measured individual success with respect to

the development of integration domains via pre- and post-

surveys. In doing so, we follow common practice in

research on the success of Information Systems (IS) (cf.

Urbach et al. 2009). The surveys captured items which

measure successful integration, based on the integration

framework by Ager and Strang (2008). To operationalize

the domains of integration by Ager und Strang (2008), we

mapped constructs from research on the efficacy of another

refugee integration intervention in Germany by Schuller

et al. (2011) to the integration domains (cf. Figure 4). A

more detailed description of the measurements can be

found in the appendix (available online via http://link.

springer.com).

4.3 Data Analysis

The purpose of our analysis is twofold. First, we analyse

the adoption rates of the two realizations of our approach.

Second, we assess the efficacy of the online and offline

realization of our peer-group-based approach with respect

to the constructs measuring integration success described

above.

First, to assess the extent to which people take up the

offer of the online and offline peer groups, we calculated

the average weekly share of participants using the respec-

tive realization (average share of participants using the

respective realization at least once) and used Chi-square

analyses to test for a significant difference between the

online and offline peer group. Second, to determine whe-

ther there were significant changes in the online treatment

group (T1), the offline treatment group (T2), and the con-

trol group (C) during the period of observation with respect

to the above described constructs on successful integration,

we applied the Wilcoxon signed-rank test to the pre and

post values of the constructs of each group. As the only

systematic difference between T1, T2, and C is the treat-

ment itself, i.e., the implementation of our peer-group-

based approach in the online or offline realization, differ-

ences in the developments of the groups should be

attributable to our approach. Following similar proceedings

Table 2 Exemplary overview of existing messaging applications and fulfilment of requirements

Threema

Work

Threema Telegram ginlo Wire Signal WhatsApp

Asynchronous written interaction mode 4 4 4 4 4 4 4

Possibility to exchange documents 4 4 4 4 4 4 4

Possibility to exchange emoticons 4 4 4 4 4 4 4

Low-barrier participation options 4 4 4 4 4 4 4

Possibility to remain anonymous 4 4 4 7 7 7 7

Compliance with GDPR 4 4 7 4 4 4 7

Availability for iOS and Android 4 4 4 4 4 4 4

Possibility to create closed groups and invite specific users to those

groups

4 4 4 4 4 4 4

2

4

3

1

Online treatment group (T1)
n = 65

Offline treatment group (T2)
n = 63

Control group (C)
n = 68

Randomization 
and pre-survey

1:1 Counselling 
+ offline peer group

1:1 Counselling 
+ online peer group 1:1 CounsellingTreatment

Post-survey n = 54 n = 53 n = 51

Voluntary participants fulfilling the eligibility criteria
n = 196

Sampling 
participants

Fig. 3 Study design and

numbers of participants
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in IS literature (e.g., Smith et al. 1998; Im and Hars 2001),

we chose the Wilcoxon signed-rank test as a non-para-

metric alternative to the paired-samples t-test because our

data was not normally distributed. For handling zeros, the

method by Pratt (1959) was used. P values were computed

based on the conditional null distribution of the test statistic

which was approximated by Monte Carlo resampling. To

assure comparability of the three groups, i.e., the online

treatment group (T1), the offline treatment group (T2) and

the control group (C), and thus to make certain that dif-

ferences between groups result from the experimental

manipulation, we verified the random assignment of par-

ticipants. To do so, we tested for significant differences in

characteristics potentially affecting integration recorded in

the demographic data. Chi-square analyses on these vari-

ables indicated no significant differences between the three

groups at the beginning of the experiment.

5 Results

5.1 Adoption Rates of the Online and Offline Peer

Groups

Our first aim was to analyse whether and to what extent

participants in the online and offline treatment groups (T1,

T2) took up the approach.

As Table 3 shows, the online peer groups were adopted

to a higher extent than the offline peer groups.

More precisely, the share of participants in the online

treatment group (T1) who visited the online peer groups at

least once (70.8%) was higher than the share of participants

assigned to test the offline realization (T2) who attended

the offline meetings at least once (58.7%). Furthermore,

among those participants in the online treatment group

(T1), on average 33 participants (50.8%) logged into the

messaging application per week (ranging from 11 to 50

participants across weeks, SD = 10). In contrast, in the

offline treatment group (T2), the share of participants

attending an offline meeting was only 7 participants

(11.1%) per week on average (ranging from 0 to 17 par-

ticipants across weeks, SD = 5). A Chi-square test of the

difference of average share of participants using the two

realizations on a weekly basis indicated high significance

(p\ 0.001). While the average number of participants

using the approach on a weekly basis reflects regular usage,

it does not capture the intensity of usage (e.g., how many

messages were sent or read per participant and how

intensively participants took part in the discussions of the

offline meetings).

5.2 Efficacy of the Online and Offline Peer Groups

with Respect to Refugee Integration

Our second aim was to assess the efficacy of the online and

offline realization of our peer-group-based approach with

respect to refugee integration, decomposed along the

integration domains by Ager and Strang (2008). Table 4

gives an overview of the results.

Construct 
(positive (+) / negative (-) with 
respect to successful integration)

Integration domain 
(Ager and Strang 2008)

Social bridges

Social bonds

Social links

Rights and citizenship

Safety and stability

Number and scales of items of the 
constructs 
(adopted from Schuller et al. 2011)

Frequency of contact with 
people of host culture (+)

Frequency of contact with 
people of home culture (+)

Usage of service offers by 
public and private initiatives (+);

Usage of service offers by 
Federal Employment Agency (+)

Attachment to host country (+);

Attachment to home country (-)

Discrimination (-);

Overall life satisfaction (+)

4 items with 6-point Likert-type 
scale (“daily” to “never”)

4 items with 6-point Likert-type 
scale (“daily” to “never”)

10 items with nominal scale 
depicting service offers relevant for 
subjects;
8 items with nominal scale depicting 
service offers relevant for subjects;

1 item with 5-point ordinal scale 
(“very strong” to “not at all”);
1 item with 5-point ordinal scale 
(“very strong” to “not at all”)

1 item with 3-point ordinal scale 
(“yes, frequently”, “yes, sometimes”, 
“no, never”);
1 item with 10-point ordinal scale 
(“not satisfied at all” to “very 
satisfied”)

Fig. 4 Overview of analyzed constructs measuring success with respect to integration
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First, regarding the integration domain social bridges,

both the online and the offline treatment groups (T1, T2)

significantly improved in the frequency of contact with

people of host culture (p\ 0.05). In contrast, the control

group (C) only showed an improvement on the 10% sig-

nificance level. Second, with respect to the domain social

bonds, the offline treatment group (T2) showed a signifi-

cant increase in the frequency of contact with people of

home culture (p\ 0.05). In contrast, no significant change

in this respect could be detected in the online treatment

group (T1) and the control group (C). Third, concerning the

domain social links, the control group (C) experienced a

significant increase in the usage of service offers by Fed-

eral Employment Agency on the 5% significance level.

While the online treatment group (T1) showed a significant

improvement in this respect on the 10% significance level,

no such change could be observed in the offline treatment

group (T2). Fourth, concerning the domain safety and

stability, the control group (C) showed a significant

increase in discrimination (p\ 0.1), which could not be

observed in the online and offline treatment groups (T1,

T2). Further, the offline treatment group (T2) improved

significantly with respect to overall life satisfaction

(p\ 0.1), whereas the online treatment group (T1) and the

control group (C) did not. Finally, regarding the domain

rights and citizenship, the control group (C) experienced a

significant increase in the attachment to home country

(p\ 0.05), while the online and offline treatment groups

(T1, T2) did not change significantly. Besides, the control

group (C) decreased in the attachment to host country on

the 10% significance level. Similarly, the offline treatment

group (T2) also showed a significant decrease in the at-

tachment to host country on the 1% level, whereas the

online treatment group (T1) did not show any significant

decrease in this respect.

6 Discussion

6.1 Implications for Theory and Practice

Following design science methodology, we developed a

novel online peer-group-based approach and an offline

realization to enhance refugee integration. We

Table 3 Results on the adoption of the online peer groups (T1) and offline peer groups (T2)

Number of

participants

Number (share) of participants using the approach at

least once

Average weekly number (share) of participants using the

approach

T1 65 46 (70.8%) 33 (50.8%)

T2 63 37 (58.7%) 7 (11.1%)

Table 4 Development of groups (T1, T2, C) with respect to constructs measuring integration success

Constructs and related integration domains (positive (?) / negative (-) with

respect to successful integration)

Wilcoxon signed-rank test Z-statistic (*p\ 0.1, **p\ 0.05,

***p\ 0.01)

T1 T2 C

Social bridges

(1) Frequency of contact with people of host culture

(?) –1.98**increase –1.85** increase –1.51* increase

Social bonds

(1) Frequency of contact with people of home culture

(?) 0.88 –2.28**increase 0.36

Social links

(1) Usage of service offers by public and private initiatives

(?) 0.84 0.16 0.51

(2) Usage of service offers by Federal Employment Agency (?) 1.52* increase 0.61 1.88** increase

Safety and stability

(1) Discrimination

(–) –1.15 –0.69 –1.63* increase

(2) Overall life satisfaction (?) –0.58 1.64* increase –0,35

Rights and citizenship

(1) Attachment to host country

(?) 0.65 –2.60*** decrease –1.46* decrease

(2) Attachment to home country (–) -0.49 –0.98 1.76** increase
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implemented both the online and the offline realization of

the approach in a randomized field experiment to demon-

strate the practical applicability of our approach, to eval-

uate its effectiveness, and to assess the two realizations in a

comparative way. The findings contribute to theory and

practice in different ways. From a theoretical point of view,

they indicate the following three implications.

First, our study provides strong evidence that peer

groups provide substantial value to refugee integration in

four of five examined domains of integration by Ager and

Strang (2008), i.e., social bridges, social bonds, rights and

citizenship, and safety and stability. Particularly, our study

is the first to establish online peer group effects in the

context of refugee integration, by means of a randomized

field experiment. First, our study shows that peer groups

counteract negative developments in refugees’ attachment

to their home and host country which relates to the peer

group effect positive behaviour change. While the control

group showed both a slightly significant decrease in at-

tachment to host country (p\ 0.1) and an (undesired)

significant increase in attachment to home country

(p\ 0.05), the online peer groups stayed stable in both of

these measures. Studies on online peer groups in other

contexts found, for example, an enhancement of partici-

pants’ attitude towards career choice through online peer

groups and eventually their career search intensity (Klier

et al. 2019) or positive effects on participants’ physical

activity mediated by change in intention (Cavallo et al.

2014). While those changes in attitude are closely linked to

behaviour, findings in our study concern a general attitude

towards a country. Second, we observe an increase of

refugees’ connectedness to the host country community,

i.e., non-peers, which relates to the online peer group effect

intensification of social connectedness (e.g., Goswami

et al. 2010; Felgenhauer et al. 2019a). The construct fre-

quency of contact with people of host culture significantly

increased in online peer groups (p\ 0.05) compared to

only a slightly significant increase in the control group

(p\ 0.1). While former literature shows online peer

groups to go along with improved contact with profes-

sionals, for example in the context of unemployment

(Felgenhauer et al. 2019a), intensification of social con-

nectedness in our study refers to people of the host country

in general. This peer group effect is highly relevant in the

context of refugee integration, as social connectedness both

represents a central dimension in several integration

frameworks (cf. e.g., Ager and Strang 2008; Hynie et al.

2016; AbuJarour et al. 2018; Harder et al. 2018) and is

explicitly referred to as a target indicator for ICT inter-

ventions in this context (e.g., AbuJarour et al. 2019). In

demonstrating this peer group effect, our approach stands

out from existing integration interventions as they are

frequently criticized for isolating refugees (Mason and

Buchmann 2016).

Second, our findings highlight that online and offline

peer groups when established in the same context and in a

comparable way are associated with different peer group

effects. While online peer groups in our study provided

better outcomes in the integration domain rights and citi-

zenship, which relates to the peer group effect positive

behaviour change (e.g., Klier et al. 2019), they showed

weaker outcomes in the integration domains social bonds

and safety and stability which relates to the peer group

effects intensification of social connectedness (e.g., Gos-

wami et al. 2010) and increase of general well-being (e.g.,

Prevatt et al. 2018), respectively. Both online and offline

peer groups showed positive outcomes in the domain social

bridges. To the best of our knowledge, we are the first to

quantitatively demonstrate differences in effectiveness

between the two foundational realizations of peer groups:

online and offline. We thereby extend understanding of

ICT impacts by contributing to the so far unanswered

research question of the relative importance of online

characteristics in peer groups (Klier et al. 2019). In our

study, the following differences were apparent between the

two realizations: Only online peer groups stayed stable in

the construct attachment to host country, whereas offline

peer groups showed a highly significant, undesired

decrease in that measure (p\ 0.01). In contrast, there was

no significant development in online peer groups with

respect to frequency of contact with people of home culture

and overall life satisfaction, whereas offline peer groups

significantly increased in both variables as desired

(p\ 0.05; p\ 0.1). Literature on online characteristics

and participants’ feedback provides avenues to interpret

these differences. Online peer groups are characterized by

non-copresence (Coulson 2013). While offline peer groups

increased contact with people from their home country,

partly by broadening the connection with other refugees in

the offline meetings, online peer groups provided support

without intensifying contacts amongst each other beyond

the participation in the virtual channel. Since online peer

group participants only met virtually, they did not

strengthen and broaden their network with other refugees,

thus, this intervention did not result in increasing their

contact to people from their home country. In turn, we

conclude that the lower occurrence of a community feeling

in the online peer groups allows participants to also feel

attached to other people, indicating superior effects with

respect to attachment to host country. Participants in the

offline peer groups reported a different experience with the

peer group intervention. They stressed the personal

exchange among peers and an atmosphere comparable to a

‘‘teahouse’’, resulting in a feeling of closeness to peers in

offline peer groups in line with literature (Sannomiya and

123

M. Förster et al.: Leveraging the Power of Peer Groups for Refugee Integration, Bus Inf Syst Eng



Kawaguchi 1999). Accordingly, prior research suggests

that while in online peer groups information plays a more

central role, in offline peer groups emotional support and

helper therapy are more relevant (Setoyama et al. 2011;

Bender et al. 2013). This stronger feeling of connectedness

to peers and more central role of helper therapy might

explain superior effects of offline peer groups with respect

to frequency of contact with people of home culture and

overall life satisfaction.

Through this comparison of online and offline peer

groups, we furthermore extend insights into the impact of

ICT in the specific context of the study, i.e., refugee inte-

gration. Prior studies in this context emphasize the value of

ICT with respect to social bridges and social bonds (e.g.,

Lloyd and Wilkinson 2017; AbuJarour et al. 2018; Alencar

2018; Kutscher and Kreß 2018). First, while AbuJarour

et al. (2018) found that ICT helps resettled refugees to

communicate with their friends and family back home and

thereby increase their sense of social connectedness, our

study suggests that connecting resettled refugees face-to-

face is more effective for increasing social bonds than

connecting them via ICT. Furthermore, existing research

proposes that refugees’ online communication with people

from the host culture is positively correlated with a sense of

social connectedness with people from the host culture

(AbuJarour et al. 2018). The results of our study expand

these findings and suggest that even online communication

among refugees themselves can increase social bridges.

Thus, online peer groups, although ‘only’ connecting

refugees with other refugees, might answer the call for ICT

connecting people from the host culture and the home

culture (AbuJarour et al. 2019). Finally, prior research

found that refugees use ICT to consume and produce cul-

tural content which helps them to maintain a continued

connection to their home country (Dı́az Andrade and

Doolin 2019). In contrast, the online peer groups in our

study prove effective for maintaining the attachment to the

host country: While participation in online peer groups did

not increase the attachment to their home country, partic-

ipants in these groups did not experience the decrease of

the attachment to the host country of the offline peer

groups and control group.

Third, our results provide evidence that online peer

groups are used to a higher extent than offline peer groups

in the context of refugee integration. We find that a sig-

nificantly higher percentage of participants of the online

peer groups (50.8%) used the approach on a regular basis

than participants of the offline peer groups (11.1%). While

prior research proposes advantages of online peer groups

compared to offline peer groups due to time- and location-

independent accessibility (Coulson 2013), our study

empirically shows that ICT fosters participation in peer

groups via a randomized field experiment. In our study,

participants reported distance, domestic responsibilities

and attending other interventions as main reasons to not

make use of the offline peer groups.

Along these theoretical insights, our findings indicate

four practical implications to guide decisions in public

sector and non-profit organizations.

First, our study demonstrates that peer groups are an

effective instrument to enhance refugee integration in four

of five dimensions of integration. They particularly help to

improve integration by increasing refugees’ social con-

nectedness with people from the home and host country

and stabilizing their attachment to the home and host

country. Against the background that the latest integration

summit in Germany (March 2021) reported mixed results

with respect to integration interventions for refugee and

migrant integration in Germany over the last 15 years, peer

groups represent a highly promising approach for refugee

integration.

Second, our results show that there is no one-size-fits-all

approach to enhance refugee integration, but rather online

and offline peer groups are particularly effective in distinct

integration domains. Depending on the specific target of

integration, the online or offline realization might thus be

more advantageous for public sector organizations and

non-profit organizations. Being aware of the differences in

effectiveness of the two realizations helps organizations to

allocate resources more effectively and efficiently.

Third, in the age of digitalisation, the online realization

bears advantages for public sector and non-profit organi-

zations. In particular, the online realization of the peer-

group-based approach is more promising for implementa-

tion on a larger scale. Indeed, our findings regarding the

usage of the two realizations suggest that the online real-

ization provides a low-threshold access for participation

via smartphone to the peer group as, on average, online

peer groups are used more frequently than offline peer

groups. At times of crises like Covid-19, online services

often remain the only feasible option. The specific insights

into online peer group benefits and effects are becoming

more relevant as they support stakeholders of public or

social services in quickly and reasonably introducing

effective digital services whenever necessary.

Finally, organisations that intend to implement a peer-

group-based approach to enhance refugee integration

should be aware that online peer groups as a digital service

demand different working models and competencies than

offline peer groups. To illustrate this, moderators of offline

peer groups need to host regular in-person meetings (for

instance weekly one-hour meetings as in our study), while

moderators of online peer groups can flexibly (in time and

location) participate in discussions during working hours.

This showcases that digitalisation and digital services go
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along with different requirements for associated

organizations.

6.2 Limitations and Future Research

Aside from the highlighted research contribution presented

in this paper, our approach is also subject to limitations

which can serve as promising starting points for further

research. First, the strengths of our study notwithstanding,

our findings are limited regarding the number of partici-

pants. Although we could already show significant results

for the (separately observed) developments of the two

treatment groups and the control group in our study, future

research with a larger pool of participants would allow to

use more advanced methods to strengthen our results,

increase their generality and generate more nuanced

insights. For example, methods like differences-in-differ-

ences estimators or regression analyses could be used to

test for statistical differences between the experimental

groups in terms of their development over time. Further, a

larger sample would allow for more differentiated insights,

e.g., which types of participants extract greater benefit from

the online or offline peer groups. Second, the limited

observation period of three months did not allow us to

analyse long-term effects of our treatments. While we

could measure significant developments in domains of

integration like social bonds and social bridges describing

refugees’ social connectedness, we for instance only found

a mitigating effect in attachment to host country for online

peer groups and could not investigate all integration

domains proposed by Ager and Strang (2008). Still, our

research provides a promising starting point for future

studies investigating long-term effects of online peer

groups for refugee integration. Third, despite the valuable

opportunity to conduct a field experiment, the generaliz-

ability of our findings might be limited by the fact that we

conducted our study in one single setting at one ‘‘Integra-

tion Point’’. Even though Germany hosts the largest abso-

lute number of refugees among EU countries in mid-2020

(UNHCR 2020b), we invite future research to evaluate our

peer-group-based approach in other geographical or cul-

tural settings, as studies on ICT in the context of refugee

integration are ‘‘a context-specific phenomenon’’ (Abu-

Jarour et al. 2019, p.15). Fourth, in our study, we focused

on refugees with basic skills in the home country’s lan-

guage along with a certain duration of stay to maximize the

impact of the (online) peer-group-based approach. How-

ever, future studies could design variants of this artefact,

which allow also new arrivals to participate and benefit

from it, and analyse effects on refugee integration for this

target group as well. Fifth, even though our artefact pri-

marily focuses on the refugee perspective of the two-way

integration process (cf. e.g., Da Lomba 2010; Alencar and

Tsagkroni 2019) both in the design and the evaluation of

the artefact, professional counsellors from public (refugee)

services and social workers from non-governmental orga-

nization take part in the approach as moderators and

experts. Through participating in the (online) peer groups,

those stakeholders potentially learn from the refugees as

well. Consequently, there might be positive effects on the

host community through the artefact which could be

explored in future research. Sixth, our data collection is

based on measurement of constructs’ initial level and final

level to determine the subjects’ development in our study.

Future research might deepen these insights by observing

the continuous development throughout the treatment per-

iod, for instance regarding the domain safety and stability

that may also be subject to more short-term fluctuations.

Finally, although we considered two realizations of peer

groups for refugees, future studies could conduct another

cycle in the iterative design science process (Hevner et al.

2004) and consider further realizations of our artefact, like

for example hybrid solutions.

7 Conclusion

Peer groups exploit the social element of human nature and

provide an approach that builds on the power of peers to

face a shared challenge together, both in face-to-face and

online settings. Despite abundant evidence demonstrating

online peer groups to be successful in addressing social

problems in various contexts, to date no approach exists

that exploits the potential of online peer groups in the

context of refugee integration, one of today’s most pressing

issues for both the refugees and their host countries. Fur-

ther, research calls for assessing the relative importance of

ICT in peer groups (Klier et al. 2019).

This study proposed and developed a novel online peer-

group-based approach to enhance refugee integration,

based on literature on peer groups and ICT effects in peer

groups. Besides, we designed an offline realization of the

peer-group-based approach. Following design science

methodology (Hevner et al. 2004), we evaluated the pro-

posed approach with respect to a well-established frame-

work of integration domains (Ager and Strang 2008)

through a randomized field experiment conducted with a

unique access at the Federal Employment Agency. Our

findings suggest that online peer groups are successful in

the integration domains social bridges, safety and stability,

and rights and citizenship. Thus, this research is the first to

establish the societal benefits of online peer groups by

means of peer group effects in the promising context of

refugee integration. Together with promising results for the

offline peer groups, we thus provide practitioners with an

effective and innovative supplement to existing integration
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interventions exploiting the power of peers. Further, our

findings indicate that in the context of refugee integration,

online and offline peer groups provide better outcomes in

different domains of integration: While the online peer

groups achieved better effects in the domain rights and

citizenship, the offline peer group achieved better effects in

the domains social bonds and safety and stability. To the

best of our knowledge, we were the first to measure and

separately examine peer group effects in online and offline

peer groups which have been established in a comparable

way in the same context. Thereby, we extend existing

understanding of ICT impacts in peer groups. We hope our

paper will encourage future research to study the fasci-

nating power of online peer groups.
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Online Appendix 

Constructs Measuring Success with Respect to Integration 

We measured success with respect to constructs attributable to the integration domains social bridges, 

social bonds, social links, safety and stability, language and cultural knowledge as well as rights and 

citizenship which represent foundation, mediators and facilitators of successful integration (Ager and 

Strang 2008). As language self-assessment in our questionnaire was misunderstood rather as 

performance test by participants, we decided to discard the according data. We excluded the domains 

describing markers and means of integration (i.e. achievements and access across the domains 

employment, education, housing, health) (Ager and Strang 2008). Regarding housing and health, this is 

grounded in the fact that these are elements of primary governmental care, with all member states of the 

European Union being required to provide accommodation and access to healthcare to refugees 

(Poptcheva and Stuchlik 2015). Employment and education on the other hand, require a longer 

observation period, e.g. considering the duration of an application process, and are influenced by other 

interventions aiming at achievements in and access to employment and education such as language 

courses or vocational training provided by the Federal Employment Agency.  

We built measurement on the well-established operationalization of integration measures for Germany 

(Schuller et al. 2011). Comprehensibility of all survey items was validated with professional counsellors 

of the “Integration Point”. Partially, the language of the constructs was simplified and the constructs 

referring to the domain social links were updated to reflect service offers available at the time of the 

study. Following the recommendation by Schuller et al. (2011), within the scope of this study, those 

constructs on successful integration consisting of more than one item were aggregated. The average of 

a constructs’ items was realized for the frequency of contact with people of host culture (social bridges) 

and for the frequency of contact with people of home culture (social bonds); the sum of a constructs’ 

items was realized for the usage of service offers by public and private initiatives and for the usage of 

service offers by Federal Employment Agency (social links).  

 

 

 

 

 



SMART INTEGRATION
Reach your goal faster together (1/5)

Questionnaire – Smart Integration

Dear participant,

We would like to kindly ask you to complete our questionnaire. Your participation in the survey is anonymous. We 

will never share your data. The data is only used for science reasons. The declaration of consent applies.

Thank you for taking the time to participate in this survey!

About me

My nickname in the study:

Contact with locals

How often do you have contact with Germans/ persons who speak German as their native language?

(for example, personal meetings, friendship, volunteers)

Daily Several times a week

... in your own family?

Once a week

Several times a month Rare Never

Daily Several times a week

... at your working place/ School/ Language course?

Once a week

Several times a month Rare Never

Daily Several times a week

... in your neighborhood/ with volunteers?

Once a week

Several times a month Rare Never

Daily Several times a week

... in your inner circle of friends?

Once a week

Several times a month Rare Never

Solidarity

How strongly do you feel connected to your home country?

Very strong Strong Medium Little Not at all

How strongly do you feel connected to Germany?

Very strong Strong Medium Little Not at all



SMART INTEGRATION
Reach your goal faster together (2/5)

How often do you have contact with persons from your home country?

(for example, personal meetings, friendship, volunteers)

... at your working place/ School/ Language course?

... in your neighborhood/ with volunteers?

... in your inner circle of friends?

Daily Several times a week

... in your own family?

Once a week

Several times a month Rare Never

Daily Several times a week Once a week

Several times a month Rare Never

Daily Several times a week Once a week

Several times a month Rare Never

Daily Several times a week Once a week

Several times a month Rare Never

Security

Have you ever felt discriminated in Germany?

Yes, frequently Yes, sometimes No, never

Counseling Services

Which of the following counseling services have you already used? (You can choose multiple answers)

Integration manager

Counseling offers of the Chamber of Industry and

Commerce (IHK)

Job information center (BIZ)

Asylum groups-voluntary groups

Other:

Career counseling 

Counseling for recognition of foreign professional 

qualification IKUBIZ

Youth migration service / Internationaler Bund (IB) 

Migration advice German Red Cross / Caritas

Counseling offers of the Handelskammer (HWK) 

Mannheim

Which of the following counseling services of the “Jobcenter“ have you already used? (You can choose multiple 

answers)

Language and competence check BBQ

Mobile Integration Support (TERTIA)

MySkills

Entry-level vocational qualification (EQ / long-time internship)

KompAS

KomBer

Job- and skills

Other:

Contact with others from your home country



SMART INTEGRATION
Reach your goal faster together (3/5)

Reading

... read and understand timetables (e.g., bus / train)

... read and understand street signs and simple public notices

... read and understand opening hours (e.g., stores)

... read and understand a written appointment

... read and understand simple messages

... read and understand simple, written directions

Take part in a conversation

... greet others and introduce myself

... ask how to say something in German

... have a simple conversation, when it comes to a topic that interests me

... ask basic questions (e.g., in stores)

... ask for easy directions and give them

... lead a simple conversation on the phone

Writing

... fill in a form with information about myself

... write down a short message (e.g., a sticky note)

... write a simple postcard

... write a greeting card

... describe myself in simple sentences

I can 

do 

that

I can‘t 

do 

that

List 1
I can...

We want to learn even more about your German language skills.

Please assess your knowledge of German with the help of the following lists. 

There are three lists with different difficulty levels. 

Please mark with each task, whether you already can or can’t do that.

Language Test



SMART INTEGRATION
Reach your goal faster together (4/5)

Reading

... read operating instructions

... understand most advertisements (e.g., newspapers, magazines)

... look for basic information (e.g., on the internet)

... understand regulations (e.g., warning signs)

... understand questions on forms

... understand short letters or information sheets

Take part in a conversation

... lead a short conversation to a familiar topic

... get accurate information about something that interests me

... when shopping ask for a specific size, color, etc.

... explain a medical issue to my physician

... politely express my approval or disapproval

... express and understand invitations, apologies and requests

Writing

... enter the required information in a public authority form or a questionnaire

... write down the essential points in a conversation / telephone conversation

... write a short and straightforward report about an event

... write about me and my everyday life (family, school, hobbies)

... write a short letter asking for information

I can 

do 

that

I can‘t

do 

that

List 2
I can...



SMART INTEGRATION
Reach your goal faster together (5/5)

Reading

... quickly scan a newspaper report and understand the gist

... read and understand public announcements (e.g., leaflets, community news, instruction   

manuals)

... understand the plot in narratives (e.g., book)

... read and understand work and study-related texts

... read information and explain it to another person

... understand letters from friends

Take part in a conversation

... actively participate in a discussion on familiar topics

... speak fluently about myself, my family, my interests, my job

... express my ideas and views exactly

... ask questions about topics that are not commonplace

... discuss topics that are reported in newspapers and on television

... expressing emotions (e.g., joy, sadness, interest) in conversation

Writing

... gather details about a resume

... write a short text on an interesting topic

... respond to an advertisement in writing and ask questions

... write or answer a formal or official letter

... write a private letter to a friend

I can 

do 

that

I can‘t

do

that

List 3
I can...

General satisfaction

How satisfied are you with your life right now?

1 2 3 64 7 8 9 10

Unsatisfied

5

Medium Satisfied

0

Thank you for your time and all the best for the future!
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3. Research on Societal Challenges Posed by Digital Technologies 

3.1 Evaluating Explainable Artificial Intelligence – What Users Really 

Appreciate 
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EVALUATING EXPLAINABLE ARTIFICIAL  

INTELLIGENCE – WHAT USERS REALLY APPRECIATE 

Research paper 

Förster, Maximilian, University of Ulm, Ulm, Germany, maximilian.foerster@uni-ulm.de 

Klier, Mathias, University of Ulm, Ulm, Germany, mathias.klier@uni-ulm.de 

Kluge, Kilian, University of Ulm, Ulm, Germany, kilian.kluge@uni-ulm.de 

Sigler, Irina, University of Ulm, Ulm, Germany, irina.sigler@uni-ulm.de 

Abstract 

Explainable Artificial Intelligence (XAI) is an aspiring research field addressing the problem that users 

of AI do not trust AI systems that act as black boxes. However, XAI research to date is often criticized 

for not putting the user in the center of attention. We develop a generic and transferable human-based 

study to evaluate explanations generated by XAI methods from the users’ perspective. The design of the 

study is informed by insights from social sciences into how humans construct explanations. We conduct 

the study with 164 participants evaluating contrastive explanations generated by representative XAI 

methods. Our findings reveal characteristics of explanations users appreciate in the context of XAI. We 

find concreteness, coherence, and relevance to be decisive. These findings provide guidance for the 

design and development of XAI methods. 

Keywords: Explainable Artificial Intelligence, User Study, Contrastive Explanations 

1 Introduction 

Artificial Intelligence (AI) is increasingly employed for a variety of tasks, first and foremost decision-

making and decision support (e.g., Lee, 2018; Lorica and Nathan, 2018; Whittaker et al., 2018). Indeed, 

AI has the potential to annually create trillions of dollars of value in the global economy (Chui et al., 

2018). The arguably most significant impediment for AI deployment is the fact that many AI systems 

are opaque – or “black boxes” – which means that the reasons for their decisions remain obscure to the 

user (e.g., Wachter et al., 2018; Guidotti et al., 2019). Opacity fosters users’ distrust (Ribeiro et al., 

2016) and “if the users do not trust a model or a prediction, they will not use it” (Ribeiro et al., 2016, 

p. 1135). One prominent example is IBM’s “Watson for Oncology”, an AI system to assist in cancer

treatment whose deployment to hospitals failed as oncologists did not trust it (Bloomberg, 2018). In

light of this challenge, the research field of Explainable Artificial Intelligence (XAI) aims to provide

methods to automatically generate explanations for the output of AI systems (Gunning, 2017; Kuang,

2017; Abdul et al., 2018; Lipton, 2018). In the context of XAI, an explanation is a human-understandable

line of reasoning for why a given input is mapped to an output (Chakraborty et al., 2017; Abdul et al.,

2018). Whereas considerable progress has been made in developing new XAI methods, research to date

is criticized for not putting the users in the center of attention and not investigating which kind of gen-

erated explanations they really appreciate (Miller et al., 2017; Kirsch, 2018; Mittelstadt et al., 2019).

In this paper, we aim to fill this gap by developing and conducting a novel human-based study, building 

on existing XAI approaches and insights from social sciences. Results suggest that findings from social 

sciences regarding appreciated characteristics of explanations do not transfer directly to the XAI context. 

We find that users of XAI appreciate explanations due to the decisive characteristics concreteness, co-

herence, and relevance in the sense of providing causes of interest, whereas social sciences argue for 

shortness and generality instead of concreteness. We further identify that the characteristic length is 
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often co-occurring with concreteness and that shortness is often co-occurring with relevance, generality, 

and consistency. Finally, we identify potential improvements for the major representative XAI methods 

employed in the study. Our contribution to theory and practice is threefold. First, we derive and validate 

a set of decisive characteristics of explanations in the context of XAI. Second, we offer guidance for the 

user-centric design and development of XAI methods. Third, our work provides a generic study setup 

for the evaluation of XAI methods from the users’ perspective. The remainder of our paper is structured 

as follows: Section 2 illustrates the problem context. In Section 3, we review relevant literature on ex-

planations in AI and conclude with the research gap. Section 4 covers insights from social sciences on 

which our study is based and introduces the study design. After presenting our findings in Section 5, we 

discuss theoretical and practical implications, reflect on limitations of our work, and provide directions 

for further research in Section 6. A brief summary concludes our paper. 

2 Problem Context 

AI systems need explanations, as opacity fosters users’ distrust (Ribeiro et al., 2016) and distrust reduces 

people’s willingness to accept recommendations, consequently limiting the potential of high-performant 

but opaque AI systems (Freedy et al., 2007; Herse et al., 2018). Explanations do not merely contribute 

to gain acceptance (Ye and Johnson, 1995; Benbasat and Wang, 2005; Herse et al., 2018), but also 

prevent users from blindly following an AI system (Rader and Gray, 2015; Chakraborty et al., 2017). 

Indeed, explanations should not be exploited to persuade users to follow algorithmic decisions (Gilpin 

et al., 2018), but rather enable users to “appropriately trust” (Gunning, 2017) an AI system’s recommen-

dations (Angelino et al., 2018; Gilpin et al., 2018). This is a critical component towards achieving human 

agency and thus building a human-centric and “trustworthy” AI (European Commission, 2019). In light 

of these challenges, the research field of XAI aims to provide methods for automatically generating 

explanations – human-understandable lines of reasoning – for the output of an AI system (Gunning, 

2017; Kuang, 2017; Abdul et al., 2018; Lipton, 2018). To this end, researchers refer to how humans 

construct explanations themselves. Humans primarily provide contrastive explanations: People focus on 

decisive aspects, explaining the contrast to an alternative outcome (Lipton, 1990). For instance, a bank 

advisor would not explain the rejection of a new credit line to a customer by referring to all customer 

attributes, but rather state that the customer’s income or savings would need to be a certain amount 

higher to obtain approval. In line with these findings, literature suggests contrastive explanations to be 

a promising concept for XAI (Lim et al., 2009; Dhurandhar et al., 2018; Hoffman et al., 2018; van der 

Waa et al., 2018). Contrastive explanations do not only meet the expectations of users, but are also 

favorable from a computational point of view: While stating the causes for a decision is outright impos-

sible for opaque models (Doran et al., 2018), computing a contrast to a different outcome is indeed 

possible in most cases (van der Waa et al., 2018; Wachter et al., 2018). However, while explanations 

aim to assist users in interacting with AI systems, XAI research is often criticized for not putting the 

user in the center of attention (Abdul et al., 2018; Kirsch, 2018). Indeed, XAI research risks to experi-

ence a phenomenon referred to as “inmates running the asylum”, where researchers build explanations 

for themselves rather than their intended users (Miller et al., 2017; Mittelstadt et al., 2019). A human-

centric and “trustworthy” AI requires explanations that are understandable to the user (Gunning, 2017; 

European Commission, 2019). To this end, insights from social sciences might inform the design of 

human-centered XAI methods (Miller, 2019; Mittelstadt et al., 2019). With this paper, we answer the 

call for empirical studies in this context. 

3 Theoretical Background 

3.1 Explanations in Artificial Intelligence 

The advent of deep learning enabled enormous advances in AI in the 2010s (Goodfellow et al., 2016) 

and resulted in the widespread application of AI systems in virtually all areas of business and everyday 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 3 

life. The increasing need to provide explanations to users of such systems led to the appearance of Ex-

plainable Artificial Intelligence (XAI) as a research discipline (Gunning, 2017; Kuang, 2017). As a 

growing body of approaches dedicated towards making AI systems more explainable is reported in lit-

erature, the terms “interpretable”, “comprehensible”, and “explainable” are often used interchangeably 

(Chakraborty et al., 2017; Lipton, 2018). We follow the taxonomy proposed by Doran et al. (2018), 

which is shared in current research (e.g., Bennetot et al., 2019) to distinguish between “opaque”, “inter-

pretable”, “comprehensible”, and “explainable” AI systems. 

The distinction between opaque and interpretable AI systems lies in the observability of their inner 

workings: Opaque systems, also known as “black boxes”, do not allow the user access to the mechanism 

by which inputs to an AI system are mapped to its outputs (Doran et al., 2018) and further do not provide 

any reasoning along with the output (Caruana et al., 1999; Goodman and Flaxman, 2017). The most 

prominent example for opaque systems are deep neural networks (Kuang, 2017), which consist of a 

stack of layers of artificial neurons, whose outputs depend (usually non-linearly) on the output values 

of the neurons in the next-lower layer (Goodfellow et al., 2016). Interpretable systems, in contrast, give 

the user access to the mathematical description of the mapping between inputs and outputs (Doran et 

al., 2018). Examples include logistic regression and decision trees (Craven and Shavlik, 1999). An in-

terpretable system might become opaque if complexity increases, for instance a regression model with 

many parameters. Thus, both opaque systems and interpretable systems with a high degree of complex-

ity are a major subject of XAI research (Mittelstadt et al., 2019). 

Comprehensible systems produce textual or visual symbols in addition to their output that help the user 

understand the mapping from the AI system’s inputs to its outputs (Gedikli et al., 2014; Doran et al., 

2018). One example is the family of algorithms pioneered by Ribeiro et al. (2016) with “LIME” and 

unified in “SHAP” by Lundberg and Lee (2017), which for any given machine learning model can de-

termine the influence each of the inputs had on the resulting output. For instance, when detecting a hand-

written digit – classified as an “8” by an opaque model – a comprehensible system could indicate which 

pixels in the image contributed most to the classification. Explainable systems go a step further: In con-

trast to comprehensible systems, whose output is generally only accessible to users with insight into the 

underlying algorithmic structure, explainable systems directly produce a human-understandable line of 

reasoning for why a given input is mapped to a specific output (Chakraborty et al., 2017; Abdul et al., 

2018). In the example of a hand-written “8”, an explainable system could provide the textual explana-

tion: “It’s an 8 because it has two circles on top of each other”. Literature suggests “post hoc interpret-

ability” (Lipton, 2018, p. 6), i.e. applying a dedicated algorithm to an opaque system, turning it into a 

comprehensible or explainable one (Singh et al., 2016; Doran et al., 2018; Guidotti et al., 2019). These 

algorithms can be model-agnostic in that they can be used for any kind of AI system and at the same 

time do not influence its performance (Ribeiro et al., 2016; Adadi and Berrada, 2018). 

Explainable systems should produce explanations that are similar to explanations humans give to one 

another (Miller, 2019). These are largely constructed in a contrastive manner: People do not explain 

why a certain event occurred, i.e. list all its causes, but focus on why a certain event occurred instead of 

another, similarly perceivable one (Lipton, 1990). The basic elements of a contrastive explanation are 

the fact, the event that did occur, and the foil, the event that did not (Lipton, 1990; Miller, 2019). In the 

case of a credit rejection, the fact refers to the customer’s situation (e.g., income and savings) bringing 

about the rejection and the foil refers to another counterfactual situation that would lead to an approval 

of the new line of credit (e.g., higher income). The difference between the fact and the foil is the contrast 

(e.g., difference in income) which is used to explain the outcome. The choice of a suitable foil is crucial 

for an explanation to be perceived as meaningful (Lipton, 1990; Miller, 2019). In general, the following 

process is conducted to automatically generate a contrastive explanation (Guidotti et al., 2018; van der 

Waa et al., 2018; Wachter et al., 2018): We start with a model 𝑓(𝑥), i.e. an AI system, which for a given 

input 𝑥0 produces an output 𝑦𝑓𝑎𝑐𝑡 (e.g., credit line rejection). Whilst  𝑦𝑓𝑎𝑐𝑡 is determined by the model

itself, an arbitrary alternative outcome 𝑦𝑓𝑜𝑖𝑙 (e.g., credit line approval) can be determined or provided

by the user. Given the model 𝑓(𝑥), the input 𝑥0, the output 𝑦𝑓𝑎𝑐𝑡, and the alternative outcome 𝑦𝑓𝑜𝑖𝑙 , a

counterfactual 𝑥 is found such that 𝑓(𝑥) = 𝑦𝑓𝑜𝑖𝑙 . In general, there are up to an infinite number of 𝑥 for
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which 𝑓(𝑥) = 𝑦𝑓𝑜𝑖𝑙  is fulfilled. Since the resulting explanation is based on the contrast Δ𝑥 = 𝑥 − 𝑥0

(such that 𝑓(𝑥0 + Δ𝑥) = 𝑦𝑓𝑜𝑖𝑙), the choice of 𝑥 determines the characteristics of the explanation.

XAI literature provides two main lines of approaches – both of them model-agnostic – for finding an 

appropriate 𝑥 for which 𝑓(𝑥) = 𝑦𝑓𝑜𝑖𝑙  is fulfilled and to generate a contrastive explanation: approaches

relying on locally approximating the model 𝑓(𝑥) with an interpretable model from which explanations 

are derived (Ribeiro et al., 2016; Guidotti et al., 2018; van der Waa et al., 2018) and algorithms compu-

ting the explanation by directly accessing the inputs and outputs of the model (Wachter et al., 2018). 

As major representative of the first class we introduce the Local Foil Tree approach (van der Waa et al. 

2018). The foil tree can be seen as a rule extractor for opaque models (Craven and Shavlik, 1999). The 

approach consists of locally approximating the model around the specific output to be explained with a 

decision tree and deriving a contrastive explanation from its branch and leaf structure (van der Waa et 

al., 2018). Decision trees are considered a prime example of an interpretable model (Caruana et al., 

1999; Singh et al., 2016), as the output for a given input 𝑥 is the result of a chain of easily understood 

rules of the type “If input feature 𝑥𝑖 is smaller than threshold 𝑡, continue with rule 𝐴, else go to rule 𝐵”

(Breiman et al., 1984; Huysmans et al., 2011; Frost and Hinton, 2018). In detail, computing an explana-

tion using a foil tree consists of five steps (van der Waa et al., 2018): First, a dataset 𝐷 around 𝑥0 is

generated which includes samples classified as 𝑐𝑓𝑎𝑐𝑡 and samples classified as 𝑐𝑓𝑜𝑖𝑙  by the model 𝑓(𝑥),

thereby capturing the difference between samples from these two classes. Second, a decision tree clas-

sifier is fitted to this dataset, locally approximating 𝑓(𝑥). Third, the decision path for 𝑥0 – resulting in

classification as 𝑐𝑓𝑎𝑐𝑡 – is determined from the fitted decision tree. Fourth, by assigning a weight to each

decision path in the tree resulting in classification as 𝑐𝑓𝑜𝑖𝑙 and choosing the path with the lowest weight,

one counterfactual decision path is selected. Finally, by calculating the difference between the two de-

cision paths, the contrast Δ𝑥 is obtained. 

The second class of approaches frames the search for a suitable counterfactual 𝑥 as an optimization 

problem where the conditions and properties of 𝑥 are expressed through an objective function (Wachter 

et al., 2018). While a counterfactual 𝑥 has to necessarily satisfy the condition that 𝑓(𝑥) = 𝑦𝑓𝑜𝑖𝑙, a con-

trastive counterfactual further requires that the distance 𝑑(𝑥0, 𝑥) between 𝑥0 and 𝑥 is small and the dif-

ference Δ = 𝑥0 − 𝑥 is sparse, i.e. the factual and the counterfactual scenario should not differ too much.

Based on these properties, Wachter et al. (2018) propose to find a counterfactual 𝑥 to 𝑥0 by minimizing

the following objective function: 

The first term of the objective function is the squared Euclidean distance between the model’s output 

𝑓(𝑥) and the foil 𝑦𝑓𝑜𝑖𝑙 , weighted by a pre-factor 𝜆. The term’s minimum at ‖𝑓(𝑥) − 𝑦𝑓𝑜𝑖𝑙‖
2

= 0 is

reached exactly if 𝑓(𝑥) = 𝑦𝑓𝑜𝑖𝑙, satisfying the necessary condition. The second term is a distance func-

tion which ensures that 𝑥0 − 𝑥 is sparse. Wachter et al. (2018) found that the Manhattan distance |𝑥0 −
𝑥| weighted by the mean absolute deviation 𝑀𝐴𝐷 of each feature in the model’s training dataset is most 

suitable in this context. In detail, finding a contrastive counterfactual 𝑥 to a given 𝑥0 consists of three

steps (Wachter et al., 2018): First, the optimization problem is initialized with a given  𝑥0 and 𝑦𝑓𝑜𝑖𝑙, the

pre-computed 𝑀𝐴𝐷, and a starting point 𝑥𝑖𝑛𝑖𝑡𝑖𝑎𝑙. Second, a suitable optimization algorithm minimizes

𝑜(𝑥) to obtain a counterfactual 𝑥. Finally, the contrast Δ𝑥 between 𝑥0 and 𝑥 is computed.

To sum up, contrastive explanations are the dominant type of human-human explanations and thus a 

suitable concept for XAI. The two main lines of model-agnostic approaches frame generating contras-

tive explanations either as an optimization problem or locally approximate the – potentially opaque – 

model with an interpretable one from which an explanation can be derived. In both cases, the outcome 

is a contrast Δ𝑥 which constitutes the explanation. Although both approaches have been successfully 

demonstrated, to the best of our knowledge, neither has been evaluated from the users’ perspective. 

𝑜(𝑥) = 𝜆‖𝑓(𝑥) − 𝑦𝑓𝑜𝑖𝑙‖
2

+ ∑
|𝑥0,𝑖 − 𝑥𝑖|

𝑀𝐴𝐷𝑖
𝑖

(1)
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3.2 Evaluation of explanation methods 

Recent works show promising concepts for XAI evaluation (Doshi-Velez and Kim, 2017; Abdul et al., 

2018; Gilpin et al., 2018). Doshi-Velez and Kim (2017) distinguish three scenarios for the evaluation of 

explainable systems with varying levels of human involvement, into which existing efforts can be clas-

sified. The first scenario, functionally-grounded evaluation, does not require involvement of human 

subjects. Functionally-grounded evaluation is appropriate for methods that have already been validated 

via experiments with human involvement or methods that are not yet mature. For instance, Adebayo et 

al. (2018) tested whether saliency methods – i.e. highlighting input features relevant for the output of an 

AI system – are indeed model-agnostic. The second scenario, application-grounded evaluation, is con-

ducted with real users in a real application setting. In this scenario, XAI methods are evaluated regarding 

their intended use and effect on humans, an approach that is common in human-computer interaction 

research (Abdul et al., 2018). For instance, Ribeiro et al. (2018) show that anchors – representing local 

conditions for a prediction and thereby exposing the behavior of an AI system – enable users to antici-

pate behavior of an AI system with less effort and higher precision. The third scenario, human-grounded 

evaluation, is conducted with human subjects in experiments as well, but on a simplified task. Human-

grounded evaluation is appropriate if the focus is the quality of the explanations generated by XAI meth-

ods (Doshi-Velez and Kim, 2017; Mohseni and Ragan, 2018; Weerts et al., 2019). Indeed, it is humans 

who are best at evaluating how well an explanation matches human expectations (Gilpin et al., 2018). 

This type of experiment is common in human-computer interaction research and typically conducted 

with laypeople, for instance, students or workers on platforms such as Amazon’s “Mechanical Turk” 

where users perform small tasks in exchange for a fee (Ye and Johnson, 1995; Wang et al., 2016). 

Up to now, only 5% of all papers in the context of XAI include evaluation and quantification of the 

quality of XAI methods (Adadi and Berrada, 2018). Within this body of literature, functionally-

grounded evaluation dominates with technical aspects in the center of research attention. However, XAI 

methods require evaluation by their most influential group of stakeholders: their users (Preece et al., 

2018). This is why many authors express the need to focus more on human-grounded studies rather than 

just on technical aspects in order to obtain explanations enabling humans to “appropriately trust” AI 

systems (Wang et al., 2016; Abdul et al., 2018; Kirsch, 2018; Schneider and Handali, 2019). 

3.3 Research gap 

XAI is an emerging research field and key to the deployment of AI systems in practice. The need for 

explanations for AI systems has attracted the attention of researchers developing XAI methods 

(Schneider and Handali, 2019). In particular, contrastive explanations are seen as both promising and 

practical in building automatically generated explanations (Lim et al., 2009; Dhurandhar et al., 2018; 

Hoffman et al., 2018; van der Waa et al., 2018). Although XAI aims to assist users in interacting with 

AI systems, current research is criticized for not putting the users in the center of attention (Miller et al., 

2017; Kirsch, 2018; Mittelstadt et al., 2019). In particular, there is a lack of human-grounded evaluation 

of existing XAI methods (Doshi-Velez and Kim, 2017). We aim to fill this gap with a human-based 

study that incorporates insights from social sciences in which we observe users interacting with an AI 

system and explanations generated by representative XAI approaches. To this end, in our paper we 

address the following research question: Which characteristics of explanations do users of XAI appre-

ciate? We contribute to IS literature by deriving a set of decisive characteristics of explanations in the 

context of XAI and providing guidance for the design and development of user-centric XAI methods. 

4 Study Design 

We propose a study design to evaluate explanations generated by XAI methods from the users’ perspec-

tive and identify characteristics of explanations users appreciate in the context of XAI. The basic design 

of the study, which is presented as the evaluation of a smartphone app for plant species detection, is as 

follows (cf. Figure 1): In the first step, participants are asked to match a leaf to a plant species. In the 

second step, they are presented the AI system’s prediction and a pair of explanations referring to this 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 6 

outcome. The participants are asked to choose the explanation they appreciate more. In the third step, 

participants justify their choice by selecting one or several reasons from a pre-defined list of explanation 

characteristics. The list of characteristics is derived from insights into explanations from social sciences 

serving as a starting point and complemented with characteristics identified in a pre-study. Participants 

repeat this cycle multiple times with different samples and explanations. 

In the following, we describe the study and its theoretical foundations in detail. First, we derive charac-

teristics of explanations humans appreciate when interacting with other humans. Second, we introduce 

the use case and the experimental setup. Subsequently, we outline the study procedure from a partici-

pant’s point of view in detail. Finally, we present the XAI methods employed in the study. 

Figure 1. Basic cycle of the study: I) The participant matches the leaf shown to one of four pre-

sented species. II) The participant chooses one out of two alternative explanations for 

the AI system’s output. III) The participant gives the reasons for their choice. 

4.1 Analyzing characteristics of explanations 

Interest in how humans construct and perceive explanations has generated rich literature in social sci-

ences. In line with the definition for XAI, i.e. reasoning why a given input is mapped to an output, an 

explanation in human-human interaction can be defined as an exchange of causal information about an 

event between actors (Lewis, 1986; Lipton, 1990). Social sciences find that an explanation’s “loveli-

ness” contributes to its “likeliness” (Lipton, 2000), thus certain characteristics of an explanation beyond 

factual correctness can contribute to user appreciation. We take this as a starting point and derive insights 

on characteristics of explanations from social sciences, to then analyze these in the context of XAI. 

First, explanations need to be short, quantified as a low “number of causes invoked in an explanation” 

(Lombrozo, 2007, p. 232), as humans generally tend to prefer short explanations (Thagard, 1989; Read 

and Marcus-Newhall, 1993; Lombrozo, 2007). However, a preference for longer explanations could be 

identified for scientific explanations (Weisberg et al., 2015) and in settings where a competing explana-

tion invoked less unexplained causes (Pacer and Lombrozo, 2017). Second, explanations need to be 

coherent, i.e. relate to prior beliefs of their recipients and be overall consistent (Thagard, 1989; 

Lombrozo, 2012). For instance, studies found that applying prior beliefs to explain increases the per-

ceived value of those beliefs (Preston and Epley, 2005) and consistent explanations to have greater effect 

on decisions (Pennington and Hastie, 1992). Third, humans prefer explanations that are general, i.e. 

explain more events (Thagard, 1989; Lombrozo, 2012). Indeed, studies found that humans tend to prefer 

explanations that account for more observations (Read and Marcus-Newhall, 1993) or include root 

causes (Kim and Keil, 2003). In contrast, a preference for narrower explanations was found when hu-

mans had to evaluate an uncertain situation with incomplete information (Khemlani et al., 2011). Fourth, 
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explanations need to be relevant to the subject of interest (Hilton and Erb, 1996; McClure, 2002). Causes 

are attributed higher explanatory relevance when they refer to situations that are not too far in the past 

(Miller and Gunasegaram, 1990), surprising (Hilton and Slugoski, 1986), or abnormal (Kahneman and 

Tversky, 1981; McCloy and Byrne, 2000). 

To sum up, shortness, coherence, generality, and relevance are the key characteristics of explanations 

in human-human interaction (Thagard, 1989). These insights from social sciences can serve as a starting 

point when designing XAI methods (Miller, 2019). However, explanations are inherently social (Hilton, 

1990) and humans are known to act differently when their counterpart is not human (e.g., Rzepka and 

Berger, 2018). Indeed, studies note differences in users’ conversational behavior when interacting with 

a computer, for example regarding emotional responses (Rosenthal-von der Pütten et al., 2014) or mes-

sage length (Mou and Xu, 2017). These facts lead us to the assumption that insights from social sciences 

require human-grounded evaluation in the context of XAI before being transferred. 

4.2 Experimental setup and use case 

In our experimental setup we place the user in the center of research attention, since users can best 

evaluate how well an explanation matches their expectations (Gilpin et al., 2018). In line with Doshi-

Velez and Kim (2017), we propose a human-grounded evaluation, i.e. users interacting with XAI on a 

simplified task, to assess the quality of the explanations from the users’ perspective. We chose our use 

case – an AI-based smartphone app for plant species detection – according to three guidelines for human-

grounded evaluation. First, to ensure rigor, the use case should be based on real-world data and a func-

tionally complex AI system (Abdul et al., 2018). Predictions for our app are generated by a neural net-

work which is trained on a dataset of shape and texture attributes extracted from 340 images of leaf 

specimen from 30 different plant species (Silva, 2013; Silva et al., 2014). Second, the simplified task 

should be derived based on the needs of real-world tasks and the performance of the XAI approaches 

with respect to functional proxies should reflect their performance in real-world settings (Doshi-Velez 

and Kim, 2017). Our AI is used for classification, one of the major tasks of AI (Whittaker et al., 2018). 

Furthermore, our XAI methods generating contrastive explanations are model-agnostic and thus trans-

ferable to any other AI system. Third, as human-grounded evaluation is often conducted with a non-

expert audience, the scenario needs to be accessible for laypeople (Doshi-Velez and Kim, 2017), while 

at the same time the AI system’s output should not be obvious to the participant, rendering the explana-

tions superfluous. On the one hand, we ask participants for their botanical knowledge and exclude those 

with expert knowledge from the study. On the other hand, only features that non-expert participants can 

comprehend visually (Silva et al., 2013) are included and verified as accessible in a pre-study. 

4.3 Study procedure and participants 

The study was conducted as a fully computerized experiment presented via a web interface. Sessions 

were implemented using the open-source software oTree (Chen et al., 2016) and were held online. The 

study procedure from a participant’s point of view included an introduction and the main experiment. 

During the introduction, the participant read a short welcome message and responded to questions on 

basic demographic information (age, gender, education) as well as questions regarding potential back-

ground knowledge in AI, presence of dyschromatopsia, and botany expertise. The latter two variables 

later served to identify participants with expert knowledge regarding the task and those who might be 

limited in evaluating the explanations, respectively. Subsequently, the participant read a short descrip-

tion of the use case and the upcoming tasks. In the main experiment, the participant completed multiple 

rounds according to Figure 1. Each round started with the display of the picture of a leaf specimen, 

which the participant was asked to match to its plant species. To this end, four possible choices – the 

most probable species according to the AI’s prediction – were presented along with pictures of the entire 

plants. We intended that the participant sometimes was in line with the AI and sometimes not – as is the 

case in most real-world applications. Afterwards, the participant was asked to select one out of two 

different contrastive explanations in a binary choice experiment (Doshi-Velez and Kim, 2017). The foil 

class was the participant’s prediction, if they had matched wrongly, and the second most likely class 
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according to the predicting AI, if they had matched correctly. While selecting the better explanation, the 

participant was again supported by pictures of the entire plants of both the fact and the foil class. We 

additionally provided the opportunity to tick a box called “Both explanations are unsuitable”, as there is 

no “guarantee that automated explanations will produce positive impact” (Ye and Johnson, 1995, p. 158) 

on the user. The participant was then asked to justify their selection with characteristics from a pre-

defined list (cf. Section 5.1) and/or type a text in a box labeled “other reasons”. Each participant com-

pleted 14 rounds according to Figure 1, thus judging 14 pairs of explanations. The explanations were 

generated by four methods (cf. Section 4.4). To avoid bias in favor of any of these methods, the partic-

ipant was asked to evaluate explanations of each possible pair of methods in a random order. We sup-

plemented the pairs of generated explanations with two pairs that each contained one false human-made 

explanation, i.e. an explanation which contradicts the presented picture of the leaf, which helped us 

identify participants who gave flippant answers (Oppenheimer et al., 2009). 

We conducted a pre-study following the same procedure with 38 students to extend the list of charac-

teristics of explanations by analyzing the “other reasons” given. Beyond, we collected feedback to im-

prove comprehensibility of the study. We particularly revised and complemented the wording of the 

pre-defined list of characteristics of explanations (cf. Section 5.1) to take into account different under-

standings of these constructs revealed by the participants’ feedback and from their free-text “other rea-

sons”. We conducted the main study with 164 participants recruited via the platform Clickworker. As is 

common for online survey platforms, our study further attracted 36 so-called speeders (Ford, 2017) that 

randomly completed the survey in conspicuously short time and were hence excluded right away. Each 

participant received a financial compensation for completion of the study. We chose the Clickworker 

marketplace since similar data quality and results can be expected compared to traditional methods and 

at the same time threats to internal validity are reduced (Paolacci et al., 2010; Buhrmester et al., 2011; 

Mason and Suri, 2012). We did not have to exclude participants due to expert botany knowledge or 

dyschromatopsia, but identified 20 participants who gave contradictory answers and excluded them from 

the study. The remaining 144 participants were equally distributed in gender (53% males, 47% females) 

and between 19 and 65 years old. Every participant had completed at least primary education (3% pri-

mary school, 18% middle school, 32% secondary school and 46% tertiary education). Only 17% of 

participants reported to be in touch with AI for work or education. 

4.4 Contrastive explanation methods employed in our study 

We chose two representative XAI methods generating contrastive explanations for our study (cf. Sec-

tion 3.1): The Local Foil Tree (FOILTREE) as a representative of methods that generate explanations 

for opaque models from a local interpretable model (van der Waa et al., 2018) and an optimization 

algorithm (OPTIMIZE) which generates contrastive explanations directly from the opaque model 

(Wachter et al. 2018). To validate that the perceived difference in explanation quality is indeed due to 

the algorithms, we further employed the naïve approach of sampling a counterfactual from the training 

data (Caruana et al., 1999; Wexler, 2018). Additionally, we included human-made explanations as 

benchmarks (e.g., Jiang et al., 2011). In the following, the instantiations of these methods are described. 

First, we instantiated FOILTREE in a standard configuration (Robeer, 2018; van der Waa et al., 2018) 

to our model and dataset. We generate the local training dataset for the decision tree by sampling 10,000 

points along the line between the fact 𝑥0 and a randomly chosen sample from the foil class. Further, we

restrict the depth of the tree to 60 in order to obtain a generalizing model and bound the length of the 

resulting explanations. The algorithm outputs a vector of ranges as the contrast Δ𝑥. Second, we instan-

tiated OPTIMIZE according to Wachter et al. (2018). Starting from a randomly sampled point in the 

vicinity of 𝑥0 we find a vector 𝑥 which is classified as 𝑦𝑓𝑜𝑖𝑙  with at least 60% probability from which

we compute the contrast Δ𝑥 = 𝑥𝑓𝑜𝑖𝑙 − 𝑥0. To make the contrast sparser, Wachter et al. (2018) suggest

to remove small values from the contrast Δ𝑥, which we implement in line with Lundberg et al. (2017) 

by pruning away small feature contrasts which do not significantly contribute to the classification of 𝑥 

as a foil. Third, we used the simple method for generating a contrast Δ𝑥 of selecting an 𝑥 from the 

training dataset for which 𝑓(𝑥) = 𝑦𝑓𝑜𝑖𝑙 and which has minimal Euclidean distance to 𝑥0 (Caruana et al.,
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1999). For the XAI methods and the naïve approach we transferred the contrast vectors Δ𝑥 = 𝑥 − 𝑥0 to

natural language text via a custom basic text generation engine. The resulting explanations follow the 

pattern “The leaf was classified as 𝑦𝑓𝑎𝑐𝑡 and not 𝑦𝑓𝑜𝑖𝑙 . In order to be classified as 𝑦𝑓𝑜𝑖𝑙 , the leaf would

need to be <comparative> <adjective> … and <comparative> <adjective>.” including one compara-

tive/adjective pair for each non-zero entry of the contrast Δ𝑥. The comprehensibility of the generated 

texts and the adjectives, which are linked one-to-one to the features in the leaf dataset, were validated 

in the pre-study. Fourth, to generate human-made explanations, we asked researchers to give contrastive 

explanations for a random selection of leaf specimen, based on the features contained in the dataset and 

written with the same vocabulary and phrasing as the explanations resulting from the text generation 

engine. 

5 Results 

Our study aims to identify characteristics of explanations that users appreciate in the context of XAI. 

After presenting our findings, we deepen these insights by analyzing the co-occurence of the perceived 

length with the perception of other decisive characteristics. Finally, we analyze if and how users perceive 

the explanations generated by the employed XAI methods differently. In the main study, 144 partici-

pants each completed 12 rounds (excluding control rounds) evaluating pairs of explanations and justi-

fying their choice by selecting decisive characteristics, which resulted in 1,728 evaluated pairs of expla-

nations. We excluded pairs if participants had expressed that both explanations seemed unsuitable, leav-

ing 1,440 pairs of explanations for further analysis. Prior to the analyses, we verified that the choice of 

explanations was not considerably influenced by factors other than the XAI methods’ output and expla-

nations’ characteristics and that participants stayed engaged over the course of the experiment. 

5.1 Identifying decisive characteristics of XAI explanations 

Prior to the main study, we conducted a pre-study with 38 participants (cf. Section 4.3) that served to 

verify and, if necessary, expand the list of decisive characteristics of explanations derived from social 

sciences (cf. Section 4.1). We complemented the characteristics short, coherent, general, and relevant 

with long, i.e. the opposite of short, concrete, i.e. the opposite of general, and consistent, i.e. not con-

taining contradictory causes, and used these seven characteristics for the main study. In the main study, 

participants gave one to six characteristics as reasons for their choice of explanation, on average 1.7. 

We aggregated the decisive characteristics for all pairs of explanations (cf. Figure 2) and conducted an 

exact binomial test to determine if the share of a characteristic being decisive in all pairs of explanations 

was significantly greater than the average share of 24.8% expected in the case of equally distributed 

relevance of characteristics (Gravetter and Wallnau, 2012). The share of the characteristic concrete, 

which was selected as decisive for 34.7% of all pairs of explanations is significantly greater than average 

(p<0.001), followed by relevant (34.3%, p<0.001) and coherent (32.9%, p<0.001). Other reasons to 

justify the choice of explanations (2.0%) given in free-text form by participants did not reveal further 

characteristics and hence were not considered in the analysis. 

Figure 2. Share of decisive characteristics for all pairs of explanations. 
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5.2 Analyzing co-occurrence of characteristics with perceived length 

Length is discussed as a key characteristic of explanations in literature and can be measured objectively 

(Lombrozo, 2007; van der Waa et al., 2018; Wachter et al., 2018). Indeed, in our experiment, length (i.e. 

number of invoked features) significantly correlates with the probability that participants justified their 

selected explanation with the characteristics long/short (Pearson correlation for long: 0.73, p<0.05; Pear-

son correlation for short: -0.87, p<0.01). We analyze the perceived length of an explanation in more 

detail by investigating its co-occurrence with other characteristics. We calculate the co-occurrence of 

characteristics with long and short, i.e. the share of concrete, relevant, general, coherent, and consistent 

being decisive if either short or long was decisive as well. We determine 95%-confidence intervals for 

these shares based on Wilson score intervals (Brown et al., 2001). The analysis reveals (cf. Figure 3) 

that concrete has a considerably higher co-occurrence with long (33.5%, confidence interval: 28.9%-

38.4%) than with short (19.2%, confidence interval: 15.0%-24.3%); the confidence intervals do not 

overlap. We conclude that users rather found an explanation to be concrete if they also appreciated it as 

long instead of short. Given that perceived and measured length are in line, we may further conclude 

that longer explanations tend to be appreciated as concrete by users in our study. Further, the analysis 

reveals that users rather perceived an explanation as relevant, general, or consistent if they also appre-

ciated it as short. For the characteristic coherent we do not find significantly different co-occurrence 

with long or short. 

Figure 3. Co-occurrences of characteristics with long and short (95%-confidence intervals). 

5.3 Evaluating contrastive explanations generated by XAI methods 

Finally, we analyze how explanations generated by FOILTREE and OPTIMIZE are perceived by users 

with respect to the decisive characteristics. Similar to Section 5.1, we aggregate the characteristics given 

when a FOILTREE (OPTIMIZE) explanation was chosen as well as the characteristics given when an-

other explanation was chosen over one generated by FOILTREE (OPTIMIZE) (cf. Figure 4). Results 

for explanations generated by FOILTREE are in line with the findings for all pairs of explanations, i.e. 

the three decisive characteristics (cf. Section 5.1) are decisive here as well. The characteristics concrete 

(34.7%, p<0.001), coherent (34.0%, p<0.001), and relevant (33.1%, p<0.001) were significantly more 

often used to justify choosing a FOILTREE explanation than the average share expected if each of the 

characteristics were selected with equal probability (23.8%). At the same time, the characteristics con-

crete (37.0%, p<0.001), relevant (37.0%, p<0.001), and coherent (36.3%, p<0.001) were significantly 

more often than average (24.6%) used to justify choosing the competing explanation. In contrast, for 

explanations generated by OPTIMIZE we find that the characteristics concrete (40.4%, p<0.001), co-

herent (36.4%, p<0.001), relevant (33.5%, p<0.001), and long (32.4%, p<0.001) were significantly 

more often than average (25.0%) used to justify choosing the competing explanation. Only the charac-

teristic relevant (29.0%, p<0.01) was significantly more often than average (21.9%) used to justify 

choosing an OPTIMIZE explanation. 
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Figure 4. Share of decisive characteristics for pairs of explanations generated by XAI methods. 

6 Discussion 

Our study is motivated by the need for a human-centered and “trustworthy” AI (European Commission, 

2019). As one step towards this aim, it is necessary to provide users with explanations that they appre-

ciate and thus can use to make an informed decision about the recommendations of an AI system. In our 

study, we placed the users in the center of research attention to uncover which characteristics of expla-

nations they appreciate when interacting with AI systems. To this end, we conducted a human-based 

study employing representative XAI methods and informed by insights from social sciences regarding 

the characteristics of explanations humans appreciate. Our results uncovered three decisive characteris-

tics of explanations in the context of XAI: concreteness, coherence, and relevance. Moreover, we ana-

lyzed in depth how perceived length is co-occurring with other characteristics. Finally, we evaluated 

explanations generated by representative XAI methods with respect to the decisive characteristics. 

6.1 Implications for theory and practice 

To the best of our knowledge, we are the first putting the user in the center of research attention in order 

to identify decisive characteristics for automatically generated explanations for AI systems. This re-

search contributes to a human-centric AI, as our research focuses on what characteristics users find 

useful when judging recommendations provided by an AI system. 

First, our findings show that explanations that are concrete, coherent, and relevant are most appreciated 

by XAI users. Our findings differ from results in social sciences, which suggest general (Thagard, 1989; 

Read and Marcus-Newhall, 1993) and short (Thagard, 1989; Lombrozo, 2007) explanations to be ap-

preciated most. Notably, we found that XAI users appreciate concreteness (decisive in 34.7% of all 

evaluated explanations) more than generality (decisive in 12.6% of all evaluated explanations). Studies 

suggesting that humans prefer explanations with a narrow latent scope, i.e. explanations that account for 

fewer unobserved effects (Khemlani et al., 2011), may underpin this result. Furthermore, we observed 

that users appreciate longer (decisive in 26.1% of all evaluated pairs of explanations) rather than shorter 

(decisive in 19.2% of pairs) explanations. Indeed, an explanation that is too short may fail to incorporate 

the most important aspects to sufficiently limit unexplained causes. As humans show higher level of 

uncertainty interacting with AI systems than when interacting with humans (Mou and Xu, 2017), unex-

plained causes might gain importance. Our findings are in line with insights from social sciences regard-

ing the role of coherence, i.e. consistence with prior knowledge (Thagard, 1989; Lombrozo, 2012) or 

additional evidence provided (e.g., as in our study setting, pictures), and relevance to the subject of 

interest (Hilton and Erb, 1996; McClure, 2002). We thus support the call that insights into explanations 

found in human-human interaction should inform the design of XAI methods (Miller et al., 2017; Abdul 

et al., 2018) but argue that they need to be carefully evaluated before being transferred. 
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34.7%***

34.0%***

33.1%***

24.2%

13.1%***

14.8%

12.9%***

37.0%***

36.3%***

37.0%***

20.5%

12.5%***

16.8%

12.2%***

25.8%

26.2%

29.0%**

31.2%***

12.7%***

13.6%**

14.9%

40.4%***

36.4%***

33.5%***

32.4%***

13.9%***

6.3%***

11.8%***

Reasons for choosing

explanation

Reasons for choosing

alternative explanation
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Second, we provide guidance for the design and development of user-centric XAI methods that help to 

foster human agency by providing users with the arguments needed to contest or follow the recommen-

dation of an AI system. Our finding that concreteness, coherence, and relevance are the decisive char-

acteristics of explanations from the users’ perspective provides an empirically grounded target for XAI 

research. Literature has so far focused on the need for general explanations (van der Waa et al., 2018; 

Miller, 2019) and short explanations (Narayanan et al., 2018; Miller, 2019). While coherence was al-

ready identified as highly important (Miller, 2019), to the best of our knowledge no XAI method explic-

itly incorporates coherence in explanation generation. Still, XAI research has made progress in focusing 

on the most relevant causes (Mittelstadt et al., 2019), with some XAI methods starting to explicitly 

address this characteristic (van der Waa et al., 2018). From a theoretical perspective, we call for research 

in the design of XAI methods that addresses the so far predominantly neglected characteristics coher-

ence and concreteness. Practical implications can be derived for the implementation of XAI methods 

with respect to the characteristic length. We found that if length was appreciated in an explanation, also 

concreteness was rather appreciated. Further, if shortness was appreciated, relevance, generality, and 

consistency were more likely to be appreciated. These findings suggest that XAI methods should employ 

explanation length in a strategic manner, i.e. reducing length, but not at any expense. While prior re-

search mainly focuses on short explanations, our results indicate an explanation that is too short may 

fail to convince users of its concreteness. However, as shortness is linked to relevance, our findings 

suggest that a concentration on few but decisive explanatory causes can increase the users’ appreciation. 

Thus, XAI methods should in practice be calibrated to produce explanations with a length that allows 

for sufficient depth, but still restricts the explanation to the most relevant causes. From these general 

conclusions, we can derive potential improvements for the major representative approaches generating 

contrastive explanations employed in our study. Our results suggest that users perceive the characteris-

tics of explanations generated by FOILTREE as varying: The reasons to choose an explanation gener-

ated by FOILTREE correspond with the characteristics overall appreciated by XAI users. However, 

these characteristics were also the most frequently given reasons for choosing an alternative explanation. 

Thus, we conclude that FOILTREE is generally able to generate excellent explanations from the users’ 

perspective and in a next step would benefit from stabilizing its output. In contrast, the decisive charac-

teristics (except for relevance) were not notably appreciated by users when they preferred an explanation 

generated by OPTIMIZE, but instead given when choosing an alternative explanation. In particular, in 

36.4% of cases users preferred the alternative explanation because it was coherent, while only in 26.2% 

of cases users appreciated this characteristic when choosing explanations by OPTIMIZE. A similar ten-

dency can be observed for concreteness, which was the reason users preferred the alternative explanation 

in 40.4% of cases, which is in line with our finding that it co-occurs with length. Thus, calibrating length 

might be a first adjustment to improve OPTIMIZE to better address the decisive characteristics. 

Third, we contribute to theory by providing a generic study design to evaluate explanations generated 

by XAI methods. Such evaluation is needed to guide researchers and developers in building explanations 

that empower the user when interacting with an AI system. The methodological considerations which 

informed the design of our human-based study for evaluating XAI methods proved appropriate and thus 

may serve as reference point for further research. Both the use case and the procedure of the study – 

asking the participants to make a decision, choose between two alternative explanations, and justify their 

choice – were successful in uncovering which traits of explanations users appreciate. The short cycles 

at the core of the study allowed to present a large number of explanations to each participant, while the 

generic nature of the procedure allows for transfer to other use cases. As intended, the chosen use case 

was accessible to laypeople, but sufficiently challenging as to not make the matching of leaves to the 

respective plant species or the explanations obvious for the participants. Holding the study online and 

recruiting participants on the Clickworker platform resulted in a large population diverse with respect 

to age, educational background, and gender. Finally, the pre-study proved valuable not only to identify 

a set of decisive characteristics of explanations, but also to fine-tune comprehensibility and validate the 

design and viability of the entire experiment. With our evaluation of explanations generated by two 

major representative XAI methods we hope to encourage other researchers to evaluate their XAI meth-

ods with users. 
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6.2 Limitations and further research 

Our study is subject to several limitations. First, due to the focus on one specific use case and in absence 

of similar comparable studies, the external validity is necessarily limited. While the use case was mod-

elled to exhibit traits found in many real-world AI applications, it is nevertheless artificial. However, its 

suitability for laypeople and the fact that the dataset is publicly available render it predestined to serve 

as the testbed for future research. Second, our study focused on contrastive explanations, based on the 

insight that these are the dominant kind of explanations in human-human interaction, and specifically 

two major representative methods for their generation. However, various other XAI methods and ways 

to present explanations exist. Contrastive explanations alone can be presented in various ways, e.g., 

visually, as tabular data, or with different variants of natural language text. As their presentation may 

significantly influence how explanations are perceived (e.g., Huysmans et al., 2011), this harbors a large, 

yet mostly untapped potential for furthering XAI explanations. Our study design is well suited to explore 

this. Third, the participants were not directly affected by or personally invested in the AI system’s deci-

sion. It is to be expected that the characteristics of explanations users appreciate differs in scenarios 

where users need to act based on an explained AI decision (e.g., AI assistants in a professional context) 

or are subject to it (e.g., credit approval). Future studies might address this point by tasking users to act 

based on an AI system’s output. Fourth, limited cognitive abilities of participants – which is inherent in 

human-based experiments – might reduce the internal validity of the results. Although we believe hu-

man-grounded evaluation to be most appropriate to extract decisive characteristics for automatically 

generated explanations for AI systems, further experiments might validate and expand on our results. 

Fifth, while laypeople are an important group amongst users of AI systems, it is also necessary to un-

derstand what explanations are appreciated by expert users (e.g., medical professionals). It is expected 

that the characteristics of explanations experts appreciate differ from the preferences of lay users and 

also vary amongst different professions. Overall, the study presented in this paper constitutes a first but 

important step towards user-centric XAI and sets the stage for future research. As a next step, the results 

obtained can be used to further improve and develop XAI methods with a focus on decisive character-

istics from the users’ perspective. In this context, measuring and quantifying these characteristics bears 

great potential to guide the design and development without the constant need for costly and time-con-

suming human evaluation. While the characteristic length already has direct, objective measure, this is 

not the case for the characteristics concreteness, coherence, and relevance. Finally, future studies might 

go beyond appreciation of explanations and place a focus on the effectiveness of explanations in the 

context of human-AI interaction by investigating use cases where the user is subject to or can base their 

next action on an AI decision. In this context, long-term effects, where over time users get accustomed 

to explanations, seem especially of interest with regard to real-world applications. 

7 Conclusion 

Considerable progress has been made in developing automatically generated explanations for AI sys-

tems. However, XAI research is criticized for not putting the user in the center of attention. In this paper, 

we developed a human-based study to evaluate explanations generated by XAI methods from the users’ 

perspective. We took insights from social sciences as a starting point to derive characteristics of expla-

nations XAI users appreciate. We conducted a user study with 164 participants evaluating contrastive 

explanations generated by major representative XAI approaches. Our results revealed concreteness, co-

herence, and relevance as decisive characteristics. We further found that XAI users rather find an ex-

planation to be concrete if they also appreciate it as long and relevant, general, or consistent if they also 

appreciate it as short. Finally, we identified potential improvements of XAI methods generating con-

trastive explanations. Our contribution to IS literature and practice is threefold: We are the first to derive 

and validate a set of decisive characteristics of explanations in the context of XAI. Second, we provide 

guidance for the user-centric development of XAI methods. Third, our work provides a generic study 

setup for the evaluation of XAI methods from the users’ perspective. We hope to encourage other re-

searchers to evaluate XAI methods with users, complementing the progress in the design of XAI meth-

ods, thereby pushing the fascinating research field of XAI forward. 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 14 

References 

Abdul, A., J. Vermeulen, D. Wang, B. Y. Lim and M. Kankanhalli (2018). “Trends and Trajectories for 

Explainable, Accountable and Intelligible Systems.” In: Proceedings of the 2018 CHI Conference 

on Human Factors in Computing Systems. Montreal, QC: ACM Press. 

Adadi, A. and M. Berrada (2018). “Peeking Inside the Black-Box: A Survey on Explainable Artificial 

Intelligence (XAI).” IEEE Access 6, 52138–52160. 

Adebayo, J., J. Gilmer, M. Muelly, I. Goodfellow, M. Hardt and B. Kim (2018). “Sanity Checks for 

Saliency Maps.” In: Advances in Neural Information Processing Systems 31, pp. 9505–9515. 

Angelino, E., N. Larus-Stone, D. Alabi, M. Seltzer and C. Rudin (2018). “Learning Certifiably Optimal 

Rule Lists for Categorical Data.” Journal of Machine Learning Research 18 (234), 1–78. 

Benbasat, I. and W. Wang (2005). “Trust In and Adoption of Online Recommendation Agents.” Journal 

of the Association for Information Systems 6 (3), 72–101. 

Bennetot, A., J.-L. Laurent, R. Chatila and N. Díaz-Rodríguez (2019). “Towards Explainable Neural-

Symbolic Visual Reasoning.” In: Proceedings of the 2019 International Workshop on Neural-

Symbolic Learning and Reasoning. Macao, pp. 71–75. 

Bloomberg, J. (2018). Don’t Trust Artificial Intelligence? Time To Open The AI “Black Box.” Forbes 

Enterprise & Cloud. URL: https://www.forbes.com/sites/jasonbloomberg/2018/09/16/dont-trust-

artificial-intelligence-time-to-open-the-ai-black-box/ (visited on 10/31/2019) 

Breiman, L., J. H. Friedman, R. A. Olshen and C. J. Stone (1984). Classification and Regression Trees. 

Boca Raton, FL: Chapman & Hall/CRC. 

Brown, L. D., T. T. Cai and A. DasGupta (2001). “Interval Estimation for a Binomial Proportion.” 

Statistical Science 16 (2), 101–117. 

Bughin, J., E. Hazan, S. Ramaswamy, M. Chui, T. Allas, P. Dahlström, N. Henke and M. Trench (2017). 

Artificial Intelligence: The next digital frontier? McKinsey Global Institute. 

Buhrmester, M., T. Kwang and S. D. Gosling (2011). “Amazon’s mechanical Turk: A new source of 

inexpensive, yet high-quality, data?” Perspectives on Psychological Science 6 (1), 3–5. 

Caruana, R., H. Kangarloo, J. D. N. Dionisio, U. Sinha and D. B. Johnson (1999). “Case-based 

explanation of non-case-based learning methods.” In: AMIA 1999, American Medical Informatics 

Association Annual Symposium. Washington, DC: AMIA, pp. 212–215. 

Chakraborty, S., R. Tomsett, R. Raghavendra, D. Harborne, M. Alzantot, F. Cerutti, M. Srivastava, A. 

Preece, S. Julier, R. M. Rao, T. D. Kelley, D. Braines, M. Sensoy, C. J. Willis and P. Gurram 

(2017). “Interpretability of deep learning models: A survey of results.” In: 2017 IEEE SmartWorld, 

Ubiquitous Intelligence & Computing, Advanced & Trusted Computed, Scalable Computing & 

Communications, Cloud & Big Data Computing, Internet of People and Smart City Innovation. 

San Francisco, CA: IEEE. 

Chen, D. L., M. Schonger and C. Wickens (2016). “oTree—An open-source platform for laboratory, 

online, and field experiments.” Journal of Behavioral and Experimental Finance 9, 88–97. 

Chui, M., S. Francisco and J. Manyika (2018). Notes from the AI Frontier: Insights from Hundreds of 

Cases. McKinsey Global Institute. 

Craven, M. W. and J. W. Shavlik (1999). “Rule Extraction: Where Do We Go From Here?” University 

of Wisconsin Machine Learning Research Group Working Papers (99–1). 

Dhurandhar, A., P. Chen, R. Luss, C. Tu, P. Ting, K. Shanmugam and P. Das (2018). “Explanations 

based on the Missing: Towards Contrastive Explanations with Pertinent Negatives.” In: Advances 

in Neural Information Processing Systems 31, pp. 592–603. 

Doran, D., S. Schulz and T. R. Besold (2018). “What Does Explainable AI Really Mean? A New 

Conceptualization of Perspectives.” In: Proceedings of the First International Workshop on 

Comprehensibility and Explanation in AI and ML. Bari. 

Doshi-Velez, F. and B. Kim (2017). “Towards A Rigorous Science of Interpretable Machine Learning.” 

ArXiv 1702.08608. 

European Commission (2019). Ethics Guidelines for Trustworthy AI. URL: 

https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=60419 (visited on 03/16/2020) 

Ford, John B. (2017). “Amazon’s Mechanical Turk: A Comment.” Journal of Advertising 46(1), 156–

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 15 

158 

Freedy, A., E. DeVisser, G. Weltman and N. Coeyman (2007). “Measurement of trust in human-robot 

collaboration.” In: Proceedings of the 2007 International Symposium on Collaborative 

Technologies and Systems. Orlando, FL: IEEE, pp. 106–114. 

Frost, N. and G. Hinton (2018). “Distilling a neural network into a soft decision tree.” In: Proceedings 

of the First International Workshop on Comprehensibility and Explanation in AI and ML. Bari. 

Gedikli, F., D. Jannach and M. Ge (2014). “How should I explain? A comparison of different 

explanation types for recommender systems.” International Journal of Human-Computer Studies 

72 (4), 367–382. 

Gilpin, L. H., D. Bau, B. Z. Yuan, A. Bajwa, M. Specter and L. Kagal (2018). “Explaining Explanations: 

An Approach to Evaluating Interpretability of Machine Learning.” In: The 5th IEEE International 

Conference on Data Science and Advanced Analytics. Turin: IEEE. 

Goodfellow, I., Y. Bengio and A. Courville (2016). Deep Learning. Cambridge, MA: MIT Press. 

Goodman, B. and S. Flaxman (2017). “European Union Regulations on Algorithmic Decision-Making 

and a “Right to Explanation.”” AI Magazine 38 (3), 50–57. 

Gravetter, F. J. and L. B. Wallnau (2012). Statistics for the Behavioral Sciences. 9th Edition. Belmont, 

CA: Wadsworth Publishing. 

Guidotti, R., A. Monreale, S. Ruggieri, D. Pedreschi, F. Turini and F. Giannotti (2018). “Local Rule-

Based Explanations of Black Box Decision Systems.” ArXiv 1805.10820. 

Guidotti, R., A. Monreale, S. Ruggieri, F. Turini, D. Pedreschi and F. Giannotti (2019). “A Survey Of 

Methods For Explaining Black Box Models.” ACM Computing Surveys 51 (5). 

Gunning, D. (2017). Explainable Artificial Intelligence (XAI). DARPA. URL: 

https://www.darpa.mil/program/explainable-artificial-intelligence (visited on 11/25/2019) 

Herse, S., J. Vitale, M. Tonkin, D. Ebrahimian, S. Ojha, B. Johnston, W. Judge and M. Williams (2018). 

“Do You Trust Me , Blindly? Factors Influencing Trust Towards a Robot Recommender System.” 

In: Proceedings of the 27th IEEE International Symposium on Robot and Human Interactive 

Communication. Nanjing: IEEE. 

Hilton, D. J. (1990). “Conversational processes and causal explanation.” Psychological Bulletin 107 (1), 

65–81. 

Hilton, D. J. and H.-P. Erb (1996). “Mental Models and Causal Explanation: Judgements of Probable 

Cause and Explanatory Relevance.” Thinking & Reasoning 2 (4), 273–308. 

Hilton, D. J. and B. R. Slugoski (1986). “Knowledge-Based Causal Attribution. The Abnormal 

Conditions Focus Model.” Psychological Review 93 (1), 75–88. 

Hoffman, R., T. Miller, S. T. Mueller, G. Klein and W. J. Clancey (2018). “Explaining Explanation, 

Part 4: A Deep Dive on Deep Nets.” IEEE Intelligent Systems 33 (3), 87–95. 

Huysmans, J., K. Dejaeger, C. Mues, J. Vanthienen and B. Baesens (2011). “An empirical evaluation of 

the comprehensibility of decision table, tree and rule based predictive models.” Decision Support 

Systems 51 (1), 141–154. 

Jiang, Y. G., G. Ye, S. F. Chang, D. Ellis and A. C. Loui (2011). “Consumer video understanding: A 

benchmark database and an evaluation of human and machine performance.” In: Proceedings of 

the 1st ACM International Conference on Multimedia Retrieval. Trento: ACM Press. 

Kahneman, D. and A. Tversky (1981). The Simulation Heuristic. Office of Naval Research. 

Khemlani, S. S., A. B. Sussman and D. M. Oppenheimer (2011). “Harry Potter and the sorcerer’s scope: 

Latent scope biases in explanatory reasoning.” Memory and Cognition 39 (3), 527–535. 

Kim, N. and F. Keil (2003). “From symptoms to causes: Diversity effects in diagnostic reasoning.” 

Memory & Cognition 31 (1), 155–165. 

Kirsch, A. (2018). “Explain to whom? Putting the user in the center of explainable AI.” In: Proceedings 

of the First International Workshop on Comprehensibility and Explanation in AI and ML. Bari. 

Kuang, C. (2017). Can A.I. Be Taught to Explain Itself? The New York Times Magazine. URL: 

https://www.nytimes.com/2017/11/21/magazine/can-ai-be-taught-to-explain-itself.html (visited 

on 11/26/2019) 

Lee, M. K. (2018). “Understanding perception of algorithmic decisions: Fairness, trust, and emotion in 

response to algorithmic management.” Big Data & Society 5 (1). 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 16 

Lewis, D. K. (1986). “Causal explanation.” Philosophical Papers 2, 214–240. 

Lim, B. Y., A. K. Dey and D. Avrahami (2009). “Why and why not explanations improve the 

intelligibility of context-aware intelligent systems.” In: Proceedings of the SIGCHI Conference on 

Human Factors in Computing Systems. Boston, MA: ACM Press, pp. 2119–2128. 

Lipton, P. (1990). “Contrastive Explanation.” Royal Institute of Philosophy Supplement 27, 247–266. 

Lipton, P. (2000). “Inference to the Best Explanation.” In: W. H. Newton-Smith (Ed.), A Companion to 

the Philosophy of Science. Maiden, MA: Blackwell. 

Lipton, Z. C. (2018). “The Mythos of Model Interpretability.” Queue 16 (3), 1–27. 

Lombrozo, T. (2007). “Simplicity and probability in causal explanation.” Cognitive Psychology 55 (3), 

232–257. 

Lombrozo, T. (2012). “Explanation and Abductive Inference.” In: K. J. Holyoak & R. G. Morrisson 

(Eds.), The Oxford Handbook of Thinking and Reasoning. Oxford: Oxford University Press. 

Lorica, B. and P. Nathan (2018). The State of Machine Learning Adoption in the Enterprise. 1st Edition. 

(M. Slocum, Ed.). Sebastopol, CA: O’Reilly. 

Lundberg, S. and S.-I. Lee (2017). “A Unified Approach to Interpreting Model Predictions.” In: 

Advances in Neural Information Processing Systems 30. Long Beach, CA. 

Mason, W. and S. Suri (2012). “Conducting behavioral research on Amazon’s Mechanical Turk.” 

Behavior Research Methods 44 (1), 1–23. 

McCloy, R. and R. M. J. Byrne (2000). “Counterfactual thinking about controllable events.” Memory & 

Cognition 28 (6), 1071–1078. 

McClure, J. (2002). “Goal-based Explanations of Actions and Outcomes.” European Review of Social 

Psychology 12 (1), 201–235. 

Miller, D. T. and S. Gunasegaram (1990). “Temporal Order and the Perceived Mutability of Events: 

Implications for Blame Assignment.” Journal of Personality and Social Psychology 59 (6), 1111–

1118. 

Miller, T. (2019). “Explanation in artificial intelligence: Insights from the social sciences.” Artificial 

Intelligence 267, 1–38. 

Miller, T., P. Howe and L. Sonenberg (2017). “Explainable AI: Beware of Inmates Running the Asylum 

Or: How I Learnt to Stop Worrying and Love the Social and Behavioural Sciences.” In: IJCAI-17 

Workshop on Explainable AI (XAI). Melbourne, pp. 36–42. 

Mittelstadt, B., C. Russell and S. Wachter (2019). “Explaining explanations in AI.” In: Proceedings of 

the Conference on Fairness, Accountability, and Transparency. Atlanta, GA: ACM Press, pp. 279–

288. 

Mohseni, S. and E. D. Ragan (2018). “A Human-Grounded Evaluation Benchmark for Local 

Explanations of Machine Learning.” ArXiv 1801.05075. 

Mou, Y. and K. Xu (2017). “The media inequality: Comparing the initial human-human and human-AI 

social interactions.” Computers in Human Behavior 72, 432–440. 

Narayanan, M., E. Chen, J. He, B. Kim, S. Gershman and F. Doshi-Velez (2018). “How do Humans 

Understand Explanations from Machine Learning Systems? An Evaluation of the Human-

Interpretability of Explanation.” ArXiv 1802.00682. 

Oppenheimer, D. M., T. Meyvis and N. Davidenko (2009). “Instructional manipulation checks: 

Detecting satisficing to increase statistical power.” Journal of Experimental Social Psychology 45 

(4), 867–872. 

Pacer, M. and T. Lombrozo (2017). “Ockham’s Razor cuts to the root: Simplicity in causal explanation.” 

Journal of Experimental Psychology: General 146 (12), 1761–1780. 

Paolacci, G., J. Chandler and P. G. Ipeirotis (2010). “Running experiments on Amazon Mechanical 

Turk.” Judgment and Decision Making 5 (5), 411–419. 

Pennington, N. and R. Hastie (1992). “Explaining the Evidence: Tests of the Story Model for Juror 

Decision Making.” Journal of Personality and Social Psychology 62 (2), 189–206. 

Preece, A., D. Harborne, D. Braines, R. Tomsett and S. Chakraborty (2018). “Stakeholders in 

Explainable AI.” In: AAAI FSS-18: Artificial Intelligence in Government and Public Sector 

Proceedings. Arlington, VA. 

Preston, J. and N. Epley (2005). “Explanations Versus Applications: The Explanatory Power of 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 17 

Valuable Beliefs.” Psychological Science 16 (10), 826–832. 

Rader, E. and R. Gray (2015). “Understanding User Beliefs About Algorithmic Curation in the Facebook 

News Feed.” In: Proceedings of the 33rd Annual ACM Conference on Human Factors in 

Computing Systems. Seoul: ACM Press, pp. 173–182. 

Ransbotham, S., D. Kiron, P. Gerbert and M. Reeves (2017). “Reshaping Business With Artificial 

Intelligence: Closing the Gap Between Ambition and Action.” MIT Sloan Management Review. 

Read, S. J. and A. Marcus-Newhall (1993). “Explanatory coherence in social explanations: A parallel 

distributed processing account.” Journal of Personality and Social Psychology 65 (3), 429–447. 

Ribeiro, M. T., S. Singh and C. Guestrin (2016). ““Why Should I Trust You?”” In: Proceedings of the 

22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. New 

York, NY: ACM Press, pp. 1135–1144. 

Ribeiro, M. T., S. Singh and C. Guestrin (2018). “Anchors: High-precision model-agnostic 

explanations.” In: 32nd AAAI Conference on Artificial Intelligence. New Orleans, LA: Association 

for the Advancement of Artificial Intelligence, pp. 1527–1535. 

Robeer, M. J. (2018). Contrastive Explanation for Machine Learning. Utrecht University. URL: 

https://dspace.library.uu.nl/handle/1874/368081 (visited on 11/28/2019) 

Rosenthal-von der Pütten, A. M., F. P. Schulte, S. C. Eimler, S. Sobieraj, L. Hoffmann, S. Maderwald, 

M. Brand and N. C. Krämer (2014). “Investigations on empathy towards humans and robots using

fMRI.” Computers in Human Behavior 33, 201–212.

Rzepka, C. and B. Berger (2018). “User Interaction with AI-enabled Systems: A systematic review of 

IS research.” In: Proceedings of the 39th International Conference on Information Systems. San 

Francisco, CA: Association for Information Systems. 

Schneider, J. and J. P. Handali (2019). “Personalized Explanation for Machine Learning: A 

Conceptualization.” In: Proceedings of the 27th European Conference on Information Systems. 

Stockholm/Uppsala. 

Silva, P. F. B. (2013). Development of a System for Automatic Plant Species Recognition. Universidade 

do Porto. URL: https://repositorio-aberto.up.pt/handle/10216/67734 (visited on 11/28/2019) 

Silva, P. F. B., A. R. S. Marcal and R. A. da Silva (2014). Leaf Dataset. UCI Machine Learning 

Repository. URL: https://archive.ics.uci.edu/ml/datasets/Leaf (visited on 12/06/2018) 

Silva, P. F. B., A. R. S. Marçal and R. M. A. da Silva (2013). “Evaluation of Features for Leaf 

Discrimination.” In: International Conference Image Analysis and Recognition. Póvoa do Varzim: 

Springer, pp. 197–204. 

Singh, S., M. T. Ribeiro and C. Guestrin (2016). “Programs as Black-Box Explanations.” In: 

Proceedings of NIPS 2016 Workshop on Interpretable Machine Learning for Complex Systems. 

Barcelona. 

Thagard, P. (1989). “Explanatory coherence.” Behavioral and Brain Sciences 12, 435–502. 

van der Waa, J., M. Robeer, J. van Diggelen, M. Brinkhuis and M. Neerincx (2018). “Contrastive 

Explanations with Local Foil Trees.” In: Proceedings of the 2018 ICML Workshop on Human 

Interpretability in Machine Learning. Stockholm, pp. 41–46. 

Wachter, S., B. Mittelstadt and C. Russell (2018). “Counterfactual Explanations Without Opening the 

Black Box: Automated Decisions and the GDPR.” Harvard Journal of Law & Technology 31 (2), 

841–887. 

Wang, N., D. V. Pynadath and S. G. Hill (2016). “Trust calibration within a human-robot team: 

Comparing automatically generated explanations.” In: The Eleventh ACM/IEEE International 

Conference on Human Robot Interaction. Christchurch: IEEE Press, pp. 109–116. 

Weerts, H. J. P., W. van Ipenburg and M. Pechenizkiy (2019). “A Human-Grounded Evaluation of 

SHAP for Alert Processing.” ArXiv 1907.03324. 

Weisberg, D. S., J. C. V Taylor and E. J. Hopkins (2015). “Deconstructing the seductive allure of 

neuroscience explanations.” Judgment and Decision Making 10 (5), 429–441. 

Wexler, J. (2018). The What-If Tool: Code-Free Probing of Machine Learning Models. Google AI Blog. 

URL: https://ai.googleblog.com/2018/09/the-what-if-tool-code-free-probing-of.html (visited on 

11/24/2019) 

Whittaker, M., K. Crawford, R. Dobbe, G. Fried, E. Kaziunas, V. Mathur, S. M. West, R. Richardson, 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



Förster et al. / Evaluating Explainable Artificial Intelligence 

. 18 

J. Schultz and O. Schwartz (2018). AI Now Report 2018. New York, NY: AI Now Institute.

Ye, L. R. and P. E. Johnson (1995). “The Impact of Explanation Facilities on User Acceptance of Expert 

Systems Advice.” MIS Quarterly 19 (2), 157–172. 

Twenty-Eighth European Conference on Information Systems (ECIS2020) – A Virtual AIS Conference.



 115 

3.2 Fostering Human Agency: A Process for the Design of User-Centric 

XAI Systems 

 

Full Citation:  
Förster, Maximilian; Klier, Mathias; Kluge, Kilian; & Sigler, Irina (2020). 
Fostering Human Agency: A Process for the Design of User-Centric XAI 
Systems. In Proceedings of the 41st International Conference on 
Information Systems, Virtual Conference, 1-17. 
https://aisel.aisnet.org/icis2020/hci_artintel/hci_artintel/12/  
 

Copyright Note: 
Reprinted according to author’s rights.  
 

 
 



Association for Information Systems Association for Information Systems 

AIS Electronic Library (AISeL) AIS Electronic Library (AISeL) 

ICIS 2020 Proceedings Human Computer Interaction, Artificial 
Intelligence and Intelligent Augmentation 

Dec 14th, 12:00 AM 

Fostering Human Agency: A Process for the Design of User-Fostering Human Agency: A Process for the Design of User-

Centric XAI Systems Centric XAI Systems 

Maximilian Förster 
University of Ulm, maximilian.foerster@uni-ulm.de 

Mathias Klier 
University of Ulm, mathias.klier@uni-ulm.de 

Kilian Kluge 
University of Ulm, kilian.kluge@uni-ulm.de 

Irina Sigler 
University of Ulm, irina.hardt@uni-ulm.de 

Follow this and additional works at: https://aisel.aisnet.org/icis2020 

Förster, Maximilian; Klier, Mathias; Kluge, Kilian; and Sigler, Irina, "Fostering Human Agency: A Process for 
the Design of User-Centric XAI Systems" (2020). ICIS 2020 Proceedings. 12. 
https://aisel.aisnet.org/icis2020/hci_artintel/hci_artintel/12 

This material is brought to you by the International Conference on Information Systems (ICIS) at AIS Electronic 
Library (AISeL). It has been accepted for inclusion in ICIS 2020 Proceedings by an authorized administrator of AIS 
Electronic Library (AISeL). For more information, please contact elibrary@aisnet.org. 

https://aisel.aisnet.org/
https://aisel.aisnet.org/icis2020
https://aisel.aisnet.org/icis2020/hci_artintel
https://aisel.aisnet.org/icis2020/hci_artintel
https://aisel.aisnet.org/icis2020?utm_source=aisel.aisnet.org%2Ficis2020%2Fhci_artintel%2Fhci_artintel%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
https://aisel.aisnet.org/icis2020/hci_artintel/hci_artintel/12?utm_source=aisel.aisnet.org%2Ficis2020%2Fhci_artintel%2Fhci_artintel%2F12&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:elibrary@aisnet.org%3E


 Designing User-Centric XAI Systems 
  

 Forty-First International Conference on Information Systems, India 2020
 1 

Fostering Human Agency: A Process for the 
Design of User-Centric XAI Systems 

Completed Research Paper 

 
Maximilian Förster 

University of Ulm 
Helmholtzstr. 22  

89081 Ulm, Germany 
maximilian.foerster@uni-ulm.de 

 

Mathias Klier 
University of Ulm 
Helmholtzstr. 22  

89081 Ulm, Germany 
mathias.klier@uni-ulm.de 

 
Kilian Kluge 

University of Ulm 
Helmholtzstr. 22  

89081 Ulm, Germany 
kilian.kluge@uni-ulm.de 

Irina Sigler 
University of Ulm 
Helmholtzstr. 22  

89081 Ulm, Germany 
irina.sigler@uni-ulm.de 

 

Abstract 

The emerging research field of Explainable Artificial Intelligence (XAI) addresses the 
problem that users do not trust or blindly follow AI systems that act as black boxes. XAI 
research to date is often criticized for not putting the user at the center of attention. 
Against this background, we design a process to systematically guide the instantiation, 
calibration, and quality control of XAI systems such that they foster human agency and 
enable appropriate trust in AI systems. The process can be applied independent of the XAI 
method, application domain, and target user group. It incorporates the principles of user-
centric design, insights into explanations from the social sciences, and established XAI 
evaluation scenarios. Following the Design Science methodology, we demonstrate the 
practical applicability of our artifact and evaluate its efficacy in a realistic setting. Our 
work contributes to the design of user-centric XAI systems and the quest for human 
agency in AI. 

Keywords: Explainable Artificial Intelligence, User-Centric Design, Human-AI Interaction 
 

Introduction 

Artificial Intelligence (AI) is increasingly employed for a wide range of tasks, first and foremost, decision 
support (HLEG-AI 2019). However, “Without AI systems [..] being demonstrably worthy of trust, unwanted 
consequences may ensue and their uptake might be hindered” (HLEG-AI 2019, p. 4). Thus, AI systems need 
to guarantee human agency (HLEG-AI 2019), as otherwise, users might either blindly follow an AI system’s 
recommendation or merely distrust and not use it (Herse et al. 2018; Rader and Gray 2015). The key 
impediment to human agency is the fact that many AI systems appear as “black boxes” that do not provide 
users with sufficient information to make an informed choice regarding their recommendations (Guidotti 
et al. 2019b; Wachter et al. 2018). 

In light of this challenge, the research field of Explainable Artificial Intelligence (XAI) aims at AI systems 
that are both highly performant and empower their users to comprehend, appropriately trust, and 
scrutinize them (Abdul et al. 2018; DARPA 2017). In particular, XAI provides approaches to automatically 
generate explanations along with AI systems’ outputs (Rai 2020). In this context, explanations are human-
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understandable lines of reasoning for why an AI system maps a given input to a specific output (Abdul et 
al. 2018). As the primary motivation for providing explanations is to enable human agency (HLEG-AI 2019; 
Nunes and Jannach 2017), the user-centricity of explanations is a prerequisite (Ribera and Lapedriza 2019). 
User-centricity is the “extent to which a system, product, or service can be used by specified users to achieve 
specified goals with effectiveness, efficiency, and satisfaction in a specified context of use” (ISO 9241-210 
2019, sec. 3.13). However, while substantial progress has been made in developing and demonstrating XAI 
methods (Barredo Arrieta et al. 2020), research to date is criticized for not putting the users at the center 
of attention (Kirsch 2018; Mittelstadt et al. 2019). Recent research has begun to address this call by 
examining insights from social sciences (Miller 2019) and evaluating explanations from users’ perspectives 
(Doshi-Velez and Kim 2018; Förster et al. 2020; Weerts et al. 2019). However, while these efforts yield first 
valuable insights into a better understanding of XAI users, findings remain fragmented, and users are still 
not systematically incorporated into the development of XAI methods. This creates a situation best 
described as “inmates running the asylum,” with researchers constructing explanations they themselves 
appreciate rather than explanations that generate value for their users (Miller et al. 2017; Mittelstadt et al. 
2019). Indeed, to the best of our knowledge, no approach exists that effectively and systematically guides 
researchers and practitioners in the user-centric design of XAI systems. 

Against this background, we propose a novel IT artifact that guides researchers and practitioners in 
instantiating, calibrating, and controlling the quality of user-centric XAI systems. The design of our artifact 
is informed by prior work on user-centric design, insights into understanding XAI users, and methods to 
evaluate XAI systems. Our artifact takes the shape of a process inspired by well-established processes in the 
fields of data mining and data science. Following the Design Science methodology (Hevner et al. 2004; 
Sonnenberg and vom Brocke 2012), we demonstrate and rigorously evaluate our process by applying it to a 
use case transferable to other AI applications. Our contribution to research and practice is twofold. First, 
we conceptualize and evaluate a user-centric XAI process to guide researchers and practitioners in the 
design of XAI systems. Second, we demonstrate how to effectively incorporate processes from data mining 
and data science, principles of user-centric design, insights from the social sciences into characteristics, 
structures, and presentation modes of explanations, and evaluation frameworks in XAI into a unified 
process. 

The remainder of this paper is structured as follows: In the next section, we discuss relevant literature in 
the fields of user-centricity, XAI, as well as data mining and data science that inform the design of our 
artifact. Subsequently, we propose a process for instantiating, calibrating, and controlling the quality of a 
user-centric XAI system. Then, we demonstrate the applicability of the artifact and evaluate its efficacy. 
Afterward, we discuss the implications of our research for theory and practice, reflect on limitations of our 
work, and conclude with directions for further research. 

Theoretical Background 

Explanations for AI decisions 

A significant issue of many state-of-the-art AI systems is their opacity, or “black box” character, which 
means that their inner workings are so intricate that the reasons for their decisions appear impenetrable to 
the user (Guidotti et al. 2019b). A prominent example of opaque systems are deep neural networks (Doran 
et al. 2018), which are comprised of a stack of layers of artificial neurons, whose outputs depend (typically 
non-linearly) on the outputs of the neurons in the next-lower layer (Goodfellow et al. 2016). Opacity induces 
critical challenges regarding the adoption of AI systems and resulting consequences. First, opacity hinders 
AI’s societal acceptance, as it contributes to users’ distrust in the AI’s decisions and consequently reduces 
their willingness to consider or accept recommendations (Herse et al. 2018). Second, opacity impedes 
human agency, as users lack the information and transparency needed to reflect critically on an AI system’s 
decision before following or acting on it (Rader and Gray 2015). Explanations that accompany the AI 
system’s decisions can provide the level of transparency needed to scrutinize AI decisions (HLEG-AI 2019; 
Nunes and Jannach 2017), enabling users to appropriately trust the system (DARPA 2017; HLEG-AI 2019). 
Accordingly, they are seen as a promising path in the quest for a trustworthy AI (HLEG-AI 2019). 

In light of the challenges of both low AI adoption due to a lack of users’ trust and the harmful consequences 
of AI systems that impede human agency, the research field of XAI provides algorithms for automatically 
generating explanations (Doran et al. 2018). The call for explanations for AI systems has attracted 
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considerable attention from researchers. For an overview, see the reviews by Barredo Arrieta et al. (2020) 
and Guidotti et al. (2019b). XAI systems, in their most basic form, consist of an algorithm generating 
explanations for an AI system and an explanation interface (DARPA 2017). Often, XAI algorithms are 
model-agnostic (Rai 2020, Guidotti et al. 2019b) and generate “post hoc interpretations” (Lipton 2018, p. 
6). Thus, they can be used for any kind of AI system while not influencing its performance. 

XAI explanations build on elements such as visualizations, feature-relevance, or counter-examples, with 
most approaches using a combination thereof. Visualizations convey the reasons for a decision through 
plots and graphics, e.g., partial dependence plots (Green and Kern 2010). Feature-relevance explanations 
measure the importance each feature has in generating the output, e.g., through estimation of Shapley 
values (Lundberg and Lee 2017). Algorithms generating counter-examples go a step further and explain a 
decision by contrasting it to another comparable decision (Wachter et al. 2018), inspired by how humans 
construct explanations themselves (Lipton 2000). XAI literature suggests two main lines of approaches to 
finding a suitable counter-example such that the explanation is meaningful: algorithms relying on locally 
approximating the AI system with a simpler model from which explanations are derived (Guidotti et al. 
2019a) and algorithms computing explanations directly from the AI system, often framing the search for a 
counter-example as an optimization problem (Dhurandhar et al. 2019; Wachter et al. 2018). While the 
technical realization of XAI methods is an essential prerequisite, the call for explanations goes beyond 
providing post hoc interpretation for an AI system’s output (Miller et al. 2017; Mittelstadt et al. 2019). It 
requires solutions that not only explain the recommendations of an AI system to users who do not 
understand its inner workings but further enable these users to contest and alter a recommendation (Doran 
et al. 2018; Wachter et al. 2018). In light of these challenges, to fully support human agency, the research 
field of XAI needs to place its users at the center of attention (Abdul et al. 2018; Kirsch 2018). 

User-Centric XAI 

In the context of human agency, individuals are seen as “contributors to their life circumstances, not just 
products of them” (Bandura 2006). In line with this definition, the Independent High-Level Expert Group 
on AI set up by the European Commission demands that AI systems guarantee human agency, as “users 
should be able to make informed autonomous decisions regarding AI systems. They should be given the 
knowledge and tools to comprehend and interact with AI systems to a satisfactory degree and, where 
possible, be enabled to reasonably self-assess or challenge the system.” (HLEG-AI 2019, p. 16). 
Explanations are a crucial element of allowing for such informed decisions, as they aim to enable the subject 
to understand the reasons for a decision as well as put them into a position to contest or affect it (Wachter 
et al. 2018). In this line of thought, empowering users to control and appropriately trust an AI system is the 
primary motivation for providing explanations (HLEG-AI 2019; Nunes and Jannach 2017). Thus user-
centricity of explanations is a prerequisite (Ribera and Lapedriza 2019). Still, whereas “researchers in the 
ML and AI communities are working on making their algorithms explainable, their focus is not on usable, 
practical and effective transparency that works for and benefits people” (Abdul et al. 2018, p. 10). Indeed, 
while XAI research provides a wide array of algorithms to produce a diverse range of explanations for AI 
recommendations, it remains unclear what the end-user needs to scrutinize and appropriately trust an AI 
system (Förster et al. 2020; Wang et al. 2019). 

User-centric design might answer this call, as it provides a design approach to developing solutions that 
focus on the users’ needs and wants (Norman and Draper 1986). The establishment of user-centric design 
in the 1980s (cf. Norman and Draper 1986) marks a milestone in product and service development (Still 
and Crane 2017). In general, user-centric design is an approach that aims at improving usability, namely 
the “extent to which a system, product or service can be used by specified users to achieve specified goals 
with effectiveness, efficiency, and satisfaction in a specified context of use” (ISO 9241-210 2019, sec. 3.13). 
In the context of XAI, this can be transferred to an approach that puts XAI users, whether they are laypeople 
or domain experts, at the center of attention and enables them to achieve the goal of empowering users to 
control and appropriately trust an AI system (Ribera and Lapedriza 2019). The premise of user-centric 
design has inspired a broad range of methods and principles (cf. Still and Crane 2017). With their 
fundamental principles, Gould and Lewis (1985) proposed an early focus on users and tasks, empirical 
measurement, and iterative design as crucial elements of user-centric design. The guidelines put forward 
by IDEO, a leading design-agency, additionally identify empathy and the need to learn from failure as vital 
principles (IDEO 2015). Likewise, guidelines such as the “People + AI Guidebook” by Google (2019) that 
specifically focus on human-centric AI products emphasize the need to consider user-centricity throughout 
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the entire product development flow and provide guidance on, e.g., identifying user needs and the design 
of feedback mechanisms. The generic ISO guideline for “human-centered design” provides a well-
established framework, frequently used in academia and practice. It proposes six principles (ISO 9241-210 
2019): First, the need for understanding user, task, and environment. Second, user involvement in design 
and development. Third, user-centric evaluation. Fourth, the need for an iterative process that, fifth, 
addresses the entire user experience. Sixth, a multidisciplinary team with diverse skills and perspectives is 
required. Based on these principles, the ISO guideline identifies four key activities that a user-centric design 
process needs to entail, namely, understanding the context, specifying user requirements, producing the 
solution, and evaluating the solution. If necessary, several iterations of these activities are to be performed 
until a satisfactory solution can be instantiated. Together, the principles and activities serve as general 
guidelines to achieve a user-centric design that can be adapted for application in specific contexts. For 
instance, Farinango et al. (2015) integrated them into user-centric software development processes. 

Research into explanations for AI systems that represent human-understandable lines of reasoning and 
enable human subjects to gain control when interacting with an AI system and develop an appropriate level 
of trust (Abdul et al. 2018) can build on strong foundations (cf. Wang et al. 2019). Social sciences find that 
an explanation’s “loveliness” contributes to its “likeliness” (Lipton 2000) and point out specific 
characteristics, structures, and presentation modes of explanations beyond factual correctness that can 
contribute to user appreciation. First, social sciences literature identifies explanation characteristics, e.g., 
shortness (Thagard 1989), that are appreciated in human-human interaction and hence might inform the 
design of XAI systems (cf. Förster et al. 2020; Miller 2019). Second, regarding the basic structure of an 
explanation, research refers to how humans construct explanations themselves, suggesting XAI methods to 
produce contrastive explanations (e.g., Wachter et al. 2018). These explanations do not list all causes that 
lead to a specific event but focus on why an AI system yielded a particular output (the fact) instead of 
another, similarly perceivable one (the foil) (cf. Lipton 1990). The difference between the fact and the foil, 
the contrast, explains the output. In the case of the rejection of a new credit line, the fact refers to the 
customer’s situation (e.g., income and savings) leading to the rejection. The foil refers to a counterfactual 
scenario that would bring about an approval (e.g., higher income). The contrast is the difference between 
the customer’s situation and the counterfactual scenario (e.g., difference in income). Aside from 
characteristics and structure, specific modes of presentation can improve intelligibility. These include, 
among others, visual, textual, symbolic, audible, audio-visual, or tabular (Wang et al. 2019). For example, 
Huysmans et al. (2011) found that decision tables are especially comprehensible, while Ribera and 
Lapedriza (2019) demonstrated that visualization serves to support decision-making in healthcare. 

Prior work on the evaluation of automatically generated explanations provides first insights on the 
incorporation of user-centricity into the design of XAI systems. In this context, Doshi-Velez and Kim (2018) 
propose three scenarios for the evaluation of explainable systems. The first, functionally-grounded 
evaluation, does not require human involvement. One potential approach is to test against proxy measures 
for explanations, e.g., the length of an explanation as a measure for its simplicity or complexity, respectively 
(Martens and Provost 2014; Wachter et al. 2018). While efficient in terms of time and resource 
requirements, it remains unclear whether such proxy measures truly reflect the users’ perception of 
explanations. Thus, the second scenario, human-grounded evaluation, is conducted with human subjects 
undertaking a simplified task to assess the quality of explanations from users’ perspective (Förster et al. 
2020; Mohseni and Ragan 2018; Weerts et al. 2019). The third scenario, application-grounded evaluation 
with real users in a real application setting, can serve as the final step in evaluating usability and 
effectiveness (Abdul et al. 2018). Practitioners and researchers are confronted with trade-offs when 
choosing the most suitable evaluation scenario, most notably the trade-off between including users and 
required effort. On the one hand, conducting experiments with human subjects is crucial for lowering the 
risk of being misled by assumptions that do not reflect users’ perception (Weerts et al. 2019). On the other 
hand, both expenditure of time and costs are generally substantially higher for the human-grounded 
compared to the functionally-grounded scenario (Doshi-Velez and Kim 2018). 

To sum up, while first valuable insights into user-centric explanations that can inform the design of XAI 
methods have been reported, to the best of our knowledge, no process for the systematic application of user-
centric principles to the design of XAI systems exists. This situation poses a challenge for researchers and 
practitioners looking to incorporate user-centricity in the design of XAI methods, as they face a highly 
fragmented state of knowledge. 
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Data Mining and Data Science Processes 

Incorporating principles of user-centric design into the design of systems is a challenge that arises beyond 
the field of XAI. In the broadest sense, the design of information systems always entails the challenge of 
solving technical tasks while meeting pre-defined objectives. To address this challenge, research areas 
related to XAI, e.g., data mining and data science, rely on processes (Martinez-Plumed et al. 2019). More 
specifically, these processes guide projects by translating business goals into well-defined technical tasks 
(Marbán et al. 2009). This general approach can be transferred to the design of XAI systems, as – similar 
to data and machine-learning models – their design requires an explorative approach, the translation of 
pre-defined business objectives into technical metrics (e.g., accuracy), and statistical testing of the solution. 
Thus, we take processes from the fields of data mining and data science as a starting point to incorporate 
user-centric objectives into the design of XAI systems. Data mining literature defines a process as a series 
of steps that are executed in sequence. It can include loops and iterations, which are “triggered by a revision 
process” (Kurgan and Musilek 2006, p. 4). Data mining processes typically contain three stages: They begin 
with steps to understand the business goals and context, followed by data preparation and analysis, and 
conclude with the evaluation, interpretation, and application of the results (Kurgan and Musilek 2006; 
Martinez-Plumed et al. 2019). As an example, consider CRISP-DM, the de facto standard process for data 
mining in research and practice (Martinez-Plumed et al. 2019). This process comprises six steps, namely, 
business understanding, data understanding, data preparation, modeling, evaluation, and deployment 
(Chapman et al. 2000). Many researchers based their further developed processes on CRISP-DM 
(Martinez-Plumed et al. 2019). For instance, Gertosio and Dussauchoy (2004) expanded the process to 
include increased user involvement. More recently, faced with new challenges such as ever-larger data 
volumes and the rise of machine learning, both IBM and Microsoft released updated and more versatile 
variants (Microsoft 2020; Rollins 2015). Data mining and data science processes serve to minimize risks 
through different validation steps, to reveal and remedy faults, and to facilitate resource allocation (Marbán 
et al. 2009; Rollins 2015). Due to their flexibility and scalability, they can be applied independent of project 
size and domain (Marbán et al. 2009). Further, the processes provide a general and replicable framework 
that allows projects to be executed by staff with diverse backgrounds (Moyle and Jorge 2001). Finally, the 
clear goal-definition enforced by data science processes fosters alignment between team members 
(Microsoft 2020). To sum up, processes in the areas of data mining and data science can inform the 
incorporation of user-centricity into the design of XAI systems. In particular, their basic structure can serve 
as a blueprint when designing a novel process for the design of user-centric XAI systems. 

Research Gap 

In order to be beneficial to individuals and society, the proliferation of AI in everyday life requires that users 
are able “to comprehend and interact with AI systems to a satisfactory degree and, where possible, be 
enabled to reasonably self-assess or challenge the system” (HLEG-AI 2019, p. 4). In this regard, especially 
the opacity inherent to many AI systems is an impediment, as it leads to human subjects facing AI decisions 
without the means required to understand and contest them. Against this background, in the quest for 
trustworthy AI, the emerging research field of XAI aims to provide explanations that foster human agency 
(HLEG-AI 2019; Nunes and Jannach 2017). Over the past years, the automatic generation of explanations 
received tremendous research attention that resulted in the development of a wide range of algorithms 
(Barredo Arrieta et al. 2020). However, a majority of these have not yet been evaluated with human users, 
and the application of XAI systems in real-world contexts is still in its infancy (Abdul et al. 2018; Adadi and 
Berrada 2018). While first studies recently addressed the call for putting the user in the center of research 
attention (Kirsch 2018), e.g., examining insights from social sciences (Miller 2019) and evaluating 
explanations from users’ perspectives (Förster et al. 2020), these findings remain fragmented. To the best 
of our knowledge, no process exists that systematically guides the design of user-centric XAI systems. 
Therefore, researchers and practitioners alike are at a high risk of designing XAI systems that do not provide 
value for their users (Miller et al. 2017; Mittelstadt et al. 2019). To close this gap, following the Design 
Science methodology (Hevner et al. 2004), we design and evaluate a novel process to instantiate, calibrate, 
and control the quality of user-centric XAI systems. Our process focuses on model-agnostic XAI methods 
and the end-users of XAI systems, such as domain experts and laypeople. The process can be applied to any 
application domain that entails an AI system augmenting human decision-making, excluding systems that 
fully automate it (Martin 2019). It places the users at the center of attention while striking a balance between 
costly and time-consuming user testing and calibration based on mathematical constructs.  
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A Novel Process to Design User-Centric XAI Systems 

We design a novel process to instantiate, calibrate, and control the quality of an XAI system such that it is 
user-centric in that it enables and fosters human agency (DARPA 2017; HLEG-AI 2019). To this end, we 
design our “User-Centric XAI Process” (cf. Figure 1) based on well-established processes in the field of data 
mining and data science (cf. Martinez-Plumed et al. 2019) and the principles of user-centric design (ISO 
9241-210 2019). The process integrates the evaluation framework for explainable systems by Doshi-Velez 
and Kim (2018) and incorporates research on explanations in the social sciences (cf. Miller 2019). 

Basic Idea 

We begin by briefly revisiting the problems researchers and practitioners face when designing XAI systems. 
First of all, XAI methods are novel algorithms that have yet to stand the test of practice and time (Wolf 
2019). Further, contrary to the task-driven development of AI systems, in the context of XAI, users should 
be at the center of attention (Preece et al. 2018). Importantly, user-centricity in XAI reaches far beyond 
usability, as human agency is the primary goal, and further legal and ethical concerns demand consideration 
(HLEG-AI 2019). Due to a lack of experience and best practices to draw from, real-world XAI applications 
are at risk of failing their users and falling short of their stakeholders’ high expectations (Weerts et al. 2019). 
Not because XAI methods are inherently incapable – quite the converse (Barredo Arrieta et al. 2020) – but 
because the designers of XAI systems lack the means to shift their focus from technical aspects to their lay 
or domain-expert end-users (Miller et al. 2017). Our artifact addresses this problem space based on the 
three core concepts sequential structure, user-centricity, and iterative calibration. 

First, we design our artifact to provide a sequential structure that systematically guides the design of XAI 
systems. Inspired by well-established processes in the related fields of data mining and data science 
(Martinez-Plumed et al. 2019), we design a process comprising the phases Instantiation, Calibration, and 
Quality Control (cf. Kurgan and Musilek 2006). The Instantiation phase focuses on examining the 
application requirements as well as selecting and instantiating the XAI system. In the subsequent 
Calibration phase, the XAI system is adapted to produce explanations that fulfill the application-specific 
requirements in an iterative sequence of calibration and user testing. Finally, in the Quality Control phase, 
the deployed XAI system is continuously monitored and evaluated to assess its efficacy. Designing the 
artifact as a process exhibits three main advantages: First, a process provides a structured and replicable 
framework to systematically develop complex systems. Second, the process prescribes the definition of 
precise and unambiguous goals and ensures that they are not lost out of sight throughout the potentially 
lengthy and intertwined stages of system development. Third, the process places the technical development 
of the XAI system in the context of its users and the team designing it. 

Second, our artifact emphasizes user-centricity by placing the end-user at the center of attention, as 
arguably, the users are the most critical stakeholders of XAI systems (Preece et al. 2018). On the one hand, 
usability is crucial for the successful application of an XAI system, as users have to accept and interact with 
it. On the other hand, fostering human agency is the primary goal in the design of XAI systems. However, 
users are rarely considered in XAI research to date (Kirsch 2018). By incorporating the principles of user-
centric design (ISO 9241-210 2019) and building on XAI literature on user-centric explanations (cf. Wang 
et al. 2019), our “User-centric XAI process” ensures that the user is in focus at all times. For one, the 
Instantiation phase fosters a thorough understanding of the task, user, and environment, ensuring that the 
entire user experience is taken into account from the very beginning. Both the subsequent Calibration and 
Quality Control phase suggest an iterative approach guided by user feedback (Gould and Lewis 1985; IDEO 
2015; ISO 9241-210 2019). Further, the design process is informed by insights from the social sciences 
regarding characteristics and presentation modes of explanations (cf. Miller 2019; Wang et al. 2019), such 
as the human preference for contrastive explanations or the need for explanations to be coherent. 

Third, our artifact integrates the complementary XAI evaluation scenarios proposed by Doshi-Velez and 
Kim (2018) into a unified process of iterative calibration to enable efficient yet user-centric design of XAI 
systems. While user testing and involvement are indispensable to ensure user-centricity (ISO 9241-210 
2019; Weerts et al. 2019), it is costly and time-consuming. Hence, it cannot be carried out continuously, but 
only on selected occasions. Against this background, we integrate functionally-grounded and human-
grounded evaluation by interlinking them with proxy measures, i.e., mathematical constructs that reflect 
the user-centric requirements for the XAI system (Doshi-Velez and Kim 2018). Functionally-grounded 
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evaluation serves to calibrate the XAI system through optimizing its parametrization to specified target 
values of these proxy measures. This activity requires no user involvement and is thus economical in time 
and costs. To rigorously validate that the proxy measures truly reflect the users’ perspective, we employ 
human-grounded evaluation, which tests explanations with human subjects, often on a simplified task that 
aims to capture the essential elements and features of the application setting (Doshi-Velez and Kim 2018). 

 

Figure 1. Basic idea and underlying core concepts of the User-Centric XAI Process 

In the following, we describe the “User-Centric XAI Process” with its three phases and its nine 
corresponding steps (cf. Table 1) in detail. As a starting point, we assume a ready-to-use AI system that is 
accessible throughout the process. In line with the fifth principle of user-centric design (ISO 9241-210 
2019), the process is conducted by a team with diverse backgrounds in, e.g., IS, AI, social sciences, or 
business-specific domains (cf. Mittelstadt et al. 2019). 

Phases and Steps 

The Instantiation phase, which consists of four steps, is devoted to understanding the XAI system’s 
application domain and the target users as well as defining requirements for the XAI system. Step I aims to 
build an understanding of the specific XAI application context. First, in line with typical data mining 
processes (Chapman et al. 2000; Kurgan and Musilek 2006; Microsoft 2020), the team investigates the 
XAI system’s intended application domain and the corresponding business background. More concretely, 
ethical, legal, and regulatory requirements, as well as the availability of resources such as data and 
computation infrastructure, are examined (cf. Chapman et al. 2000; Martinez-Plumed et al. 2019). Second, 
informed by the first principle of user-centric design, i.e., the need for understanding user, task, and 
environment (Gould and Lewis 1985; IDEO 2015; ISO 9241-210 2019), the level of domain expertise the 
user possesses, the purpose of the XAI system for the users, and the risks associated with a lack of user-
centric explanations are examined (Beaudouin et al. 2020). Next to the primary goal of enabling human 
agency, further aims, e.g., legal requirements derived from the responsibility for consequences resulting 
from the AI system’s use, are captured (Beaudouin et al. 2020; HLEG-AI 2019; Mittelstadt et al. 2019). 
Further, the team needs to establish an understanding of the role the AI system plays in the decision-making 
process (Google 2019). More specifically, this includes placing the intended application on the 
augmentation-automation continuum and understanding the respective roles of the human agent and the 
AI system (Martin 2019). Additionally, the team should identify the potential for decision-making bias in 
the intended application (cf. Baron 2014; Tversky and Kahneman 2015) and investigate whether literature 
already suggests potential mitigation measures in the application domain, e.g., as in the case of medical 
diagnosis (cf. Lighthall and Vazquez-Guillamet 2015; Wang et al. 2019). Based on the developed 
understanding of the XAI system’s application context and purpose, in Step II, the team derives a list of 
user-centric and technical application requirements from the users’ perspective (cf. IBM 2016; Moyle and 
Jorge 2001). Then, the team needs to identify whether these requirements can be translated into specific 
modes of presentation and desired characteristics of explanations, respectively. More concretely, technical 
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modes of presentation concern how the explanations are conveyed to the user and range from visual, 
textual, or symbolic presentation to audible, audio-visual, or interactive explanations (Wang et al. 2019). 
The choice of a mode of presentation is informed by the AI system’s technical structure and its application 
context, with a focus on user experience (cf. ISO 9241-210 2019). Characteristics of explanations describe 
their perception by the user, e.g., concrete, coherent, or relevant (Förster et al. 2020), and reflect the 
intention of the explanations. At this early stage of the process, the precise characteristics required to fulfill 
the intentions are not yet known. Hence, the team identifies initial characteristics guided by the literature 
(Miller 2019) or user interviews (Hall et al. 2019). While prior XAI research indicates a variety of 
requirements in different user groups and settings (Hall et al. 2019; Kirsch 2018; Miller 2019; Ribera and 
Lapedriza 2019; Wang et al. 2019), systematically building an in-depth user understanding constitutes an 
innovative contribution to XAI. Equipped with user-centric and technical requirements, in Step III, the 
team selects an XAI method as the foundation of the XAI system. Similar to the selection of models in data 
mining processes (Kurgan and Musilek 2006) and data science (Goodfellow et al. 2016; Microsoft 2020), 
the selection is informed by the team’s expertise and can require substantial literature research. In line with 
Hall et al. (2019), to be considered as the foundation of the XAI system, an XAI method has to be capable 
of generating explanations with the modes of presentation identified in Step II. Moreover, it needs to offer 
sufficient flexibility in its parametrization, such that its explanations can be tuned to exhibit the desired 
characteristics. The instantiation of the XAI system concludes Step III. At the end of the Instantiation phase, 
in Step IV, a set of preliminary proxy measures is derived. Proxy measures reflect the intended 
characteristics of explanations and are computed from the XAI system’s output (Doshi-Velez and Kim 
2018). The preliminary proxy measures can be based on examples from the literature (Dhurandhar et al. 
2019; Guidotti et al. 2019b; Mothilal et al. 2020; Wachter et al. 2018) or, at this point in the process, be 
derived based on the team’s intuition. 

The four steps of the subsequent Calibration phase aim at calibrating the XAI system according to 
iteratively refined requirements. The alternation between functionally-grounded and human-grounded 
evaluation exploits the resource efficiency of the former. At the same time, the latter addresses the issue 
that most proxy measures available from the XAI literature have not been validated with users and are not 
equally applicable in all contexts (Adadi and Berrada 2018; Doshi-Velez and Kim 2018; Förster et al. 2020). 
The goal of Step V is to find a parametrization of the XAI system that leads to optimal explanations as 
indicated by the proxy measures. To systematically explore the XAI system’s potentially vast parameter 
space, well-established methods for tuning machine-learning algorithms, such as grid search (Goodfellow 
et al. 2016), can be employed. In terms of the framework by Doshi-Velez and Kim (2018), each calculation 
of proxy measures for a possible parametrization of the XAI system constitutes a functionally-grounded 
evaluation. While research into XAI methods often ends with this step, generating explanations that satisfy 
the researchers’ intuition (Miller et al. 2017; Mittelstadt et al. 2019), an explanation “is not a mathematical 
construct” but “the users are the leveling rule” (Kirsch 2018). Thus, to test if explanations exhibit the desired 
characteristics from the users’ perspective, in Step VI, in accordance with the principles of user-centric 
design (ISO 9241-210 2019), we conduct a user test. More concretely, in a scenario of human-grounded 
evaluation (Doshi-Velez and Kim 2018), users evaluate explanations from the XAI system against 
competing and control explanations on a simplified task. Control explanations can, for instance, be ones 
written by experts (Förster et al. 2020) or instantiations of the XAI system from previous iterations. As far 
as possible, participants of the user test should be representative of the target audience. In the case of lay 
users, online platforms can provide access to a diverse demographic (Buhrmester et al. 2011). The user test 
yields data on how the explanations generated by the XAI system are perceived compared to control and 
competing explanations (Doshi-Velez and Kim 2018; Förster et al. 2020). Moreover, the test reveals which 
characteristics are most important from the users’ perspective (Förster et al. 2020). In Step VII, the results 
of the user test are analyzed in two ways. First, the desired characteristics of explanations from the users’ 
perspective are derived. Second, it is determined to what extent the XAI system produces explanations that 
exhibit these desired characteristics. This analysis constitutes a validation step, echoing the concept of 
validation in data science processes (Marbán et al. 2009; Rollins 2015): If the results are satisfying, the XAI 
system is fit for deployment, and the process can continue with the Quality Control phase. If a large fraction 
of explanations generated by the XAI system is found to be unsuitable, this might hint at oversights or 
incorrect assumptions in previous steps. In this case, the process should be discontinued and resumed with 
Step I. In all other cases, the results of the user test inform the adaption of the desired characteristics of 
explanations and the refinement of proxy measures in Step VIII. The desired characteristics are assessed 
and, if necessary, adapted based on both the conducted analysis and the investigation in Step I. Using the 



 Designing User-Centric XAI Systems 
  

 Forty-First International Conference on Information Systems, India 2020
 9 

data collected in the user test, it is analyzed whether each proxy measure indeed reflects its corresponding 
characteristic. If it does not, it is discarded. Subsequently, new proxy measures are introduced for 
characteristics that are not yet or not sufficiently captured. The refinement of the proxy measures concludes 
an iteration of the Calibration phase; the process proceeds with a new iteration, beginning with Step V. 

The final Quality Control phase is devoted to continuous evaluation of the deployed XAI system under 
real-world conditions. First, the output of the XAI system is monitored, similar to the monitoring and 
maintenance of applications developed in data mining and data science processes (Microsoft 2020; Moyle 
and Jorge 2001). In a scenario of continuous functionally-grounded evaluation (Doshi-Velez and Kim 
2018), it is observed if generated explanations fall in the identified target range of the final set of proxy 
measures, e.g., through a dashboard (Microsoft 2020). Second, corresponding to the application-grounded 
evaluation scenario described by Doshi-Velenz and Kim (2018), the effects of the XAI system on its users 
are observed. One potential area of investigation might be the presence of cognitive bias that impairs 
decision-making (cf. Baron 2014; Tversky and Kahneman 2015) and the extent to which the XAI system 
serves to mitigate or amplify it. An early and thorough assessment of the XAI system’s impact and efficacy 
is especially important in cases where the participants of the user test conducted in Step VI and the target 
users differ significantly. Thus, e.g., in the case of a consumer entertainment application, which could be 
tested with a diverse group of lay users during calibration, a small-sized survey might be sufficient. On the 
other end of the spectrum, a system that supports decision making in healthcare may require several rounds 
of testing (Wang et al. 2019). If an application-grounded evaluation reveals that the XAI system does not 
yet or no longer meet its requirements, the process can be resumed with Step I or V at the team’s discretion. 

Table 1. Steps and Tasks of the User-Centric XAI Process 

In
st

a
n

ti
a

ti
o

n
 

I Context and user 
specification 

 Investigate application domain and business background 

 Identify the purpose of the XAI system 

 Create an understanding of the target user group 

II Application 
requirements 

 Derive user-centric and technical requirements 

 Identify modes of presentation and desired characteristics of 
explanations based on requirements 

III Instantiation of 
XAI method 

 Select an XAI method as the foundation of the XAI system 

 Instantiate the XAI system 

IV Preliminary proxy 
measures 

 Select a preliminary set of proxy measures 

C
a

li
b

ra
ti

o
n

 

V Calibration with 
proxy measures 

 Find parameters of the XAI system that lead to optimal explanations 
according to the proxy measures 

VI Evaluation with 
users 

 Conduct a user test to evaluate generated explanations against 
competing and control explanations 

VII Analysis of users’ 
perception 

 Derive desired explanation characteristics from users’ perspectives 

 Evaluate if explanations generated by the XAI system meet the 
desired explanation characteristics 

 If results are satisfying, go to Step IX, if results are unsuitable, go to 
Step I, otherwise go to Step VIII 

VIII Refinement of 
proxy measures 

 Validate and refine the desired characteristics of explanations 

 Validate and adapt the set of proxy measures 

 Go to Step V 

Q
u

a
li

ty
 

C
o

n
tr

o
l IX Evaluation and 

monitoring 
 Continuously monitor the XAI system’s output 

 Evaluate the XAI system’s efficacy under real-world conditions 

 If the XAI system does not fulfill its requirements, go to Step I or V 

Table 1. Steps and Tasks of the User-Centric XAI Process  
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Demonstration and Evaluation 

As an essential part of the Design Science research process (Hevner et al. 2004), we demonstrate and 
evaluate the applicability and efficacy of our artifact in a realistic setting. We provide quantitative evidence 
that the artifact fulfills its objective and rigorously assess the efficacy of its core concepts. 

Setting 

Evaluation of the applicability and effectiveness of a design artifact requires demonstration of an 
instantiation in a setting that closely resembles the three “realities” system, task, and users (Sonnenberg 
and vom Brocke 2012). Against this background, we select an AI-based smartphone app for plant species 
detection as our use case. With the app, lay users can take pictures of leaves, whose species is detected by 
an AI system and displayed as text (cf. Förster et al. 2020). The task is to add an XAI system to the app that 
generates accompanying textual explanations that help the user understand the AI system’s reasoning. We 
use a simulated prototype of the app closely modeled after real-world examples, such as the smartphone 
app Plantix or the AI system for identifying plant diseases presented by Ramcharan et al. (2019). The AI 
system classifies leaves using a neural network trained on a publicly available real-world dataset of shape 
and texture attributes extracted from 340 images of leaf specimen from 30 different plant species (Silva et 
al. 2013, 2014). 

Application of the User-centric XAI Process 

At the beginning of the Instantiation phase, in Step I, we identified that the app targets a lay audience with 
an interest in nature. In turn, explanations had to be comprehensible without expert knowledge. The focus 
of explanations was to entertain and educate users, helping them to gradually improve their botany 
knowledge while casually interacting with the app. Building on these insights, in Step II, we chose 
contrastive explanations, as the primary purpose of the explanations was to convey information about the 
leaf classification (cf. Miller 2019). Motivated by both comprehensibility and constrained smartphone 
screen space, we opted for short textual natural-language explanations displayed alongside the picture of 
the classified leaf as the mode of presentation. Turning to characteristics, in addition to the 
comprehensibility requirement, we assessed that explanations should be faithful to the AI system. While 
explanations should be as general as possible to facilitate learning, they should nevertheless fully explain 
the specific classification result. Research in social sciences suggests shortness, generality, and coherence 
(Lombrozo 2012; Thagard 1989), as well as relevance (Hilton and Erb 1996; McClure 2002), as 
characteristics of explanations that humans generally value. As the starting point to select an XAI method, 
in Step III, we considered that the AI system used for plant species detection utilized a feature extraction 
algorithm to extract the leaf’s features from a picture (Silva et al. 2013, 2014). Thus, the input to the neural 
network at the heart of the AI system is a vector 𝑥𝑓𝑎𝑐𝑡 with numerical, scalar features, which could serve as 

the input to the XAI system as well. We selected the popular, frequently used algorithm proposed by 
Wachter et al. (2018), which is compatible with the input data, ensures faithfulness by directly operating 
on the AI system, and can be computed efficiently for neural networks (Dhurandhar et al. 2019). In a 
nutshell, this algorithm computes contrastive explanations by framing the search for a suitable 
counterfactual as an optimization problem. The approach builds on minimizing an objective function with 
two terms: First, the squared and weighted Euclidean distance between the AI system’s output 𝑓(𝑥) and the 
foil 𝑦𝑓𝑜𝑖𝑙. Second, the Manhattan distance |𝑥𝑓𝑎𝑐𝑡 − 𝑥| weighted by the mean absolute deviation 𝑀𝐴𝐷 of each 

feature in a representative dataset, to ensure that 𝑥𝑓𝑎𝑐𝑡 − 𝑥 is sparse: 

The XAI method by Wachter et al. (2018) has several parameters that influence the properties of generated 
explanations: First, the parameter λ in its objective function balances the foil’s faithfulness with the sparsity 
of the contrast. Second, the optimization can either be conducted for a specified amount of steps or stopped 
once the AI system’s classification of the foil surpasses a confidence threshold. Third, the resulting contrast 
vector can be pruned of small values. To this end, setting a threshold (Wachter et al. 2018), pruning greedily 
to arrive at the minimal contrast that sustains the foil’s classification (Mothilal et al. 2020), or pruning 
features in order of ascending feature importance (Förster et al. 2020; Lundberg and Lee 2017) are all 

𝑜(𝑥) = 𝜆‖𝑓(𝑥) − 𝑦𝑓𝑜𝑖𝑙‖
2

+ ∑
|𝑥fact,𝑖 − 𝑥𝑖|

𝑀𝐴𝐷𝑖
𝑖

  (1) 
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established options. We transferred the contrast vector  Δ𝑥 = 𝑥𝑓𝑜𝑖𝑙 − 𝑥𝑓𝑎𝑐𝑡  to natural language text via a 

custom basic text generation engine (Förster et al. 2020). The resulting explanations follow the pattern 
“The leaf was classified as 𝑦𝑓𝑎𝑐𝑡 and not 𝑦𝑓𝑜𝑖𝑙. In order to be classified as 𝑦𝑓𝑜𝑖𝑙, the leaf would need to be 

<comparative> <adjective> … and <comparative> <adjective>.” including one comparative/adjective pair 
for each non-zero entry of the contrast Δ𝑥. In Step IV, we defined a set of preliminary proxy measures. 
Initially, we did not have insight into which characteristics were valued by the users of the plant species 
detection app. Hence, we selected simple measures for faithfulness, comprehensibility, and generality based 
on literature. To measure faithfulness, we determined whether the foil was indeed classified as the foil class 
(Martens and Provost 2014). As a preliminary proxy measure for comprehensibility, we determined the 
length of an explanation by counting the number of non-zero entries in the contrast (Wachter et al. 2018). 
Finally, we used the distance to the closest point in the AI system’s training dataset as a preliminary proxy 
measure for the generality of explanations (Guidotti et al. 2019a). 

We conducted three iterations of the Calibration phase. In each iteration, in Step V, we undertook a grid 
search of the XAI system’s parameter space to find a configuration that performed well regarding the proxy 
measures (cf. Goodfellow et al. 2016). To this end, we selected a set of values for each parameter of the XAI 
system, instantiated it for each possible combination of parameter values, and generated explanations for 
100 facts randomly sampled from the dataset. We calculated each proxy measure’s value for each of the 
explanations and selected the parameter combination that best fitted the desired value range and balance. 
Then, in Step VI, we conducted a binary choice experiment with users in the shape of an online study 
presented via a web interface built with the oTree framework (Chen et al. 2016). In the experiment, users 
interacted with the simulated prototype of the app. First, they were presented with a leaf picture (the fact) 
and asked to match it to one of four possible plant species. Had the user matched correctly, the second-
most likely plant-species, according to the AI system, subsequently served as the foil. Were they mistaken, 
the plant species they had selected was used as the foil. Second, the user saw two alternative explanations, 
either generated by the XAI system or through a control method, e.g., an explanation written by a researcher 
or generated by picking the closest data point labeled as the foil class from the dataset. Users selected the 
explanation they preferred or indicated when they found both to be unsuitable. Third, users selected the 
characteristics that influenced their decision from a pre-defined list and had the opportunity to give 
additional free-text justification. All users completed multiple cycles, each time judging a new pair of 
explanations. The study setup is described in more detail in Förster et al. (2020). 

In the following, we detail each of the three iterations of the Calibration phase, with a special focus on the 
analysis of the user test (Step VII) and subsequent refinement of the proxy measures (Step VIII). 

In the first iteration, our main focus was on tuning the XAI system such that it produced both faithful and 
short explanations (median length 1 with mean absolute deviation from the median (MAD) 1.0, generality 
98%, faithfulness 100%). We subsequently conducted a user test with a small number of users (N=38) 
recruited among university students. While the audience was not representative of the intended target 
demographic, it allowed for a cost-efficient and rapid first validation of the application requirements. 
Through analysis of the collected data (Step VII), we uncovered the full set of decisive characteristics in the 
application context. As expected, this set comprised shortness, coherence, generality, and relevance. 
Additionally, it included length, concreteness, and consistency, which we found by analyzing users’ free-
text justifications. When assessing which characteristics were valued most, we found that short 
explanations consisting of just a single feature were often considered inferior to longer explanations by the 
users, contrary to XAI literature (Martens and Provost 2014; Wachter et al. 2018). Accordingly, in Step VIII, 
we relaxed the goal of creating explanations that were as short as possible. However, as the evaluation had 
revealed additional characteristics and we, therefore, had not gathered data on the perception of 
explanations regarding the complete set of characteristics, we decided to undergo another iteration and 
keep the set of proxy measures unaltered. 

For the second iteration, we calibrated the XAI system to yield longer explanations (median length 2 with 
MAD 0.93, generality 98%, faithfulness 100%). We conducted a user test with significantly more users 
(N=144) recruited on the online platform Clickworker. This population was diverse in age, educational 
background, and gender and closely resembled the target audience in this regard. In Step VII, we analyzed 
which characteristics users named most frequently when selecting an explanation. This analysis revealed 
concreteness (named for 34.7% of judged pairs), coherence (34.3%), and relevance (32.9%) as the decisive 
characteristics of explanations, which users chose significantly more frequently than the expected average 
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(p<0.001, one-sided binomial test). A subsequent analysis of the relationship between perceived 
characteristics uncovered a co-occurrence of concreteness and length (selected together in 33.5% of cases, 
Wilson score 95%-confidence interval 28.9%-38.4%) as well as a co-occurrence between relevance and 
shortness (34.4%, 29.1%-40.2%). In Step VIII, we observed a strong correlation between the proxy measure 
for length and users’ perception of length (Pearson correlation 0.73, p<0.05) and shortness (-0.87, p<0.01). 
However, it remained unclear whether the number of features itself or linguistic properties such as the 
length of the sentence or the presence of comparatives were the decisive factor. Regarding the proxy 
measures for faithfulness and generalizability, the evaluation results did not reveal a clear link with any of 
the desired characteristics. We concluded that in the given scenario, users were not necessarily looking for 
a complete or faithful explanation, but were satisfied with a concrete explanation coherent with their 
expectations. While we abandoned the generalizability measure, we continued to require faithfulness, since 
the delivery of correct explanations was an important requirement. In summary, we found that users 
generally perceived the explanations generated by the XAI system as lacking in concreteness, relevance, 
and coherence, but sometimes appreciated their shortness. Motivated by the clear link between length and 
perceived characteristics, we more closely analyzed the collected data in this regard. We observed that users 
perceived explanations of length three and four most consistently as concrete, relevant, and coherent. 
Accordingly, we constructed a new proxy measure CRC for these characteristics by determining whether an 
explanation fell in that range. At the end of the second iteration, we assessed that the quality of explanations 
was not yet satisfactory. Still, given the new CRC measure, we were hopeful that another iteration of the 
Calibration phase would yield a significant improvement. 

During the third iteration, we calibrated the XAI system to the new CRC measure while maintaining 
faithfulness (median length 3 with MAD 0.26, faithfulness 98%). To this end, we adapted the contrast 
pruning to leave a minimum of three features in any explanation. The generated explanations fell into the 
target range in 94% of cases, whereas for the previous parametrization, only 25% did. Further, to better 
convey the magnitude of the contrast, we added more nuanced comparatives based on the difference 
between fact and foil relative to the features’ standard deviation in the dataset. In Step VI, we again 
conducted a human-grounded evaluation (N=100) through the Clickworker platform. Users judged newly 
generated explanations against the explanations generated with the previous parametrization of the XAI 
system as well as human-made explanations as a benchmark. Our analysis in Step VII confirmed the 
previous finding that concreteness, relevance, and coherence were decisive characteristics for selecting an 
explanation. In more than two out of three cases (69.1%, p<0.001), the explanations generated with the 
new parametrization were preferred to that of the previous iteration. Users perceived them as more concrete 
(40.5%, p<0.001), more coherent (34.5%, p<0.05), and longer (54.3%, p<0.001). Overall, we found that 
the XAI system’s explanations outperformed both that of the previous parametrizations as well as the 
human-made explanations. Thus, we deemed the XAI system fit for deployment. 

In the case of a real-world application, in Step IX, the XAI system would be monitored and evaluated 
throughout its lifecycle. On a technical level, we would continuously monitor the explanations produced by 
the XAI via a dashboard (Microsoft 2020). If the explanations fell below specified thresholds (e.g., 
faithfulness below 95%), we would resume the process with Step V. To verify that the XAI system’s 
explanations indeed entertain and educate the app’s users as intended, we could occasionally present short 
surveys to or conduct interviews with randomly selected users of the app. 

Evaluation 

We evaluate our artifact, the “User-centric XAI process,” with respect to its objective and its efficacy 
(Hevner et al. 2004). As detailed in the previous section, the process succeeded in guiding the instantiation 
and calibration of a user-centric XAI system that produced explanations that exhibit the identified decisive 
characteristics. Specifically, the explanations were perceived as concrete, relevant, and coherent by users 
while being faithful to the explained AI system. We identify the parametrization of the second iteration of 
the Calibration phase as state of the art (SotA). At this stage, the XAI system’s parametrization was informed 
by recent literature (cf. Instantiation phase) as well re-calibrated (median length 2 with MAD 0.93, 
generality 98%, faithfulness 100%) based on the results of the user test conducted in the first iteration of 
the Calibration phase. We argue that this choice of a benchmark is justified due to the absence of previous 
reports on XAI systems in the application context and the fact that the predominant practice in XAI research 
to date is to instantiate XAI methods without the involvement of users (Abdul et al. 2018; Wachter et al. 
2018). Indeed, the parametrization of the second iteration of the Calibration phase exceeds the current de-
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facto standard in XAI research (Abdul et al. 2018; Kirsch 2018; Miller et al. 2017; Mittelstadt et al. 2019). 
Hence, the second iteration’s parametrization of the XAI system represents, if anything, an upper bound on 
the SotA. Utilizing the data collected in Step VI of the third iteration, we compare the results for our final 
XAI system with that of the second iteration (SotA) and the human benchmark. More specifically, we 
analyze the participants’ preferences for one out of two different contrastive explanations in a binary choice 
experiment (Doshi-Velez and Kim 2018). We additionally identify the reasons for participants preferring 
an explanation, which they select from a pre-defined list of characteristics (cf. Förster et al. 2020). The 
analysis (cf. Table 2) reveals that the XAI system calibrated with our novel process significantly outperforms 
the SotA directly as well as in comparison to the human benchmark. As described in detail above, this can 
be conclusively attributed to the perception of the XAI system’s explanations as more concrete (40.5%, p 
<0.001), more coherent (34.5%, p<0.005), and longer (54.3%, p<0.001). 

Table 2. Comparison of State of the Art and Artifact’s final XAI system. 

 Users prefer explanations over 
that of competing approach 

Users prefer explanations over 
human benchmark 

State of the Art 30.95% (p < 0.001) 40.6% (p < 0.01) 

Artifact’s final XAI system 69.05% (p < 0.001) 65.3% (p < 0.001) 

Results from the user test of iteration 3. p-values given are for a one-sided binomial test (H0=5o%). 

Table 2. Comparison of State of the Art and Artifact’s final XAI system 

To assess the efficacy of the “User-centric XAI process,” in the following, we examine each of its three core 
components (cf. Basic Idea). First, the process proved well-suited to reach the objective. More precisely, we 
found all phases and steps to be indispensable and placed in a sensible order. In the beginning, the 
Instantiation phase guided the team from understanding the application context towards the instantiation 
of a suitable XAI system. The translation of the application requirements into the mode of presentation and 
desired characteristics provided the essential foundation for the Calibration phase. Entering this phase with 
a functionally-grounded evaluation ensured that the first parametrization of the XAI system presented to 
users was already well-tested, in turn enabling the collection of reliable data. Further, the team had the 
opportunity to familiarize themselves with the potentials and constraints of the XAI system, which added 
to the first round of analyses. As is evident from the mixed results obtained in the user tests of the first two 
iterations of the Calibration phase, requiring multiple iterations of calibration and rigorous user testing was 
invaluable. It ensured that the XAI system verifiably fulfilled all application requirements before it was 
deemed fit for deployment. Second, incorporating the principles of user-centric design ensured that the 
user was at the center of attention throughout the process. On a technical level, the XAI system built on a 
well-known algorithm was capable of generating explanations right after its instantiation. However, as the 
first user test unambiguously revealed, these explanations failed both to satisfy the users and to meet the 
requirements. Importantly, the demonstration highlighted that, in line with the quest for fostering human 
agency, the process incorporates user-centricity beyond user satisfaction. On the one hand, the team 
emphasized the characteristics users appreciated most when calibrating the XAI system. On the other hand, 
however, based on the identified needs and expectations of the users, faithfulness was kept as a requirement 
even when the analyses of user tests revealed that in the test, it was not a decisive consideration for 
participants. Third, the iterative integration of functionally-grounded and human-grounded evaluation was 
invaluable. The functionally-grounded evaluation proved indispensable to find a suitable parametrization 
of the XAI system. We conservatively estimate that across the three iterations of the Calibration phase 
conducted for the demonstration, we generated and assessed well above 250,000 explanations. On the one 
hand, it would have been impossible to evaluate even a fraction of these with human users. On the other 
hand, without validated proxy measures, functionally-grounded evaluation would have been futile. Here, 
the first iteration of the Calibration phase revealed that despite the thorough assessment of the application 
context and extensive research in the literature, the first parametrization of the XAI system failed to 
generate explanations that met the objective. On the contrary, the human-grounded evaluation revealed 
that the common assumption that users prefer concise explanations did not hold. The second iteration 
uncovered the relative importance of characteristics and the set of decisive characteristics, enabling us to 
find an empirically validated proxy measure for concreteness, relevance, and coherence. This proxy 
measure enabled us to systematically find a parametrization that outperformed the current state of the art 
both directly and with respect to a common human benchmark (cf. Table 2).  
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Conclusion, Limitations, and Directions for Further Research 

Opacity renders the recommendations of an AI system unintelligible to the user (Guidotti et al. 2019b), 
which impedes human agency, hinders societal acceptance, and thus poses a critical impediment to exploit 
AI’s potential to benefit individuals and society (HLEG-AI 2019). Indeed, opacity fosters distrust, both 
reducing users’ willingness to accept AI decisions (Herse et al. 2018) as well as inhibiting users’ critical 
reflection before following an AI recommendation (Rader and Gray 2015). In light of this challenge, XAI 
aims to provide automatically generated explanations for AI systems (HLEG-AI 2019) that enable users to 
understand, contest, and alter an AI system’s decisions (Doran et al. 2018). While a plethora of approaches 
has been demonstrated in the quest to provide explanations (Adadi and Berrada 2018), XAI research is 
criticized for not putting the user at the center of attention (Kirsch 2018). While first studies examine 
insights from the social sciences (Miller 2019) and evaluate explanations from users’ perspectives (Förster 
et al. 2020), a process is needed that effectively guides researchers and practitioners in the design of user-
centric XAI systems. 

Against this background, we designed the “User-centric XAI process” to systematically guide the 
instantiation, calibration, and quality control of XAI systems such that they foster human agency and enable 
appropriate trust in AI systems. Our artifact’s sequential structure is based on well-established processes 
from the fields of data mining and data science (cf. Martinez-Plumed et al. 2019). It incorporates the 
complementary scenarios for the evaluation of explainable systems proposed by Doshi-Velez and Kim 
(2018) and the principles of user-centric design (ISO 9241-210 2019), as well as insights from the social 
sciences into characteristics and presentation modes of explanations appreciated by users (cf. Miller 2019). 
We demonstrated the practical applicability of our artifact and rigorously evaluated its efficacy in the 
realistic setting of a smartphone app. Our contribution to research and practice is twofold. First, following 
the Design Science methodology (Hevner et al. 2004), we conceptualized and evaluated a process that 
effectively and systematically guides researchers and practitioners in the design of user-centric XAI 
systems. We contribute to the successful development and application of XAI systems by providing a 
structure for their design that keeps the user at the center of attention. At the same time, the iterative 
calibration ensures an appropriate balance between costly user testing and efficient optimization towards 
well-founded proxy measures. While focusing on post hoc interpretability and model-agnostic XAI 
methods, our process can be applied independently of the underlying AI system and application domain. 
Second, we demonstrate how to effectively incorporate processes from data mining and data science, 
principles of user-centric design, insights from the social sciences, and evaluation frameworks for XAI 
systems into a unified process. This unification puts research from different disciplines into the context of 
XAI and the quest for human agency, enabling researchers to identify the broader implications and links 
between previously fragmented findings. 

Although our research provides a substantial step towards the design of user-centric XAI systems that foster 
human agency, it is subject to several limitations. First, notwithstanding the strength of our experiment, we 
evaluated our process only for one single use case and did not observe long-term effects. Nevertheless, the 
artifact is well-founded and does not rely on particular properties of the AI system. We encourage 
researchers and practitioners to apply and evaluate our process in different domains and especially with 
different target groups to investigate how the process varies with and can be adapted to suit different levels 
of the end-users’ expertise. In addition, as our use case is built on an application focusing on AI as 
augmentation, we invite future research to explore the applicability of our process in the context of 
automated decision-making and interactive AI systems that allow users to contribute their expertise. 
Overall, studies that observe long-term effects as well as whether the XAI systems designed with our process 
indeed empower users in real-world applications are of particular interest. Second, translating user 
requirements into modes of presentation and characteristics and subsequently deriving proxy measures 
constitute major elements of our process. While a large variety of proxy measures has been reported in the 
literature, it remains an open question whether proxy measures that truly reflect the users’ perception can 
be identified for all characteristics of explanations. Although our process is well-suited to uncover novel, 
domain-specific proxy measures, it cannot provide guarantees. Hence, we encourage research both into 
new proxy measures as well as into the fundamental question whether, in principle, proxy measures can be 
constructed for any characteristic. Third, designing an XAI system following the “User-centric XAI process” 
demands significant expenditure of time and costs, even though our artifact is designed mindful of 
resources, most importantly by aiming for an optimal balance of functionally-grounded and human-
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grounded evaluation. As the involvement of users is indispensable for the design of user-centric systems 
(ISO 9241-210 2019), we invite further research to shed light on alternative means of including users and 
the associated trade-offs. Finally, given the challenge of human agency and societal acceptance of AI, 
providing explanations for AI systems and defining processes to tailor them to user requirements constitute 
an important element but cannot account for all aspects within and beyond the research field of XAI. In 
particular, the quest for human agency raises challenges for XAI deployments in organizations, which we 
invite future research to investigate. With our work, we hope to encourage XAI researchers to put the user 
in the focus of their attention, thereby pushing this fascinating research field forward. 
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Abstract
The quest to open black box artificial intelligence (AI) systems evolved into an emerging phenomenon of global interest for 
academia, business, and society and brought about the rise of the research field of explainable artificial intelligence (XAI). 
With its pluralistic view, information systems (IS) research is predestined to contribute to this emerging field; thus, it is not 
surprising that the number of publications on XAI has been rising significantly in IS research. This paper aims to provide a 
comprehensive overview of XAI research in IS in general and electronic markets in particular using a structured literature 
review. Based on a literature search resulting in 180 research papers, this work provides an overview of the most receptive 
outlets, the development of the academic discussion, and the most relevant underlying concepts and methodologies. Fur-
thermore, eight research areas with varying maturity in electronic markets are carved out. Finally, directions for a research 
agenda of XAI in IS are presented.
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Introduction

Artificial intelligence (AI) is already ubiquitous at work 
and in everyday life: in the form of diverse technologies, 
such as natural language processing or image recognition 
(Abdul et al., 2018; Berente et al., 2021) and in various 
application domains, including electronic markets, finance, 

healthcare, human resources, public administration, and 
transport (Collins et al., 2021; Meske et al., 2020). The 
presence of AI will expand as about 70% of companies 
worldwide intend to adopt AI by 2030 (Bughin et  al., 
2018). Thereby, AI is expected to transform all aspects of 
society (Collins et al., 2021; Makridakis, 2017).

The current CEO of Alphabet Inc. anticipates AI to 
“have a more profound impact on humanity than fire, elec-
tricity and the internet” (Knowles, 2021). AI holds great 
potential through tremendous efficiency gains and novel 
information processing capabilities (Asatiani et al., 2021) 
and even surpasses human performance in specific tasks 
(Meske et al., 2022). For instance, AI has outperformed 
physicians in diagnosing breast cancer (e.g., McKinney 
et al., 2020). At the same time, the use of AI is associ-
ated with severe risks, particularly concerning manage-
rial issues such as inscrutability, ethical issues including 
fairness, justice, and discrimination, and legal issues such 
as accountability, regulation, and responsibility (Akter 
et al., 2021a; Asatiani et al., 2021; Berente et al., 2021). 
Potential negative consequences of AI usage affect not 
only individuals and organizations, but society as a whole 
(Mirbabaie et al., 2022; Robert et al., 2020). For example, 
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an AI-based debt recovery program called “Robodebt” 
scheme unlawfully claimed almost $2 billion from more 
than 400,000 Australian citizens (Australian Broadcast-
ing Corporation, 2022). There are growing concerns that 
using AI could exacerbate social or economic inequalities 
(Gianfrancesco et al., 2018). Examples include an AI-based 
recruiting engine used by Amazon.com Inc. which down-
graded resumes from female in favor of male candidates 
(Gonzalez, 2018), an AI operated by Twitter Inc. to com-
municate with users who became verbally abusive, and an 
AI used by Google LLC which returned racist results in 
image searches (Yampolskiy, 2019).

The advancing capabilities of AI models contribute to 
their opacity, rendering their functioning and results uninter-
pretable to humans (Berente et al., 2021). Opacity can, one 
the one hand, lead to humans blindly relying on AI results 
and substituting their own judgment with potentially false 
decisions (Robert et al., 2020). On the other hand, the lack 
of interpretability may lead to reluctance to use AI. In the 
case of breast cancer diagnosis, AI-based decision support 
systems may fail to detect certain diseases, for instance, due 
to biased training data. Physicians exhibiting overreliance 
may fail to detect these errors; physicians that do not trust 
AI systems and refuse to use them may not benefit from the 
decision support.

Explainable AI (XAI) aims at both leveraging the 
potential and mitigating the risks of AI by increasing its 
explainability. XAI aims to empower human stakeholders 
to comprehend, appropriately trust, and effectively man-
age AI (Arrieta et al., 2020; Langer et al., 2021). In the 
example of breast cancer diagnosis, explainability can assist 
physicians in understanding the functioning and results of 
an AI-based decision support system. Thus, it may help 
them appropriately trust the system’s decisions and detect 
its errors. Consequently, a partnership between physicians 
and AI might make better decisions than either physicians 
or AI individually. Efforts to increase the explainability of 
AI systems are emerging across various sectors of society. 
Companies strive to make their AI systems more com-
prehensible (e.g., Google, 2022; IBM, 2022). Regulators 
take action to demand accountability and transparency of 
AI-based decision processes. For instance, the European 
General Data Protection Regulation (GDPR) guarantees 
the “right to explanation” for those affected by algorith-
mic decisions (Selbst & Powles, 2017). The upcoming EU 
AI regulation requires human oversight—to interpret and 
contest AI systems’ outcomes—in “high-risk” applications 
such as recruiting or creditworthiness evaluation (European 
Commission, 2021). XAI’s economic and societal relevance 
attracts researchers’ attention, which manifests in an increas-
ing number of publications in recent years (Arrieta et al., 
2020). For instance, XAI researchers work on revealing 
the functioning of specific AI-based applications, such as 

cancer diagnosis systems (Kumar et al., 2021) and malware 
prediction systems (Iadarola et al., 2021), to their users. Fur-
ther, they investigate approaches to automatically generate 
explanations along AI decisions that can be applied indepen-
dently from the underlying AI model. Exemplary use cases 
include credit risk assessment (Bastos & Matos, 2021) or 
fraud detection (Hardt et al., 2021). Information systems (IS) 
research is predestined to investigate and design AI explain-
ability, as it views technology from individuals’, organiza-
tions’, and society’s perspectives (Bauer et al., 2021).

Especially for an emerging research field such as XAI, 
a literature review can help to create “a firm foundation for 
advancing knowledge” (Webster & Watson, 2002, p. 13) 
and put forward the research’s relevance and rigor (vom 
Brocke et al., 2009). We aim to provide deeper insights into 
this body of knowledge by conducting a structured litera-
ture review. The contribution is twofold: First, we provide 
a structured and comprehensive literature review of XAI 
research in IS. Second, we provide a future research agenda 
for XAI research in IS.

Our paper is structured as follows: In the following, we 
provide an overview of related work and outline our research 
questions. In the third section, we present the methodol-
ogy, followed by the results in the fourth section. Finally, we 
carve out a future research agenda and present the contribu-
tion, implications, and limitations.

Theoretical background and related work

Theoretical foundations

Given that IS research investigates and shapes “how indi-
viduals, groups, organizations, and markets interact with 
IT” (Sidorova et al., 2008, p. 475), human-AI interaction 
is a crucial research topic for the discipline. In general, 
human-agent interaction occurs between an IT system 
and a user seeking to conduct a specific task in a given 
context (Rzepka & Berger, 2018). It is determined by the 
characteristics of the task, the context, the user, and the 
IT system (Rzepka & Berger, 2018). When the human 
counterpart is an AI system, specific characteristics of AI 
systems must be considered. Modern AI systems with con-
tinually evolving frontiers of emerging computing capa-
bilities provide greater autonomy, more profound learning 
capacity, and higher inscrutability than previously studied 
IT systems (Baird & Maruping, 2021; Jiang et al., 2022). 
The rapid progress in AI is primarily contributed to the 
rise of machine learning (ML), which can be defined as the 
ability to learn specific tasks by constructing models based 
on processing data (Russell & Norvig, 2021). The auton-
omy and learning capacity of ML-based AI systems fur-
ther reinforce inscrutability (Berente et al., 2021). Thus, 
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challenges arise to manage human-AI interaction with 
ever-increasing levels of AI autonomy, learning capacity, 
and inscrutability.

From a managerial perspective, inscrutability carries 
four interdependent emphases: opacity, transparency, 
explainability, and interpretability (Berente et al., 2021). 
First, opacity is a property of the AI system and refers to 
its complex nature, which impedes humans from under-
standing AI’s underlying reasoning processes (Meske 
et al., 2020). Many AI systems are “black boxes,” which 
means that the reasons for their outcomes remain obscure 
to humans—often not only to the users but also to the 
developers (Guidotti et al., 2019; Merry et al., 2021). A 
prominent example are neural networks. Second, trans-
parency refers to the willingness to disclose (parts of) the 
AI system by the owners and is thus considered a stra-
tegic management issue (Granados et al., 2010). Third, 
explainability is a property of the AI system and refers 
to the system’s ability to be understood by at least some 
parties, at least to a certain extent (Gregor & Benbasat, 
1999). Finally, interpretability refers to the understand-
ability of an AI system from human perspectives. An AI 
system with a certain degree of explainability might be 
adequately interpretable for one person but not necessarily 
for another (Berente et al., 2021). For instance, decision 
trees can become uninterpretable for some users as com-
plexity increases (Mittelstadt et al., 2019).

Opacity significantly affects human-AI interaction: It 
prevents humans from scrutinizing or learning from an AI 
system’s decision-making process (Arrieta et al., 2020). 
Confronted with an opaque system, humans cannot build 
appropriate trust; they often either blindly follow the sys-
tem’s decisions and recommendations or do not use the sys-
tem (Herse et al., 2018; Rader & Gray, 2015). Thus, opacity 
constitutes an impediment to both human agency and AI 
adoption. The research field of XAI addresses the opacity of 
AI systems. XAI aims at approaches that make AI systems 
more explainable—sometimes also referred to as compre-
hensible (Doran et al., 2018)—by automatically generating 
explanations for their functioning and outcomes while main-
taining the AI’s high performance levels (Adadi & Berrada, 
2018; Gregor & Benbasat, 1999). In day-to-day human inter-
action, “explanation is a social and iterative process between 
an explainer and an explainee” (Chromik & Butz, 2021, 
p. 1). This translates into the context of human-AI interac-
tion, where explanations constitute human-understandable 
lines of reasoning for why an AI system connects a given 
input to a specific output (Abdul et al., 2018). Thus, expla-
nations can address the opacity of AI systems and increase 
their interpretability from users’ perspectives. Researchers 
emphasize that clarifying XAI’s role can make significant 
contributions to the ongoing discussion of human-AI inter-
action (Sundar, 2020).

Terminological foundations

The XAI research discipline is driven by four key goals 
(Adadi & Berrada, 2018; Arrieta et  al., 2020; Gerlings 
et al., 2021; Gilpin et al., 2018; Langer et al., 2021; Meske 
et al., 2020; Wang et al., 2019): First, to generate explana-
tions that allow to evaluate an AI system and thus detect 
its flaws and prevent unwanted behavior (Adadi & Berrada, 
2018; Gerlings et al., 2021; Meske et al., 2020; Wang et al., 
2019). For instance, evaluation in this context is utilized to 
detect and prevent non-equitable treatment of marginalized 
communities (Arrieta et al., 2020). The second goal is to 
build explanations that help to improve an AI system. In this 
case, explanations can be used by developers to improve a 
model’s accuracy by deepening their understanding of the 
AI system’s functioning (Adadi & Berrada, 2018; Arrieta 
et al., 2020; Gilpin et al., 2018; Langer et al., 2021; Meske 
et al., 2020). Third, to provide explanations that justify an AI 
system’s decisions by improving transparency and account-
ability (Adadi & Berrada, 2018; Gerlings et al., 2021; Meske 
et al., 2020; Wang et al., 2019). One prominent example 
highlighting the need to justify is based on the “right to 
explanation” for those affected by algorithmic decisions (cf., 
e.g., GDPR); another example concerns decisions made by 
a professional who follows an AI system’s recommenda-
tion but remains accountable for the decision (Arrieta et al., 
2020). Finally, to produce explanations that allow to learn 
from the system by unmasking unknown correlations that 
could indicate causal relationships in the underlying data 
(Adadi & Berrada, 2018; Langer et al., 2021; Meske et al., 
2020). In a nutshell, XAI aims to evaluate, improve, justify, 
and learn from AI systems by building explanations for a 
system’s functioning or its predictions (Abdul et al., 2018; 
DARPA, 2018).

To reach these goals, XAI research provides a wide array 
of approaches that can be grouped along two dimensions: 
scope of explainability and model dependency (Adadi & 
Berrada, 2018; Arrieta et al., 2020; Vilone & Longo, 2020). 
The scope of explainability can be global or local (Adadi 
& Berrada, 2018; Arrieta et al., 2020; Heuillet et al., 2021; 
Payrovnaziri et al., 2020; Vilone & Longo, 2020). A global 
explanation targets the functioning of the entire AI model. 
Using the example of credit line decisions, a global expla-
nation might highlight the most relevant criteria that are 
exploited by the AI model to derive credit line decisions. 
Local explanations, on the other hand, focus on rationalizing 
an AI model’s specific outcome. Returning to the example of 
credit line decisions, a local explanation might provide the 
most essential criteria for an individual denial or approval. 
The second dimension, dependency on the AI model, distin-
guishes between two approaches: model-specific and model-
agnostic (Adadi & Berrada, 2018; Arrieta et al., 2020; Rawal 
et al., 2021). Model-specific approaches focus on providing 
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explanations for specific AI models or model classes (Arri-
eta et al., 2020; Rawal et al., 2021), like neural networks 
(Montavon et al., 2018), as they consider internal compo-
nents of the AI model (class), such as structural information. 
In turn, model-agnostic approaches disregard the models’ 
internal components and are thus applicable across a wide 
range of AI models (Adadi & Berrada, 2018; Rawal et al., 
2021; Ribeiro et al., 2016; Vilone & Longo, 2020).

Designing or choosing the best XAI approach for a given 
problem is equivalent to solving a “human-agent interaction 
problem” (Miller, 2019, p. 5). Thus, it is vital to consider an 
explanation’s audience. Three major target groups are the 
focus of XAI research (Bertrand et al., 2022; Cooper, 2004; 
Ribera & Lapedriza, 2019; Wang et al., 2019). The first group 
comprises developers who build AI systems, i.e., data scien-
tists, computer engineers, and researchers (Bertrand et al., 
2022; Ribera & Lapedriza, 2019; Wang et al., 2019). To 
illustrate, using the example of credit line decisions, this is 
the team building the AI system or responsible for maintain-
ing it. The second group contains domain experts who share 
expertise based on formal education or professional experi-
ence in the application field (Bertrand et al., 2022; Ribera 
& Lapedriza, 2019; Wang et al., 2019). In the case of credit 
line decisions, this would be the bank advisor accountable for 
the credit line decision. The final group, lay users, includes 
individuals who are affected by AI decisions (Bertrand et al., 
2022; Cooper, 2004; Ribera & Lapedriza, 2019), e.g., the 
bank customer who was approved or denied a credit line 
based on an AI system’s recommendation (Mittelstadt et al., 
2019). Additionally, this third group includes lay users that 
interact with an AI, e.g., customers who explore credit line 
options with the help of an AI-based agent.

To investigate to what extent XAI approaches solve this 
“human-agent interaction problem,” literature established a 
baseline of three different evaluation scenarios (Adadi & 
Berrada, 2018; Chromik & Schuessler, 2020; Doshi-Velez 
& Kim, 2018). Functionally grounded evaluation, as the first 
scenario, is employed to assess the technical feasibility of 
XAI approaches and explanations’ characteristics employing 
proxy measures (Doshi-Velez & Kim, 2018), e.g., analyze 
an explanation’s length to assess its complexity (Martens 
& Provost, 2014; Wachter et al., 2018). While functionally 
grounded evaluation omits user involvement, both the sec-
ond and the third scenarios build on studies with humans 
(Doshi-Velez & Kim, 2018). The second scenario, human-
grounded evaluation, aims to assess the quality of explana-
tions by conducting studies with human subjects who are not 
necessarily the target users, e.g., students, performing sim-
plified proxy-tasks (Doshi-Velez & Kim, 2018; Förster et al., 
2020a). Application-grounded evaluation, as the third sce-
nario, is based on real-world testing involving the intended 
users of an AI system and deployment in the actual applica-
tion setting (Abdul et al., 2018). Reverting to the example 

of the credit line decisions, an application-grounded evalua-
tion would be set in an actual bank environment, with actual 
bank advisors and/or customers as subjects, while human-
grounded evaluation would allow for a simulated environ-
ment. Table 1 provides an overview of key concepts and 
definitions in XAI research, which we will draw on when 
analyzing the identified body of literature for providing a 
comprehensive literature review of XAI research in IS.

Existing literature reviews on XAI

Several literature reviews address the growing body of 
research in the field of XAI applying different foci and 
angles. While some of them aim at formalizing XAI (e.g., 
Adadi & Berrada, 2018), for example, by drawing together 
the body of knowledge on the nature and use of explanations 
from intelligent systems (Gregor & Benbasat, 1999), others 
provide taxonomies for XAI in decision support (Nunes and 
Jannach, 2017) or survey methods for explaining AI (e.g., 
Guidotti et al., 2019). Other literature reviews focus on spe-
cific (X)AI methods, such as rule-based models (e.g., Kliegr 
et al., 2021), neuro-fuzzy rule generation algorithms (e.g., 
Mitra & Hayashi, 2000), or neural networks (e.g., Heuillet 
et al., 2021), or review-specific explanation formats, like 
visual explanations (e.g., Zhang & Zhu, 2018). Another 
stream of literature reviews highlights user needs in XAI, 
for example, by reviewing design principles for user-friendly 
explanations (Chromik & Butz, 2021) or XAI user experi-
ence approaches (Ferreira & Monteiro, 2020).

Another group of literature reviews on XAI focuses on spe-
cific application domains like healthcare (e.g., Amann et al., 
2020; Chakrobartty & El-Gayar, 2021; Payrovnaziri et al., 
2020; Tjoa & Guan, 2021), finance (e.g., Kute et al., 2021; 
Moscato et al., 2021), or transportation (e.g., Omeiza et al., 
2021). For example, Amann et al. (2020) provide a comprehen-
sive review of the role of AI explainability in clinical practice to 
derive an evaluation of what explainability means for the adop-
tion of AI-based tools in medicine. Omeiza et al. (2021) survey 
XAI methods in autonomous driving and provide a conceptual 
framework for autonomous vehicle explainability. Other schol-
ars apply XAI to adjacent disciplines (e.g., Abdul et al., 2018; 
Miller, 2019). For instance, in an often-cited paper, Miller 
(2019) argues that XAI research can build on insights from the 
social sciences. The author reviews papers from philosophy and 
psychology which study how people define, generate, select, 
evaluate, and present explanations and which cognitive biases 
and social norms play a role. Thereby, most literature reviews 
describe existing research gaps and point toward future research 
directions focusing on their specific view.

As outlined above, existing literature reviews cover various 
aspects of XAI research. However, to our best knowledge, none 
of them has provided a comprehensive literature review on XAI 
research in IS. Our literature review aims at addressing this gap.
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Research questions

While considerable progress in XAI has already been made 
by computer scientists (Arrieta et al., 2020), interest in this 
field has increased rapidly among IS scholars in recent years 
(Meske et al., 2020). This is underpinned, for instance, by 
an increasing number of Calls for Papers (cf., e.g., Special 
Issue on Explainable and Responsible Artificial Intelligence 
in Electronic Markets, Special Issue on Designing and Man-
aging Human-AI Interactions in Information Systems Fron-
tiers), conference tracks (cf., e.g., Minitrack on Explainable 
Artificial Intelligence at Hawaii International Conference 
on System Sciences), and Editorials (cf., e.g., Editorial 
“Expl(AI)n It to Me – Explainable AI and Information Sys-
tems Research” in Business & Information Systems Engineer-
ing). In their Editorial, Bauer et al. (2021) emphasize that 
IS research is predestined to focus on XAI given the ver-
satility of requirements and consequences of explainability 
from individuals’ and society’s perspectives. Moreover, in a 
research note summarizing existing IS journal articles, Meske 
et al. (2020) call for a resurgence of research on explainabil-
ity in IS—after explanations for relatively transparent expert 
systems have been intensively investigated. To the best of our 
knowledge, no work exists synthesizing XAI research in IS 
based on a structured and comprehensive literature search.

To provide deeper insights into the research field of 
XAI in the IS community, we conduct a structured and 
comprehensive literature review. Our literature review 
addresses the following research questions (RQ):

RQ1: How can the academic discussion on XAI in the 
IS literature be characterized?
RQ2: Which are potential future XAI research areas in IS?

To address the first research question, we aim to (i) 
identify IS publication outlets that are receptive to XAI 
research, (ii) describe how the academic discussion on 
XAI in the IS literature developed over time, (iii) analyze 
the underlying concepts and methodological orientations 
of the academic discussion on XAI in the IS literature, 
and (iv) present the most critical XAI research areas in IS 
literature. To address the second research question, we aim 
to derive directions for a research agenda of XAI in IS.

Literature review approach

Relying on the previous discussions, we investigate how IS 
scholars conduct XAI research. We aim at not only summa-
rizing but analyzing and critically examining the status quo 
of XAI research in IS (Rowe, 2014). This analysis requires 
a systematic and structured literature review (Bandara 
et al., 2011; Webster & Watson, 2002). In preparation, it 

is necessary to apply a comprehensive and replicable lit-
erature search strategy, which includes relevant journals 
and conferences, appropriate keywords, and an adequate 
time frame (vom Brocke et al., 2009). Bandara et al. (2011) 
propose two main steps: selecting the relevant sources to 
be searched (cf. Webster & Watson, 2002) and defining 
the search strategy in terms of time frame, search terms, 
and search fields (Cooper, 1988; Levy & Ellis, 2006). In 
order to systematically analyze the papers according to 
XAI theory and IS methodology, we added a third step 
and coded the articles with respect to relevant concepts in 
the literature (Beese et al., 2019; Jiang & Cameron, 2020).

Source selection

The literature search needs to include the field’s leading 
journals known for their high quality and will thus pub-
lish the most relevant research contributions (Webster & 
Watson, 2002). The renowned Association for Informa-
tion Systems (AIS), with members from approximately 
100 countries, publishes the Senior Scholars’ Basket of 
Journals, as well as the Special Interest Groups (SIG) Rec-
ommended Journals. In our search, we included the eight 
journals in the AIS Senior Scholars’ Basket of Journals, 
and the 64 AIS SIG Recommended Journals. Because of 
their high quality, we considered all remaining journals in 
the AIS eLibrary (including Affiliated and Chapter Jour-
nals). In order to identify high-quality journals, different 
rankings are helpful (Akter et al., 2021b; Levy & Ellis, 
2006; vom Brocke et al., 2009). We explicitly consid-
ered journals from three prominent rankings: First, jour-
nals from the Chartered Association of Business Schools 
(ABS)/Academic Journal Guide (AJG) 2021 (ranking 
tier 3/4/4* benchmark, category “Information Manage-
ment”). Second, journals from the Journal Quality List of 
the Australian Business Deans Council (ABDC) (ranking 
tier A/A* benchmark, category “Information Systems”). 
Third, journals from the German Academic Association 
of Business Research VHB-JOURQUAL3 (ranking tier 
A + /A/B benchmark, category “Information Systems”).

Moreover, it is recommended to include high-quality 
conference proceedings (Webster & Watson, 2002), espe-
cially when analyzing a relatively nascent and emerging 
research field such as XAI. Conferences are a venue for idea 
generation and support the development of new research 
agendas (Levy & Ellis, 2006; Probst et al., 2013). Thus, 
we included the major international IS conferences. More 
precisely, we considered the proceedings of the four AIS 
Conferences and the proceedings of the twelve AIS Affili-
ated Conferences. In addition, we ensured that all confer-
ences from the VHB-JOURQUAL3 (ranking tier A + /A/B 
benchmark, category “Information Systems”) are included.
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This resulted in 105 journals and 17 conferences as 
sources for our search.

Search strategy and results

The development of XAI as a research field started in the 
1970s and gained momentum in the past 5 to 10 years 
(Adadi & Berrada, 2018; Mueller et al., 2019). In order to 
gain an overview of the development of XAI research in IS, 
we chose to not limit the literature search’s time frame. To 
identify relevant publications, we conducted a search using 
different terms describing XAI via databases that contain 
the journals and conferences discussed above. Based on 
terms that are used synonymously to describe research in 
the field of XAI (cf. Section “Theoretical background and 
related work”), we determined the following search string 
to cover relevant articles: (“explainable” AND “artificial 
intelligence”) OR (“explainable” AND “machine learning”) 
OR (“comprehensible” AND “artificial intelligence”) OR 
(“comprehensible” AND “machine learning”). We searched 
for these terms in the title, abstract, and keywords. Where 
a search in title, abstract, and keywords was impossible, we 
applied a full-text search. Please see Fig. 1 for an overview 
of our search and screening process.

Our literature search, which was performed in Janu-
ary 2022, resulted in 1724 papers. Papers were screened 
based on titles and abstracts, with researchers reading the 
full text where necessary. We excluded all papers that did 
not deal with XAI as defined above. More specifically, we 
excluded all papers that focus entirely on AI without the 
notion of explanations. For instance, we excluded papers on 
how humans can explain AI for other humans. Further, we 
excluded papers focusing on the explainability of “Good Old 
Fashioned AI” such as expert or rule-based systems (Meske 
et al., 2020, p. 6). In contrast to our understanding of AI, 
as defined in the introduction, this broader definition of 
AI also includes inherently interpretable systems, such as 
knowledge-based or expert systems, which do not face the 
same challenges of lacking transparency.

To determine our data set of relevant papers, three 
researchers coded independently from each other and dis-
cussed coding disagreements to reach consent. At least two 
researchers analyzed each paper. Interrater reliability meas-
ured by Cohen’s Kappa was 0.82—“almost perfect agree-
ment” (Landis & Koch, 1977, p. 165). This procedure led to 
a set of 154 papers, which then served as the basis for a back-
ward (resulting in 32 papers) and forward search (resulting 
in 28 papers), as suggested by Webster and Watson (2002). 

Fig. 1   Search strategy and screening process
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We reached a final set of 214 papers that served as the basis 
for our subsequent analyses.

Analysis scheme and coding procedure

Our goal is to not only summarize but analyze and critically 
examine the status quo of XAI research in IS (Beese et al., 
2019; Rowe, 2014). In order to do so, we first analyzed 
all 34 papers that solely provide an overview of current 
knowledge, i.e., literature reviews. We then coded the 180 
remaining articles using an analysis scheme derived from 
existing literature (cf. Section “Terminological founda-
tions”). More specifically, in our analysis, we differentiate 
relevant theoretical concepts in XAI research and central 
methodological concepts of IS research. Regarding rel-
evant concepts of XAI literature, we distinguish an XAI 
approach’s dependency on the AI model (Adadi & Berrada, 
2018; Arrieta et al., 2020) and its scope of explainability 
(Adadi & Berrada, 2018; Arrieta et al., 2020; Payrovnaziri 
et al., 2020; Vilone & Longo, 2020) as well as explana-
tion’s target group (Ribera & Lapedriza, 2019; Wang et al., 
2019) and goal (Meske et al., 2020). Regarding IS meth-
odology, we distinguish the prevalent research paradigms, 
i.e., Design Science and Behavioral Science (Hevner et al., 
2004). For Design Science contributions, we further spec-
ify the artifact type according to Hevner et al. (2004) and 
the evaluation type according to established evaluation 

scenarios for XAI approaches (Adadi & Berrada, 2018; 
Chromik & Schuessler, 2020; Doshi-Velez & Kim, 2018). 
This results in the following analysis scheme (Fig. 2):

Three researchers coded the 180 remaining articles 
according to the analysis scheme. Multiple labels per 
dimension were possible. For a subset of 100 articles, each 
article was coded by at least two researchers. Interrater 
reliability measured by Cohen’s Kappa was 0.74, which is 
associated with “substantial agreement” (Landis & Koch, 
1977, p. 165). In case of disagreement, the researchers 
reached a consensus based on discussion.

Results

This section is dedicated to our results. First, we analyze 
receptive IS publication outlets to XAI research. Second, 
we examine the development of the academic discussion on 
XAI in IS literature over time. Third, we analyze the aca-
demic discussion’s underlying concepts and methodological 
orientation. Finally, we derive major XAI research areas.

Receptive IS outlets to XAI research

We analyzed which journals and conferences are receptive 
to XAI research. The results are helpful in three ways: they 
provide researchers and practitioners with potential outlets 

Fig. 2   Analysis scheme
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where they can find related research, they assist research-
ers in identifying target outlets, and they offer insights for 
editors to what extent their outlet is actively involved in the 
academic discussion on the topic (Bandara et al., 2011). One 
hundred forty-one articles were published in journals, and 
39 articles in conference proceedings. An overview of the 
number of publications per journal and per conference is 
included in the Appendix.

Development of the academic discussion on XAI 
in IS literature over time

To examine the development of the academic discussion on 
XAI in IS literature over time, we evaluated the number of 
articles in conferences and journals per year (cf. Fig. 3). The 
amount of research increased over time, with the number of 
publications rising to 79 articles in 2021. Especially from 
2019 onward, the number of published articles increased 
rapidly, with 79% of the studies appearing between 2019 
and 2021. The rapid increase since 2019 is not attributed to 
particular calls for papers or individual conferences but due 
to a widely growing interest in XAI. In sum, the number 
of publications per year indicates that the nascent research 
field of XAI has been gaining significant attention from IS 
scholars in the last 3 years.

Characteristics of the academic discussion on XAI 
in IS literature

To examine the characteristics of the academic discussion 
on XAI in IS literature, we analyzed the dimensions of 
the research papers according to our analysis scheme, i.e., 
underlying XAI concepts and methodological orientation 
(cf. Fig. 4). Note that multiple answers or no answers per 
category were possible.

Most papers conceptually focus on XAI methods that 
generate explanations for specific AI systems, i.e., model-
specific XAI methods (53%). In contrast, fewer papers deal 
with model-agnostic XAI methods, which can be used inde-
pendently of the specific AI system (38%). The scope of 
explainability under investigation varies: Local explanations 
that focus on rationalizing an AI system’s specific outcome 
are represented almost equally (55%) to global explanations 
that examine the functioning of the underlying AI model 
(57%). Thirty-three articles (18%) feature a combination of 
local and global explanations. First and foremost, explana-
tions address domain experts (62%), followed by lay users 
(33%). The predominant goal of XAI is to justify an AI sys-
tem’s decisions (83%).

Regarding methodological orientation, IS research efforts 
concentrate on developing novel XAI artifacts (76%). 
Researchers mainly rely on the functionally grounded evalu-
ation scenario (68 articles), which omits human involvement. 
Evaluation with users is relatively scarce, with 31 articles 
conducting human-grounded and nine papers performing 
an application-grounded evaluation. Compared to design-
oriented research, behavioral science studies are rare (24%).

Analysis of XAI research areas in IS literature

To derive XAI research areas in IS literature, we identify 
patterns of homogenous groups of articles according to con-
ceptual characteristics using cluster analysis. Cluster analy-
sis is widely used in IS research as an analytical tool to clas-
sify and disentangle units in a specific context (Balijepally 
et al., 2011; Xiong et al., 2014) and to form homogenous 
groups of articles (Rissler et al., 2017; Xiong et al., 2014).

In our case, clustering is based on underlying XAI con-
cepts and the methodological orientation of articles (cf. 
Fig. 4). To consider dimensions equally, we encoded articles 

Fig. 3   Number of articles by year
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as binary variables and normalized multiple answers per 
category. We applied the well-established agglomerative 
hierarchical clustering method using Euclidean distance 
measure as the similarity criterion and average linkage to 
group articles in clusters (Gronau & Moran, 2007). We 
chose this method as it does not form a predefined number 
of clusters but all possible clusters. To determine a rea-
sonable number of clusters, we analyzed average silhouette 
scores (Shahapure & Nicholas, 2020). It resulted in eight 
clusters and two outliers with a positive average silhouette 
score (0.3), suggesting a solid clustering structure with an 
interpretable number of clusters.

The clusters correspond to eight XAI research areas in IS 
literature, described in the following.

Research Area 1: Revealing the functioning of specific 
critical black box applications for domain experts

AI systems are increasingly applied in critical areas such as 
healthcare and finance, where there is a need for transpar-
ency in decision-making (He et al., 2006; Peñafiel et al., 

2020; Pierrard et al., 2021). Transparency is meant to jus-
tify the usage of AI systems in such critical areas (Pessach 
et al., 2020). Research Area 1, which is among the largest 
with 47 papers (26%), aims at methods to reveal the func-
tioning of specific critical black box applications to their 
users. For instance, XAI methods extract rules that reveal 
the functioning of an automatic diagnosis system to medi-
cal experts (Barakat et al., 2010; Seera & Lim, 2014) or, in 
the context of electronic markets, showcase central factors 
for loan approval on peer-to-peer lending platforms (Yang 
et al., 2021) (Fig. 5).

In critical application domains “where the cost of mak-
ing a mistake is high” (Pierrard et al., 2021, p. 2), AI sys-
tems have the potential to serve as high-performant deci-
sion support systems—however, their lack of transparency 
constitutes a problem (e.g., Areosa & Torgo, 2019). To 
increase acceptance and adoption, researchers stress the 
need to justify their functioning to their users (Areosa & 
Torgo, 2019). For instance, medical practitioners not only 
need accurate predictions supporting their diagnosis but 
“would like to be convinced that the prediction is based 

Fig. 4   Characteristics of the academic discussion according to dimensions of the analysis scheme

Fig. 5   Overview Research 
Area 1
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on reasonable justifications” (Seera & Lim, 2014, p. 12). 
Thus, this research area aims at decision support systems 
that allow users to understand their functioning and pre-
dictive performance (Areosa & Torgo, 2019). To this end, 
explainable components are added to AI-based decision sup-
port systems for, e.g., diagnosis of diseases (Barakat et al., 
2010; Singh et al., 2019; Stoean & Stoean, 2013), hiring 
decisions (Pessach et al., 2020), credit risk assessment (e.g., 
Florez-Lopez & Ramon-Jeronimo, 2015; Guo et al., 2021; 
Sachan et al., 2020), or fraud analysis in telecommunication 
networks (Irarrázaval et al., 2021). Studies in the healthcare 
domain identify that adding XAI methods for diagnosing 
diabetes increases medical accuracy and intelligibility by 
clinical practitioners (Barakat et al., 2010).

In Research Area 1, only very few articles develop XAI 
methods specifically for electronic markets or evaluate them 
in electronic markets. For instance, Nascita et al. (2021) 
develop a novel XAI approach for classifying traffic gener-
ated by mobile applications increasing the trustworthiness 
and interpretability of the AI system’s outcomes. Grisci 
et al. (2021) evaluate their method for explaining neural net-
works on an online shopping dataset. They present a visual 
interpretation method that identifies which features are the 
most important for a neural network’s prediction. While not 
explicitly designed for electronic markets, other methods 
might be transferable. Domain experts in electronic mar-
kets might benefit from global explanations, for instance, to 
improve supply chain management for B2B sales platforms 
or electronic purchasing systems.

Transparency of AI-based decision support systems is 
achieved by global explanations, which are supposed to 
reveal the functioning of the AI model as a whole rather than 
explain particular predictions (e.g., Areosa & Torgo, 2019; 
Pessach et al., 2020; Zeltner et al., 2021). Many approaches 
in Research Area 1 acquire a set of rules that approximate 
the functioning of an AI model (e.g., Aghaeipoor et al., 
2021; Singh et al., 2019). For instance, researchers pro-
pose to produce explanatory rules in the form of decision 
trees from AI models to enable domain users such as medi-
cal practitioners to comprehend an AI system’s prediction 
(Seera & Lim, 2014). More recently, approaches to approxi-
mate deep learning models with fuzzy rules have been pur-
sued (e.g., Soares et al., 2021).

In an early paper, Taha and Ghosh (1999) emphasize the 
need to evaluate rule extraction approaches using fidelity, 
i.e., the capability to mimic the embedded knowledge in 
the underlying AI system. This is equivalent to functionally 
grounded evaluation, which is applied in many papers in 
Research Area 1 (62%). For instance, Soares et al. (2021) 
implement their rule extraction approach on several data-
sets and prove that it yields higher predictive accuracy than 
state-of-the-art approaches. Notably, only 6% of articles use 
users to evaluate explanations. For instance, Bresso et al. 

(2021) ask three pharmacology experts to evaluate whether 
extracted rules are explanatory for the AI system’s out-
comes, i.e., prognoses of adverse drug reactions. Irarrázaval 
et al. (2021) go further and perform an application-grounded 
evaluation. In a case study, they implement their explainable 
decision support system with a telecommunication provider 
and confirm that it helps reduce fraud losses. Thirty-four 
percent of papers demonstrate the technical feasibility of 
their methods and present how resulting explanations look 
like; however, they are not further evaluated.

Accordingly, a more robust evaluation, including users, 
may pave the way for future research in this research area, as 
suggested by Kim et al., (2020b). Other recurring themes of 
future research include the expansion of the developed ideas 
to other applications (Florez-Lopez & Ramon-Jeronimo, 
2015; Sevastjanova et al., 2021). Finally, researchers often 
stress that explanations resulting from their approach are 
only one step toward a better understanding of the under-
lying AI system. Thus, it is essential to supplement and 
combine existing XAI approaches to help users gain a more 
comprehensive understanding (Murray et al., 2021).

Research Area 2: Revealing the functioning of specific black 
box applications for developers

The relatively small Research Area 2 consists of five papers 
(3%) and develops—similar to Research Area 1—methods 
to reveal the functioning of specific black box applications. 
Contrary to Research Area  1, which addresses domain 
experts, Research Area 2 focuses on explanations for devel-
opers. Explanations aim to provide insights into the func-
tioning of opaque AI models to facilitate the development 
and implementation of AI systems (Martens et al., 2009) 
(Fig. 6).

Research Area 2 tackles the challenges of the growing 
complexity of AI models for developers: While predictions 
of more complex models often become more accurate, they 
also become less well understood by those implementing 
them (Eiras-Franco et al., 2019; Islam et al., 2020). Devel-
opers need information on how AI models process data and 
which patterns they discover to ensure that they are accurate 
and trustworthy (Eiras-Franco et al., 2019; Islam et al., 2020; 
Santana et al., 2007). Explanations can extract this informa-
tion (Jakulin et al., 2005) and assist developers in validat-
ing a model before implementation, thereby improving its 
performance (Martens et al., 2009; Santana et al., 2007).

To this end, Research Area 2 develops model-specific 
XAI methods that generate global explanations and resemble 
those in Research Area 1. To illustrate, Martens et al. (2009) 
propose an approach to extract rules that represent the func-
tioning of complex support vector machines (SVMs) and 
increase performance in predictive accuracy and compre-
hensibility. Eiras-Franco et al. (2019) propose an explainable 
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method that improves both accuracy and explainability of 
predictions when describing interactions between two enti-
ties in a dyadic dataset. Due to the rather technical nature 
of the papers in Research Area 2, methods are not designed 
for or evaluated with electronic markets so far. However, 
XAI approaches in this research area might serve as a start-
ing point to design novel XAI systems for digital platforms, 
for example, credit or sales platforms featuring AI systems.

Proof whether resulting explanations assist developers, 
as intended, is still pending. None of the papers in Research 
Area 2 includes an evaluation with humans. Sixty percent 
perform a functionally grounded evaluation. For instance, 
Martens et  al. (2009) implement their rule extraction 
approach on several datasets and prove that it yields a per-
formance increase in predictive accuracy compared to other 
rule extraction approaches.

The lack of evaluation with humans directly translates 
into a call for future research. In the next step, researchers 
should investigate the quality and efficacy of explanations 
from developers’ perspectives. Moreover, in line with the 
rather technical focus of this research, improvements in the 
technical applicability of XAI methods, such as calculation 
speed, are suggested (Eiras-Franco et al., 2019).

Research Area 3: Explaining AI decisions of specific critical 
black box applications for domain experts

When utilizing complex AI systems as tools for decision-
making, the reasons for particular AI outcomes often remain 
impenetrable to users. However, especially in critical appli-
cation domains, AI decisions should not be acted upon 
blindly, as consequences can be severe (e.g., Gu et al., 2020; 
Su et al., 2021; Zhu et al., 2021). Thus, Research Area 3, 

encompassing 24 papers (13%), proposes XAI methods to 
generate explanations for particular outcomes of specific 
AI-based decision support systems. Decision support sys-
tems incorporating AI predictions and respective explana-
tions serve to support domain experts in their daily work. 
Examples include anticipation of patient no-show behavior 
(Barrera Ferro et al., 2020), legal judgments (Zhong et al., 
2019), and fault detection in industrial processes (Ragab 
et al., 2018). Some XAI methods are specifically designed 
for application in electronic markets, for example, mobile 
malware prediction (Iadarola et al., 2021), early risk detec-
tion in social media (Burdisso et al., 2019), and cost pre-
diction for digital manufacturing platforms (Yoo & Kang, 
2021) (Fig. 7).

Researchers commonly agree that AI-based decision sup-
port systems must be accompanied by explanations to effec-
tively assist practitioners (e.g., Chatzimparmpas et al., 2020; 
Gu et al., 2020; Kwon et al., 2019). Thereby, explanations 
help practitioners better understand AI’s reasoning, appro-
priately trust AI’s recommendations, and take the best pos-
sible decisions (Hatwell et al., 2020; Hepenstal et al., 2021; 
Sun et al., 2021). Against this background, explanations are 
designed to be user-centric, i.e., to address the specific needs 
of certain (groups of) users. For instance, Barrera Ferro et al. 
(2020) propose a method to help healthcare professionals 
counteract low attendance behavior. Their XAI-based deci-
sion support system identifies variables explaining no-show 
probabilities. By adding explainability, the authors aim to 
prevent both practical and ethical issues when implement-
ing the decision support system in a preventive medical care 
program for underserved communities in Columbia, iden-
tifying, e.g., income and local crime rates affect no-show 
probabilities.

Fig. 6   Overview Research 
Area 2

Fig. 7   Overview Research 
Area 3
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To provide domain experts with explanations that meet 
their requirements, XAI methods to produce visual explana-
tions along AI decisions are often employed: For instance, 
Gu et al. (2020) utilize an importance estimation network 
to produce visual interpretations for the diagnoses made by 
a classification network and demonstrate that the proposed 
method produces accurate diagnoses along fine-grained 
visual interpretations. Researchers argue that visualization 
allows users to easily and quickly observe patterns and test 
hypotheses (Kwon et al., 2019). Considering the drawbacks, 
visualizations of large and complex models such as random 
forests remain challenging (Neto & Paulovich, 2021).

Research Area 3 provides an above-average quota of 
evaluations with humans (33%). Majorly, researchers con-
duct user studies to assess the effectiveness of explanations 
(e.g., Chatzimparmpas et al., 2020; Neto & Paulovich, 2021; 
Zhao et al., 2019; Zhong et al., 2019). For example, Zhao 
et al. (2019) conduct a qualitative study with students and 
researchers to investigate the perceived effectiveness of an 
XAI-based decision support system in helping users under-
stand random forest predictions in the context of financial 
scoring. Kumar et al. (2021) even go a step further and imple-
ment their XAI approaches in clinical practice to evaluate the 
trust level of oncologists working with a diagnosis system.

Existing research paves the way for three patterns with 
regard to future opportunities. First, researchers stress the 
need for other types of explainability to ensure a sufficient 
understanding of AI by users (Neto & Paulovich, 2021). Sec-
ond, researchers propose to transfer XAI methods to different 
applications (Mensa et al., 2020). For instance, a novel XAI 
approach to design a conversational agent (Hepenstal et al., 
2021) could also be applied in electronic markets. Third, 
whenever human evaluation is conducted in simulated sce-
narios with simplified tasks, there is a call to conduct applica-
tion-grounded evaluation, such as field studies (Chatzimpar-
mpas et al., 2020) and long-term studies (Kwon et al., 2019).

Research Area 4: Explaining AI decisions of specific black 
box applications for lay users

Similar to Research Area 3, Research Area 4, with seven 
papers (4%), focuses on model-specific XAI approaches to 
produce local explanations. While Research Area 3 targets 

AI users in a professional context, XAI approaches in 
Research Area 4 address lay people, such as users of a music 
platform seeking personalized recommendations (Kouki 
et al., 2020) or evaluating whether texts are similar in terms 
of meaning (Lopez-Gazpio et al., 2017). Thus, this research 
area is highly relevant for electronic markets (Fig. 8).

Given that AI finds its way to many areas of everyday 
life, the relevance of providing lay users with tailored sup-
port when faced with AI systems increases (Wang et al., 
2019). The “target of XAI [in Research Area 4] is an end 
user who depends on decisions, recommendations, or actions 
produced by an AI and therefore needs to understand the 
rationale for the system’s decisions” (Kim et al., 2021, p. 2). 
Often, lay users, such as people affected by automated AI 
decisions or users of AI in daily life, are assumed to pro-
vide a relatively low level of AI literacy (Wang et al., 2019). 
Explanations shall help them to easily scrutinize AI deci-
sions and confidently employ AI systems (Kim et al., 2021; 
Kouki et al., 2020). Like in Research Area 3, researchers 
predominantly develop approaches to generate explanations 
for particular outcomes of specific AI models. Most result-
ing explanations are visual (Kim et al., 2021, 2020a; Kouki 
et al., 2020; Wang et al., 2019).

Research Area 4 provides an above-average percentage 
of evaluation with (potential) users (57%) (Kim et al., 2021; 
Kouki et al., 2020; Lopez-Gazpio et al., 2017). For instance, 
Kim et al. (2021) experimented with undergraduate students 
using an XAI system for video search to evaluate the quality 
of explanations and their effect on users’ level of trust. They 
find that the XAI system yields a comparable level of effi-
ciency and accuracy as its black box counterpart if the user 
exhibits a high level of trust in the AI explanations. Lopez-
Gazpio et al. (2017) conduct two user studies to show that 
users perform AI-supported text processing tasks better with 
access to explanations. Only one paper follows functionally 
grounded evaluation, using a Netflix dataset (Zhdanov et al., 
2021), showing that explainability does not need to impact 
predictive performance negatively.

One commonly mentioned avenue for future research is 
to transfer XAI approaches—which are often developed for 
specific applications—to other contexts. For instance, an 
XAI approach designed for a medical diagnosis tool for lay 
users might also be beneficial when integrated into a fitness 

Fig. 8   Overview Research 
Area 4
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app (Wang et al., 2019). While the authors formulate the 
need to investigate the effectiveness of explanations for lay 
users (Kouki et al., 2020), the lack of functionally grounded 
evaluation also translates into a call for a technical assess-
ment and improvement of XAI approaches, such as compu-
tation time (Kim et al., 2020a).

Research Area 5: Explaining decisions and functioning 
of arbitrary black boxes

The ubiquitous nature of AI and its deployment in an 
increasing variety of applications is accompanied by a ris-
ing number of AI models. Consequently, the need for XAI 
approaches that can work independently from the underlying 
AI model arises (e.g., Ming et al., 2019). Research Area 5, 
among the most prominent research areas with 52 papers 
(29%), addresses this call and develops model-agnostic 
XAI approaches (Moreira et al., 2021). Many methods have 
already been applied for electronic markets, for example, for 
B2B sales forecasting (Bohanec et al., 2017) or prediction of 
Bitcoin prices (Giudici & Raffinetti, 2021) (Fig. 9).

Papers in Research Area 5 are also driven by the desire 
to make the outcomes and functioning of AI systems more 
understandable to users (Fernandez et al., 2019; Li et al., 
2021; Ribeiro et al., 2016). First and foremost, explanations 
intend to assist users in appropriately trusting AI, i.e., criti-
cally reflecting on an AI system’s decision instead of refus-
ing to use it or blindly following it (Förster et al., 2020b). 
However, aiming to contribute to the explainability of arbi-
trary AI models, methods differ from Research Areas 1 to 4 
in two ways.

First, methods are not designed to address specific needs 
in certain applications but aim to explain how and why mod-
els make their decisions in general (e.g., Blanco-Justicia 
et al., 2020). The target group are users of all “domains where 
ethical treatment of data is required” (Ming et al., 2019, 
p. 1), including domain experts (79%), such as managers or 
decision-makers (Bohanec et al., 2017) as well as lay users 
(38%), such as social media users supported by AI to detect 
hate speech (Bunde, 2021). In the latter example, researchers 
show that a dashboard showing and explaining whether a text 
contains hate is perceived as valuable by users, and that the 
XAI feature increased the perception of usefulness, ease of 

use, trustworthiness, and use intention of the artifact. Expla-
nations are constructed to address the standard requirements 
of various AI users of different application domains. As a 
result, explanations are often accessible to a wider audience 
and help users with little AI experience understand, explore, 
and validate opaque systems (Ming et al., 2019). For exam-
ple, for the identification of diseases on an automatic diag-
nosis platform for doctors and patients, building an under-
standable diagnostics flow for doctors and patients (Zhang 
et al., 2018). Second, the XAI methods are not designed to 
be technically tied to specific AI models, but to be applied to 
various AI models (Mehdiyev & Fettke, 2020, p. 4). Thus, 
XAI approaches in this area only access the inputs and out-
comes without making architectural assumptions regarding 
the AI model (Ming et al., 2019).

Most papers in Research Area 5 focus on local explana-
tions (73%). A well-known local method is LIME which 
identifies important features for particular AI predictions by 
learning easy-to-interpret models locally around the inputs 
(Ribeiro et al., 2016). Researchers stress that explanations 
should be human-friendly to facilitate human understanding 
of the reasons for AI decisions (e.g., Cheng et al., 2021). For 
instance, Blanco-Justicia et al. (2020) aim at human-com-
prehensible explanations by limiting the depth of decision 
trees that approximate the AI model’s functioning. Many 
researchers focus on methods to generate counterfactual 
explanations, which align with how humans construct expla-
nations themselves (Cheng et al., 2021; Fernandez et al., 
2019; Förster et al., 2021). Counterfactual explanations point 
out why the AI system yields a particular outcome instead 
of another similarly perceivable one.

The focus of Research Area 5 lies on the XAI methods 
themselves rather than specific applications. Accordingly, 
researchers choose relevant but exemplary use cases to eval-
uate their proposed XAI methods, such as the prediction of 
credit risk (Bastos & Matos, 2021), churn prediction (Luky-
anenko et al., 2020), or mortality in intensive care units 
(Kline et al., 2020). To demonstrate versatile applicability, 
researchers often implement their approaches on a range 
of datasets from different domains including applications 
in electronic markets such as fraud detection (Hardt et al., 
2021) or news-story classification for online advertisements, 
which helps improve data quality and model performance 

Fig. 9   Overview Research 
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(Martens & Provost, 2014). XAI approaches in Research 
Area 5 could beyond be applied to electronic markets—for 
example, an XAI dashboard consolidating a large amount of 
data necessary for child welfare screening is also considered 
helpful for different data-intensive online platforms (Zytek 
et al., 2021).

Like in Research Areas 1 and 2, most papers conduct 
functionally grounded evaluation (52%). However, as repeat-
edly stated by the authors in this research area, XAI methods 
are designed to assist humans in building appropriate trust 
(e.g., Bunde, 2021; van der Waa et al., 2020). Accordingly, 
in recent years, papers include evaluations with users (46%) 
(Abdul et al., 2020; Hardt et al., 2021; Ming et al., 2019). 
User studies serve, for instance, to assess perceived charac-
teristics of explanations (Förster et al., 2020b, 2021) or to 
compare the utility of different explanations for decision-
making (van der Waa et al., 2020). Researchers often resort 
to simplified tasks with subjects being students (Štrumbelj 
& Kononenko, 2014) or recruited via platforms like Amazon 
Mechanical Turk (van der Waa et al., 2020).

As evaluation is often conducted in somewhat artificial 
settings, researchers propose to evaluate model-agnostic 
XAI methods in realistic or real settings, for instance, 
through field experiments (Bohanec et al., 2017; Förster 
et  al., 2020b, 2021; Giudici & Raffinetti, 2021). Other 
recurring themes for future research include the expansion 
of the ideas to other application domains (e.g., Spinner et al., 
2020; Zytek et al., 2021). Finally, further empirical research 
is requested to identify required modifications of existing 
XAI approaches and specific requirements that can serve as 
a starting point for the design of novel XAI methods (Moradi 
& Samwald, 2021).

Research Area 6: Investigating the impact of explanations 
on lay users

There is a substantial body of literature developing XAI 
methods to automatically generate explanations (cf. Research 
Areas 1 to 5); however, insights on the role of explainabil-
ity in human-AI interaction are somewhat rare (Ha et al., 
2022; Narayanan et al., 2018; Schmidt et al., 2020). Against 
this background, this research area with 22 articles (12%) 
empirically investigates user experience and user behavior 

in response to explanations, such as understanding of and 
trust in the underlying AI system (Dodge et al., 2018; Shin, 
2021a; van der Waa et al., 2021). The focus lies on lay users 
as an explanation’s target group of (100%). Many papers 
investigate XAI for electronic market applications—for 
example, recommendation of online news articles (Shin, 
2021a), intelligent tutoring (Conati et al., 2021), or credit 
risk assessment (Moscato et al., 2021) (Fig. 10).

Researchers stress the importance of involving users to 
derive how explanations should be designed (Wanner et al., 
2020b). Articles in this research area pursue two goals: (i) 
generating insights on how explanations affect the interac-
tion between users and AI and (ii) deriving requirements 
for adequate explanations. More concretely, research-
ers investigate lay user experience and lay user behavior, 
such as trust (Alam & Mueller, 2021; Burkart et al., 2021; 
Conati et al., 2021; Hamm et al., 2021; Jussupow et al., 
2021; Schmidt et al., 2020; Shin, 2021a, 2021b), under-
standing (Lim et al., 2009; Shen et al., 2020; Shin, 2021a, 
2021b; van der Waa et al., 2021), perception (Fleiß et al., 
2020; Ha et al., 2022; Jussupow et al., 2021; Shin, 2021a), 
and task performance (van der Waa et al., 2021). Lay users 
considered are, for instance, potential job candidates inter-
acting with conversational agents in recruiting processes 
(Fleiß et al., 2020) or diabetes patients interacting with a 
decision support system to determine the correct dosage 
of insulin (van der Waa et al., 2021). Based on their find-
ings, researchers contribute knowledge on how practical 
explanations can be designed (Dodge et al., 2018; Förster 
et al., 2020a; Wanner et al. 2020b). Most of these findings 
are valid for electronic markets, such as AI-led modera-
tion for eSports communities (Kou & Gui, 2020) or patient 
platforms with AI as the first point of contact (Alam & 
Mueller, 2021). The authors of the latter study find that 
visual and example-based explanations had a significantly 
better impact on patient satisfaction and trust than text-
based explanations or no explanations at all.

A reoccurring study design to investigate user experience 
and behavior is a controlled experiment with human subjects 
performing simplified tasks (Lim et al., 2009). For exam-
ple, Burkart et al. (2021) investigate users’ willingness to 
adapt their initial prediction in response to four treatments 
with different degrees of explainability. Surprisingly, in their 

Fig. 10   Overview Research 
Area 6



	 Electronic Markets           (2023) 33:26 

1 3

   26   Page 16 of 30

specific study, all participants improved their predictions 
after receiving advice, regardless of whether it featured an 
explanation. Likewise, Jussupow et al. (2021) investigate 
users’ trust in a biased AI system depending on whether 
explanations are provided or not. They find that users with 
low awareness of gender biases perceive a gender-biased 
AI system that features explanations as trustworthy, as it is 
more transparent than a system without explanations. Focus-
ing on user experience, Shen et al. (2020) examine users’ 
subjective preferences for different degrees of explainability. 
Only a few papers build their work on existing theories. For 
instance, Hamm et al. (2021) adapt the technology accept-
ance model to examine the role of explainability on user 
behavior.

The results in Research Area 6 reveal that explanations 
indeed affect user experience and user behavior. Most papers 
propose a positive effect on human-AI interaction, such as an 
increase of users’ trust in the AI system (Lim et al., 2009) or 
intention to reuse the system (Conati et al., 2021). However, 
some studies indicate a contrary effect, i.e., participants sup-
ported by an AI-based decision support tool for text clas-
sification reported reduced trust in response to increased 
transparency (Schmidt et al., 2020). Beyond, the findings of 
this research area inform how explanations should be built 
to be effective. For instance, Burkart et al. (2021) found 
that while local and global explanations help improve par-
ticipants’ decisions, local explanations are used more often. 
The findings by Förster et al. (2020a) indicate that concrete-
ness, coherence, and relevance are decisive characteristics 
of local explanations and should guide the development 
of novel XAI methods. Overall, researchers conclude that 
user involvement is indispensable to assess if researchers’ 
assumptions on explanations hold (Shin, 2021a; van der Waa 
et al., 2021).

Results from this research area mainly stem from experi-
ments with recruited participants for simplified tasks, such 
as students (Alam & Mueller, 2021). Paving the way for 
future research, researchers stress the importance of verify-
ing findings with real users performing actual tasks (Shen 
et al., 2020). Furthermore, there is a call for longitudinal 
studies considering that users’ characteristics and attitudes 
might change over time (Shin, 2021a). Finally, while first 
progress is made to consider mediating factors predicting the 

influence of explainability (e.g., Shin, 2021a), most works 
do not tie their studies to theories; thus, there is a call for 
developing and testing theories (Hamm et al., 2021).

Research Area 7: Investigating the impact of explanations 
on domain experts

Most XAI methods are designed to assist domain experts 
in interacting with AI-based decision support systems. To 
better understand how explainability influences user expe-
rience and user behavior in this regard, Research Area 7 
includes 17 empirical papers (9%) with a focus on domain 
experts, such as doctors (Ganeshkumar et al., 2021; Kim 
et al., 2020b) or decision-makers in credit scoring (Huys-
mans et al., 2011). Compared to Research Area 6, fewer 
papers investigate the impact of explanations in electronic 
market applications. Examples include an AI-based sched-
uling platform for healthcare professionals (Schlicker et al., 
2021) and an AI web application for patient analysis and risk 
prediction (Fang et al., 2021) (Fig. 11).

Researchers argue that while there is agreement on the 
need to increase the explainability of critical AI applications, 
insights on how different explanation types affect the inter-
action of domain experts with AI is rare (Liao et al., 2020). 
This research area aims to understand the impact of explain-
ability concerning user experience and user behavior in the 
context of AI-based decision support systems (Chakraborty 
et al., 2021; Elshawi et al., 2019; Liao et al., 2020; Martens 
et al., 2007). Similar to Research Area 6, findings aim to 
provide knowledge on how to design adequate explanations, 
however, with a focus on domain experts (Liao et al., 2020; 
Wanner et al., 2020a).

A reccurring research approach is to conduct experi-
ments investigating the impact of explainability on users’ 
decision-making with AI. In a pioneering paper, Huysmans 
et al. (2011) examine how different degrees of explainability 
affect AI system comprehensibility in a laboratory experi-
ment. They find that decision tables perform significantly 
better than decision trees, propositional rules, and oblique 
rules with regard to accuracy, response time, answer confi-
dence, and ease of use. Moreover, researchers conduct inter-
views to assess user needs for explainability in critical AI 
applications (Liao et al., 2020).

Fig. 11   Overview Research 
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Overall, findings from these studies indicate that explain-
ability can positively influence user experience and user 
behavior of domain experts. The findings by Huysmans et al. 
(2011) outlined above suggest that explainability in the form 
of decision tables can lead to faster decisions while increas-
ing answer confidence. Additionally, findings inform how 
explanations should be designed and applied to yield spe-
cific effects. For example, Elshawi et al. (2019) reveal that 
local explanations are suitable for medical diagnoses to fos-
ter users’ understanding while global explanations increase 
users’ understanding of the entire AI model. Although this 
research area proves the benefit of XAI for domain experts, 
practitioners still struggle with the gaps between existing 
XAI algorithmic work and the aspiration to create human-
consumable explanations (Liao et al., 2020).

While existing studies show that types of explanations, 
such as local and global explanations, vary in effectiveness 
on users’ system understanding, future research may deepen 
these insights and investigate other concepts, such as con-
creteness and coherence. Furthermore, researchers stress 
the importance of further investigating how users’ charac-
teristics moderate explanations’ influence on user experi-
ence and user behavior (Bruijn et al., 2021). Expert users 
of electronic markets are not the focus of research attention 
yet. Finally, while most researchers focus on the impact of 
explanations on users’ perceptions and intentions, there is 
a call for research on actual behavior (Bayer et al., 2021).

Research Area 8: Investigating employment of XAI 
in practice

In contrast to Research Areas 6 and 7, which comprise 
empirical studies to investigate user experience and user 
behavior, Research Area 8 focuses on technical and mana-
gerial aspects of XAI in practice. For instance, research-
ers conduct case studies to examine scalability (Sharma 
et al., 2020) and trade-offs of XAI in practice (Tabankov 
& Möhlmann, 2021). The four papers (2%), which all were 
published between 2019 and 2021, represent the smallest 
research area. Findings predominantly address developers 

(100%) and managers who want to implement XAI in organ-
izations (Sharma et al., 2020) (Fig. 12).

The motivation for this research area is a scarce under-
standing of organizational and technical challenges prac-
titioners face when implementing explanations for AI 
(Hong et al., 2020). Researchers agree that this might 
hinder XAI from addressing critical real-world needs. 
Against this background, empirical studies aim to gener-
ate insights into how XAI can be successfully employed 
in organizations (Hong et al., 2020; Tabankov & Möhl-
mann, 2021).

To this end, Hong et al. (2020) conduct semi-structured 
interviews with industry practitioners to examine the role of 
explainability when developers plan, build, and use AI mod-
els. One important finding is the high practical relevance of 
scalability and integrability of XAI methods—which has not 
yet been the focus of existing research. Building on these 
insights, Sharma et al. (2020) evaluate the performance of 
XAI methods with respect to technical aspects in an electronic 
market–related case study, i.e., anomaly detection for cloud-
computing platforms. Findings reveal that the computation 
time of tree-based XAI methods should be improved to enable 
the large-scale application. Tabankov and Möhlmann (2021), 
with their case study, take a managerial perspective and inves-
tigate trade-offs between explainability and accuracy of XAI 
for in-flight services. Findings suggest that compromises and 
limitations for both sides have to be weighed during the imple-
mentation process.

Insights from this research area pave the way for future 
research: First, when developing novel XAI methods, 
researchers should consider technical aspects, first and 
foremost, scalability (Hong et al., 2020). This is especially 
relevant for electronic market applications, which often need 
to adapt to sudden user growth. Second, more empirical 
research on XAI from an organizational and managerial per-
spective is needed. In particular, further research might pro-
vide deeper insights into whether and to what extent explain-
ability is needed to achieve organizational goals (Tabankov 
& Möhlmann, 2021). Third, there is a call for insights into 
the demands of XAI developers (Hong et al., 2020).

Fig. 12   Overview Research 
Area 8
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Synthesis of XAI research areas in IS literature

In sum, based on theoretical concepts of XAI research and 
methodological concepts of IS research, a cluster analysis 
reveals eight major XAI research areas in IS literature (cf. 
Fig. 13, Appendix).

Five research areas (76% of all papers in our corpus) 
deal with developing novel XAI approaches. This body of 
literature can be further differentiated depending on the 
underlying XAI concepts, first and foremost dependency on 
the AI model and scope of explainability, as well as whom 
explanations address. Research Area 1 and Research Area 
2 both focus on model-specific XAI approaches to generate 
global explanations for expert audiences—domain experts 
in Research Area 1, and developers in Research Area 2. 
Research Area 3 and Research Area 4 entail largely local 
explanations for specific AI models that address domain 
experts and lay users, respectively. Research Area 5 features 
model-agnostic approaches. Overall, the primary purpose 
of explanations is to justify the (decisions of) AI systems 
(Research Areas 1, 3, 4, and 5).

The remaining three research areas comprise fewer arti-
cles (24%) focusing on behavioral science research. Note 
that in our case, the term “behavioral science” not only refers 
to studies that build and justify theory, for instance, in deriv-
ing and testing hypotheses but, more generally, includes 
research that aims at generating empirical insights. Indeed, 
only a few XAI papers in IS derive and test hypotheses. 
Empirical research in our corpus can be distinguished by 
its focus on specific target groups. While Research Area 6 
focuses on lay users, Research Area 7 deals with users with 
domain knowledge. Research Area 8 focuses on developers.

Discussion and conclusion

We conducted a systematic and structured review of research 
on XAI in IS literature. This section outlines opportunities for 
future research that may yield interesting insights into the field 
but have not been covered so far. Subsequently, we describe 
our work’s contribution, implications, and limitations.

Future research agenda

Our synthesis reveals five overarching future research direc-
tions related to XAI research in IS, which, along with a 
related future research agenda, are outlined below: (1) refine 
the understanding of XAI user needs, (2) reach a more com-
prehensive understanding of AI, (3) perform a more diverse 
mix of XAI evaluation, (4) solidify theoretical foundations 
on the role of XAI for human-AI interaction, and (5) increase 
and improve the application to electronic market needs. Note 
that the future research directions and future research agenda 
are by no means exhaustive but intend to highlight and illus-
trate potential avenues that seem particularly promising.

Future Research Direction 1: Refine the understanding 
of XAI user needs

XAI research is criticized for not focusing on user needs, 
which is a prerequisite for the effectiveness of explanations 
(cf. Herse et al., 2018; Meske et al., 2020). Indeed, as argued 
in many papers in the different research areas identified, there 
is still a gap between the research’s focus on novel algorithms 
and the aspiration to create human-consumable explanations 
(e.g., Liao et al., 2020; Seera & Lim, 2014). Areosa and Torgo 
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(2019) stress the necessity to provide insights into the type 
of usage and information XAI tools bring to end users. As 
one of the foci in IS research is the design of user-centric and 
interactive technologies, IS research is predestined to put the 
user at the center of attention and make explanations under-
standable (Bauer et al., 2021). While six of the eight research 
areas focus on broader user groups, i.e., lay users, domain 
experts, or developers, only a few studies base the design of 
XAI approaches on specified target users and their needs (e.g., 
medical experts with different level of domain knowledge). 
This shortcoming has already been raised in studies that call 
for a more user-specific design of XAI solutions (cf. Abdul 
et al., 2018; Miller, 2019). However, only a few studies have 
implemented user-specific designs so far. For instance, Barda 
et al. (2020) propose an XAI approach that produces explana-
tions for predictions based on a pediatric intensive care unit’s 
mortality risk model. It considers user-specific explanation 
and information goals, which vary according to the clinical 
role (e.g., nurses and physicians). Further empirical insights 
highlight the necessity for the user-specific design of explana-
tions, as XAI can only create human agency and appropriate 
trust if it considers the specific user needs (Dodge et al., 2018; 
Elshawi et al., 2019).

We identify several research opportunities to pave the way 
for a refined understanding of XAI user needs: First, more 
empirical research might sharpen insights into how different 
types of explanations affect the behavior and experience of var-
ious user groups and which effects different explanation types 
might have on these groups—for example, medical practition-
ers (e.g., Seera & Lim, 2014). Second, future research could 
refine the differentiation between developers, domain experts, 
and lay users, as other user characteristics besides expertise 
might play a central role (e.g., Cui et al., 2019). For instance, 
the user’s knowledge structure, beliefs, interests, expectations, 
preferences, and personality could be considered (Miller et al., 
2017). Third, the conjunction of user characteristics and the 
purpose of explanations could be analyzed, especially given 
that the purpose of explanations depends on the context and 
user type (Liao et al., 2020). Fourth, future research could put 
more emphasis on investigating the concrete XAI needs of 
developers, which would benefit from explainability (cf. Kim 
et al., 2021) but are so far seldomly addressed. This is under-
lined by the fact that in Research Area 2 (“Revealing the func-
tioning of specific black box applications for developers”), the 
only research area focusing on developers, none of the papers 
evaluates its concepts with actual developers.

Future Research Direction 2: Reach a more comprehensive 
understanding of AI

While a plethora of techniques produce various types of 
explanations, only a few researchers combine different XAI 
approaches with the aim of a comprehensive understanding 

of AI. The overarching goal of XAI is to make AI systems 
and their outcomes understandable to humans, especially 
important when AI supports decision-making in critical 
areas such as healthcare and finance (Pessach et al., 2020). 
Single (types of) explanations are often insufficient to reach 
the ambitious goal of comprehensive user understanding. 
Many researchers underpin that their approaches are only 
one step toward a better understanding of the underlying AI 
systems (e.g., Moradi & Samwald, 2021; Neto & Paulovich, 
2021). However, the question of how to synthesize different 
research efforts to get closer to a comprehensive understand-
ing of AI systems has received little research attention. Espe-
cially in Research Area 1 (“Revealing the functioning of 
specific critical black box applications for domain experts”) 
and Research Area 3 (“Explaining AI decisions of specific 
critical black box applications for domain experts”), both of 
which focus on domain experts, researchers identify the need 
for further explanation types to ensure that users can reach 
a more comprehensive understanding of AI (e.g., Murray 
et al., 2021; Neto & Paulovich, 2021).

Against this backdrop, promising future research oppor-
tunities arise: First, it could be beneficial to investigate the 
combination of different types of explanations which might 
complement each other for user understanding, e.g., local 
and global explanations, a call made in many of the ana-
lyzed papers (cf. Burkart et al., 2021; Elshawi et al., 2019; 
Mombini et al., 2021). So far, efforts on developing novel 
approaches mainly concentrate on either type, with only 
18% of the papers combining local and global interpretabil-
ity (e.g., Burkart et al., 2021; Elshawi et al., 2019). Second, 
a stronger focus on user interfaces might serve as an auspi-
cious starting point for a more complete understanding of 
AI. For example, interactivity would allow users to explore 
an algorithm’s behavior, and XAI approaches to adapt 
explanations to users’ needs (Cheng et al., 2019). Ming 
et al. (2019) provide the first promising attempts in this 
direction, developing an interactive visualization technique 
to help users with little AI expertise understand, explore, 
and validate predictive models. Third, personalized expla-
nations taking into account users’ mental models and the 
application domain can foster understanding (Schneider & 
Handali, 2019). Kouki et al. (2020) are among the first to 
study the problem of generating and visualizing personal-
ized explanations for recommender systems.

Future Research Direction 3: Perform a more diverse mix 
of XAI evaluation

Our analysis shows that existing IS literature on XAI exposes 
a one-sided tendency toward the functional evaluation of XAI 
approaches. Seminal design science contributions emphasize 
the need for rigor in evaluating IT artifacts, including 
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functional evaluations but also “the complications of 
human and social difficulties of adoption and use” (Venable 
et al., 2016, p. 82). While the latter plays a significant role 
in the context of XAI, 71% of the articles that develop 
XAI approaches in our corpus neglect evaluation with 
(potential) users. Only 6% combine functional evaluation 
with user evaluation. Thus, existing research runs the risk of 
inaccurate insights derived from unduly simplified evaluation 
scenarios (Wang et al., 2019). In almost all research areas, 
papers identify a better mix of evaluation methods as one 
of the most important directions for future research (e.g., 
Chatzimparmpas et al., 2020; Kim et al., 2020b).

Proposed avenues for further research are closely linked 
to a call for a more diverse mix of different kinds of evalu-
ations (cf. Venable et al., 2016). First, XAI approaches 
should be more frequently evaluated with humans (cf. 
human-grounded evaluation) to take into account human 
risks associated with novel XAI approaches. For example, 
many papers in Research Area 1 (“Revealing the function-
ing of specific critical black box applications for domain 
experts”) call for a more robust evaluation, including human 
users (e.g., Areosa & Torgo, 2019; Kim et al., 2020b). Sec-
ond, there should be a stronger focus on evaluation with real 
users in real settings (cf. application-grounded evaluation) to 
assess the utility, quality, and efficacy of novel approaches in 
real-life scenarios. This point is stressed by several papers in 
Research Area 3 (“Explaining AI decisions of specific criti-
cal black box applications for domain experts”) (e.g., Chat-
zimparmpas et al., 2020; Kwon et al., 2019) and Research 
Area 6 (“Investigating the impact of explanations on lay 
users”) (e.g., Shen et al., 2020; Shin, 2021a). Third, novel 
evaluation strategies might be investigated that combine 
functionally and human-grounded evaluation to consolidate 
the benefits of both, i.e., the possibility of a robust compari-
son of competing XAI approaches at relatively low cost and 
the consideration of social intricacies.

Future Research Direction 4: Solidify theoretical 
foundations on the role of XAI for human‑AI interaction

Our examination shows that XAI in IS research is 
predominantly not very theory-rich. While broad efforts to 
develop novel artifacts exist, only few papers (24%) explicitly 
focus on contributions to theory by conducting empirical 
research. These studies generate first exciting insights into 
how explainability may affect the experience and behavior 
of AI users (cf. Research Areas 6 and 7); however, only 13 
papers explicitly tie their research to theory. The following IS 
theories have been used to investigate XAI in our literature 
corpus: Activity Theory (Kou & Gui, 2020), Agency Theory 
(Wanner et al., 2020a), Attribution Theory (Ha et al., 2022; 
Schlicker et al., 2021), Cognitive Fit Theory (Huysmans et al., 
2011), Elaboration Likelihood Model/Heuristic Systematic 

Model (Shin, 2021a, 2021b; Springer & Whittaker, 2020), 
Information Boundary Theory (Yan & Xu, 2021), Information 
Foraging Theory (Dodge et al., 2018), Information Processing 
Theory (Sultana & Nemati, 2021), Psychological Contract 
Violation (Jussupow et al., 2021), Technology Acceptance 
Model/Theory of Planned Behavior/Theory of Reasoned 
Action (Bayer et al., 2021; Wanner et al., 2020a), Theory 
of Swift Trust (Yan & Xu, 2021), and Transaction Cost 
Theory (Wanner et al., 2020a). Mainly, cognitive theories are 
employed. As the human side of explanations is both social 
and cognitive, literature points out that explainability in the 
context of human-AI interaction should be viewed through a 
cognitive and a social lens (Berente et al., 2021; Malle, 2006). 
The extant studies pave the way for a diverse and meaningful 
XAI research agenda. It is crucial to add theoretical lenses 
(Wang et al., 2019), to deepen the understanding of the role 
of XAI for human-AI interaction. Extant literature stresses 
the need to further develop and test theories, for example, 
concerning the relationship between XAI and use behavior 
(Hamm et al., 2021).

Pursuing this avenue, first, we call to supplement insights 
based on cognitive theories by investigating XAI through a 
social lens. Second, it might be helpful not only to include 
and test IS theories but also theories from disciplines such 
as social sciences, management, and computer science. XAI 
is multidisciplinary by nature with people, information tech-
nology, and organizational contexts being intertwined. For 
instance, the social sciences might be promising to model 
user experience and behavior as they aim to understand how 
humans behave when explaining to each other (Miller, 2019). 
Third, as extant empirical studies are mostly limited to one-
time interactions between humans and XAI, more research 
on the long-term influence of explanations is needed. For 
instance, the question of how explanations may sustainably 
change users’ mental models and behavior should gain more 
attention. Papers in our body of literature also call for lon-
gitudinal studies considering that users’ characteristics and 
attitudes might change over time (Shin, 2021a). Fourth, the 
organizational perspective on XAI is mainly neglected. Exist-
ing literature examines AI’s influence on the competitiveness 
of companies (e.g., Rana et al., 2022). For different organi-
zations, AI has become an essential source of decision sup-
port (Arrieta et al., 2020); thus, XAI is of utmost importance 
for bias mitigation (Akter et al., 2021a; Zhang et al., 2022). 
Therefore, it would be beneficial to examine the role of XAI 
from an organizational perspective as well.

Future Research Direction 5: Increase and improve 
the application to electronic market needs

The literature review shows that only a minority of 
extant studies aim at solving electronic market-related 
challenges (e.g., Burdisso et al., 2019; Irarrázaval et al., 
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2021). Among business applications, XAI is especially 
relevant for electronic markets, as trust is paramount in 
all buyer-seller relationships (Bauer et al., 2020; Marella 
et al., 2020). Promising first studies on XAI in electronic 
markets focus on recurring use cases, for example, rec-
ommender systems in entertainment (e.g., Zhdanov et al., 
2021), patient platforms in healthcare (e.g., van der Waa 
et al., 2021), and credit platforms in finance (e.g., Moscato 
et al., 2021). Given that electronic markets are increas-
ingly augmented with AI-based systems and their complex 
nature is often an obstacle (Adam et al., 2021; Thiebes 
et al., 2021), electronic markets provide large potential 
for XAI research. To illustrate, the benefit of XAI could 
be explored for AI-based communication with customers 
on company platforms or AI-augmented enterprise IS for 
domain experts in supply chain or customer relationship 
management. While the benefits of XAI in electronic mar-
kets become obvious, an XAI research agenda with a focus 
on the needs of electronic markets might, in turn, benefit 
from diverse cases, including a variety of users.

There are three possible pathways in which research-
ers could address this issue and improve the application to 
electronic markets: First, existing XAI approaches could 
be transferred to and investigated in electronic markets. 
For instance, an XAI approach for conversational agents 
(Hepenstal et al., 2021) could be applied in electronic mar-
kets, for example, in the context of B2C sales platforms or 
for customer support. Second, given the strong interaction 
of people and technology in electronic markets (cf. Thiebes 

et al., 2021), it is pivotal to gain a better understanding of 
users’ needs regarding the explainability of AI in electronic 
markets, for example, users of music platforms (Kouki et al., 
2020), news websites (Shin, 2021a), or streaming platforms 
(Zhdanov et al., 2021) seeking personalized recommenda-
tions. Third, researchers could develop novel XAI methods 
and user interfaces that specifically meet electronic market 
needs, for instance, the ability to work with large amounts 
of data and provide interactive interfaces for business and 
private users. Table 2 summarizes the future research direc-
tions and opportunities outlined above.

Contribution

The contribution of our study is twofold. First, we provide 
a structured and comprehensive literature review of XAI 
research in IS. A literature review is especially important for a 
young and emerging research field like XAI, as it “uncover[s] 
the sources relevant to a topic under study” (vom Brocke 
et al., 2009, p. 13) and “creates a firm foundation for advanc-
ing knowledge” (Webster & Watson, 2002, p. 13). XAI draws 
from various scientific disciplines such as computer science, 
social sciences, and IS. While existing research already views 
XAI through the lenses of adjacent disciplines like social sci-
ences (e.g., Miller, 2019), we accumulate the state of knowl-
edge on XAI from the IS perspective. With its multiperspective 
view, IS research is predestined to investigate and design the 
explainability of AI. In turn, XAI can significantly contribute 
to the ongoing discussion of human-AI interaction in the IS 

Table 2   Future research agenda

Future research directions Future research opportunities

1: Refine the understanding of XAI user needs • Pursue empirical research to sharpen understanding of how explanations 
affect behavior and experience of user groups

• Refine differentiation between user groups for a more complete under-
standing of XAI end-user characteristics

• Analyze the conjunction of XAI user characteristics and the purpose of 
explanations

• Investigate the needs of developers in the context of XAI
2: Reach a more comprehensive understanding of AI • Investigate the combination of different types of explanations

• Investigate user interfaces with a focus on interactivity
• Pursue personalized explanations taking users’ mental models into account

3: Perform a more diverse mix of XAI evaluation • Pursue evaluations with human users
• Pursue evaluations with real users in real-life scenarios
• Combine functionally and human-grounded evaluation

4: Solidify theoretical foundations on the role of XAI for human-
AI interaction

• Investigate XAI through a social lens
• Pursue interdisciplinary approaches, e.g., employ theories from the social 

sciences
• Research the long-term influence of explanations, e.g., on users’ mental 

models
• Examine the role of XAI from an organizational perspective

5: Increase and improve the application to electronic market needs • Transfer existing XAI approaches to electronic markets
• Investigate user needs regarding the explainability of AI in electronic 

markets
• Design XAI approaches that meet specific electronic market requirements
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discipline. Compared to existing works on XAI in IS (e.g., 
Meske et al., 2020), our study is the first to synthesize XAI 
research in IS based on a structured and comprehensive lit-
erature search. The structured and comprehensive literature 
search reveals 180 research articles published in IS journals 
and conference proceedings. From 2019 onward, the number 
of published articles increased rapidly, resulting in 79% of the 
articles published between 2019 and 2021. Model-specific 
XAI methods (53%) are more often in focus than model-
agnostic XAI methods (38%). Most articles address domain 
experts as the target group (62%) and focus on the justifica-
tion of AI systems’ decisions as XAI goal (83%). Extant IS 
research efforts concentrate on developing novel XAI artifacts 
(76%); however, only 23% of the proposed artifacts are evalu-
ated with humans. A minority of studies aim at building and 
justifying theories or generating empirical insights (24%). 
Building on established XAI concepts and methodological 
orientation in IS, we are the first to derive XAI research areas 
in IS. Extant XAI research in IS can be synthesized in eight 
research areas: (1) Revealing the functioning of specific criti-
cal black box applications for domain experts (26% of papers), 
(2) Revealing the functioning of specific black box applications 
for developers (3% of papers), (3) Explaining AI decisions 
of specific critical black box applications for domain experts 
(13% of papers), (4) Explaining AI decisions of specific black 
box applications for lay users (4% of papers), (5) Explaining 
decisions and functioning of arbitrary black boxes (29% of 
papers), (6) Investigating the impact of explanations on lay 
users (12% of papers), (7) Investigating the impact of expla-
nations on domain experts (9% of papers), (8) Investigating 
employment of XAI in practice (2% of papers).

Second, we provide a future research agenda for XAI 
research in IS. The research agenda comprises promising 
avenues for future research raised in existing contributions or 
derived from our synthesis. From an IS perspective, the follow-
ing directions for future research might provide exciting insights 
into the field of XAI but have not yet been covered sufficiently: 
(1) Refine the understanding of XAI user needs, (2) Reach a 
more comprehensive understanding of AI, (3) Perform a more 
diverse mix of XAI evaluation, (4) Solidify theoretical founda-
tions on the role of XAI for human-AI interaction, (5) Increase 
and improve the application to electronic market needs. These 
research directions reflect the imbalance of existing IS research 
with respect to methodological orientation, which so far focuses 
on designing novel XAI artifacts and rather neglects to generate 
empirical insights and develop theory.

Implications

Our findings have implications for different stakeholders of 
XAI research. IS researchers might benefit from our findings 
in three different ways. First, the accumulated knowledge 
helps novice researchers find access to XAI research in IS and 

assists more experienced researchers in situating their own 
work in the academic discussion. Second, the presented state 
of knowledge as well as the future research agenda can inspire 
researchers to identify research themes that might be of inter-
est to future work. Third, our findings on XAI-receptive pub-
lication outlets may assist researchers in identifying potential 
outlets for their work. Furthermore, editors and reviewers are 
supported in assessing whether the research under review has 
sufficiently referenced the existing body of knowledge on XAI 
in IS and to what extent articles under review are innovative 
in this field. Finally, given that IS research predominantly 
addresses business needs (Hevner et al., 2004), our findings 
are particularly suitable for helping practitioners to make use 
of the accumulated knowledge on XAI.

Limitations

The findings of this paper have to be seen in light of some 
limitations. Although we conducted a broad and structured lit-
erature search, there exists the possibility that not all relevant 
articles were identified, due to three reasons. First, while we 
covered all major IS journals and conferences, the number 
of sources selected for our literature search is nevertheless 
limited. Second, although we thoroughly deducted the search 
terms based on existing XAI literature, additional terms might 
have revealed further relevant papers. We tried to mitigate this 
issue by conducting a forward and backward search. Third, 
by focusing on opaque AI systems, we excluded papers that 
deal with the explainability of inherently transparent systems, 
such as rule-based expert systems. Apart from this, by uti-
lizing a quantitative clustering approach to identify research 
areas, our results do not represent the only possible solution 
to synthesize existing IS knowledge on XAI. However, our 
methodology yields a broad, transparent, and replicable over-
view of XAI research in IS. We hope our findings will help 
researchers and practitioners gain a thorough overview and 
better understanding of the body of IS literature on XAI and 
stimulate further research in this fascinating field.
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