




Helmholtz Institute Jena

Annual Report 2022

Imprint

Publisher: Helmholtz-Institut Jena, Fröbelstieg 3, 07743 Jena, Germany
(http://www.hi-jena.de)
@ GSI Helmholtzzentrum für Schwerionenforschung GmbH
Darmstadt, Germany (http://www.gsi.de)
GSI is member of the Helmholtz association of national research
centers (http://www.helmholtz.de).

Editors: Daniel Seipt and Arno Klenke

DOI: http://dx.doi.org/10.15120/GSI-2023-00687

Publication date: August 2023

The Annual Report 2022 of the Helmholtz-Institut Jena is licensed under the Creative Commons
Attribution BY 4.0 (CC BY 4.0): https://creativecommons.org/licenses/by/4.0/

http://www.hi-jena.de
http://www.gsi.de
http://www.helmholtz.de
http://dx.doi.org/10.15120/GSI-2023-00687
https://creativecommons.org/licenses/by/4.0/


Contents

Foreword 10

Promotion of young researchers at the Helmholtz Institute Jena
R. Märtin, C. Hahn, G. Weber . . . . . . . . . . . . . . . . . . . . . . . . . . 13

High Power Laser Development 14

Active Stretcher System for the POLARIS Upgrade
M. Hornung, G.A. Becker, M. Hellwing, J. Hein, M.B. Schwab, F. Schorcht, and
M.C. Kaluza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

POLARIS Upgrade and Connection to Target Area Fraunhofer
M. Hornung, G.A. Becker, M. Hellwing, J. Hein, M.B. Schwab, F. Schorcht, and
M.C. Kaluza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Laser Beam Control by Intense Ultrasound Waves in Ambient Air
Y. Schrödel, C. M. Heyl, and the SOPHIMA consortium . . . . . . . . . . . . 17

Nonlinear post compression at 515 nm and 2 µm wavelength in gas filled multi
pass cells for nonlinear frequency conversion experiments
M. Karst, P. Gierschkey, P. Pfaller, C. Grebing, R. Klas, Z. Wang, T. Heuer
mann, M. Lenski, J. Buldt, M. Müller, M. Gebhardt, J. Rothhardt, and J. Limpert 18

Continuously tunable high photon flux high harmonic source
R. Klas, A. Kirsche, M. Gebhardt, L. Eisenbach, W. Eschen, J. Buldt, H. Stark,
J. Rothhardt, and J. Limpert . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

A new target chamber for the TAF target area
P. Hilz, T. Köhler, M. C. Kaluza, and M. Zepf . . . . . . . . . . . . . . . . . . 20

A common control system for JETi200 and POLARIS at HI Jena
D. Hollatz, P. Hilz, A. Kessler, C. Lee, and M. Zepf . . . . . . . . . . . . . . . 21

4



HELIPORT Progress Report for 2022
C.L. Lee and A. Kessler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Helmholtz LaserPlasma Metadata Initiative (HELPMI)
A. Kessler, M. Kaluza, H. P. Schlenvoigt, F. Pöschel, A. Debus, V. Bagnoud, U.
Eisenbart, and J. Hornung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Laser Particle Acceleration 24

Highly efficient proton acceleration from solid and preexpanded thin foils
I. Salaheldin, M. Shi, P. Hilz, A. Sävert, G. Schafer, and M. Zepf . . . . . . . . 25

Observation of relativistic postsolitons
A. Sävert, C. Zepter, M. C. Kaluza, and M. Zepf . . . . . . . . . . . . . . . . 26

LWFAElectron Dependence on Pulse Front Tilt
C. Zepter, A. Seidel, A. Sävert, M. Zepf, and M. C. Kaluza . . . . . . . . . . . 27

Laserplasma experiments with microdroplet targets
G. A. Becker, M. Nolte, M. Beyer, M. B. Schwab, D. Klöpfel, M. Hornung, M.
Hellwing, F. Schorcht, and M. C. Kaluza . . . . . . . . . . . . . . . . . . . . 28

Probing Ultrafast LaserInduced SolidtoOverdense Plasma Transitions
Y. Azamoum, G. A. Becker, S. Keppler, G. Duchateau, S. Skupin, M. Grech, F.
Catoire, I. Tamer, M. Hornung, M. Hellwing, A. Kessler, F. Schorcht, and M. C.
Kaluza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Shadowgraphy of the plasma evolution around water microdroplets irradiated
by highpower laser pulses
M. Beyer, Y. Azamoum, M. Nolte, G. A. Becker, M. B. Schwab, M. Hornung, M.
Hellwing, and M.C. Kaluza . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Monoenergetic Electron Beams from Controlled Injection in a MultiStage Gas
Cell
A. Seidel, Z. Yu, C. Zepter, A. Sävert, D. Seipt, and M. Zepf . . . . . . . . . . . 31

AllOptical Transverse Emittance Characterization of LaserPlasma Accelerated
Electron Beams
F. C. Salgado, A. Kozan, D. Hollatz, A. Seidel, G. Schäfer, A. Sävert, D. Ullmann,
Y. Zhao, M. Kaluza, and M. Zepf . . . . . . . . . . . . . . . . . . . . . . . . 32

Simulating the Effect of Asymmetric LaserWakefield Generated by Shock front
Rotation on Betatron Xrays
H. Harsh, D. Seipt, and M. Zepf . . . . . . . . . . . . . . . . . . . . . . . . . 33

5



Photon and Particle Spectroscopy 34

Full 3dimensional characterization of laser pulses with orbital angular momen
tum
X. Huang, A. Sävert, G. Schäfer, B. Heinemann, and M. Zepf . . . . . . . . . . 35

Enhanced Ghost Imaging by Illumination Pattern Optimization
T. Tian, Z. Sun, S. Oh, and C. Spielmann . . . . . . . . . . . . . . . . . . . . . 36

Single pixel imaging using Hadamard and Fourier pattern
S. Oh, T. Tian, and C. Spielmann . . . . . . . . . . . . . . . . . . . . . . . . . 37

Long Living Hot and Dense Plasma by Intense LaserNanowire Interaction
E. EftekhariZadeh, P. Tavana, R. Loetzsch, I. Uschmann, T. Siefke, T. Käsebier,
U. Zeitner, A. Szeghalmi, A. Pukhov, O. Rosmej, D. Kartashov, and C. Spielmann 38

Ellipticity Dependence of High Harmonic Generation in MoS2 Monolayer
H. N. Gopalakrishna, R. Hollinger, V. Korolev, A. George, M. Zürch, C. Spiel
mann, A. Turchanian, and D. Kartashov . . . . . . . . . . . . . . . . . . . . . 39

Revealing the ultrastructure of microorganisms using tabletop extreme ultravi
olet ptychography
C. Liu, W. Eschen, J. Limpert, and J. Rothhardt . . . . . . . . . . . . . . . . . 40

Tabletop Nanoscale Materialspecific Imaging at 13.5 nm Wavelength
W. Eschen, C. Liu, D. Molina Penagos, R. Klas, J. Limpert, and J. Rothhardt . 41

Platform for combined heavyion highenergylaser experiments
Zs. Major, P. Hesselbach, P. Neumayer, B. Zielbauer, X. Yu, K.Weyrich, A.
Tauschwitz, D. Varentsov, V. Bagnoud, R. Belikov, B. Winkler, J. Lütgert, D.
Kraus, and D. Riley . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Scanning highsensitive xray polarization microscopy
B.MarxGlowna, B. Grabiger, R. Lötzsch, I. Uschmann, A.T. Schmitt, K.S. Schulze,
A. Last, T. Roth, S. Antipov, H.P. Schlenvoigt, I. Sergeev, O. Leupold, R. Röhls
berger, and G.G. Paulus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

A Novel Compton Telescope for Polarization Measurements up to 1 MeV
W. Middents, G. Weber, U. Spillmann, T. Krings, and Th. Stöhlker . . . . . . . 44

High Resolution XRay Studies of Fe Using a MicroCalorimeter Detector
M. O. Herdrich, D. Hengstler, A. Fleischmann, C. Enss, T. Morgenroth, S. Trot
senko, G.Weber, R. Schuch, and Th. Stöhlker . . . . . . . . . . . . . . . . . . 45

6



Simulation of the photopeak efficiency ofmicrocalorimeters equippedwith small
volume gold absorbers
G. Weber, P. Pfäfflein, F. Kröger, M. O. Herdrich, D. Hengstler, A. Fleischmann,
and Th. Stöhlker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Improvements in background reduction of metallic magnetic calorimeter data by
means of a coincidence scheme
Ph. Pfäfflein, M. O. Herdrich, G. Weber, and Th. Stöhlker . . . . . . . . . . . 47

HighResolutionMicrocalorimeterMeasurement of N,M→L transitions inU90+

at CRYRING@ESR
F.M. Kröger S. Allgeier, Z. Andelkovic, S. Bernitt, A. Borovik, L. Duval, A. Fleis
chmann, O. Forstner, M. Friedrich, J. Glorius, A. Gumberidze, Ch. Hahn, F.
Herfurth, D. Hengstler, M.O. Herdrich, P.M. Hillenbrand, A. Kalinin, M. Kif
fer, T. Köhler, M. Kubullek, P. Kuntz, M. Lestinsky, B. Löher, E.B. Menz, T. Over,
N. Petridis, Ph. Pfäfflein, S. Ringleb, R.S. Sidhu, U. Spillmann, S. Trotsenko, A.
Warczak, G. Weber, B. Zhu, C. Enss, and Th. Stöhlker . . . . . . . . . . . . . 48

New Regimes of Nuclear Resonance Excitation: First Experiments at the Euro
pean XFEL
R. Röhlsberger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Mössbauer Spectroscopic Imaging of Magnetic Domains
M. Kobayashi, K. Hayakawa, Y. Ishida, Y. Yoshida, and R. Röhlsberger . . . . 50

Ion storage with the new HILITE Penning ion trap
S. Ringleb, M. Kiffer, G.G. Paulus, W. Quint, Th. Stöhlker, and M. Vogel . . . . 51

Preparation of eutectic alloys for liquid metal ion sources and laserinduced dis
sociation dynamics of the gold molecular ion
F. Machalett, B. Ying, B.Wan, M.Kübel, A. Sommerfeld, S. Lippmann, A. M.
Sayler, Th. Stöhlker, and G. G. Paulus . . . . . . . . . . . . . . . . . . . . . . 52

RealTime Observation of TemperatureInduced Nanofaceting on Sapphire Sur
faces
D. J. Erb, J. Perlich, S. V. Roth, R. Röhlsberger, and K. Schlage . . . . . . . . 53

Progress Report of the Negative Ions Laser Photodetachment Project
O. Forstner, V. Gadelshin, K. Stiebing, and K. Wendt . . . . . . . . . . . . . . 54

Theory 56

Optimally chirped laser pulses for increased narrowband photon yield from In
verse Compton Scattering sources
M. A. Valialshchikov and D. Seipt . . . . . . . . . . . . . . . . . . . . . . . . 57

7



Calculations of multipole transitions in Sn II for kilonova analysis
A.I. Bondarev, J. H. Gillanders, C. Cheung, M. S. Safronova, and S. Fritzsche . 58

Radiative recombination of highlycharged ions with polarized electrons
A.V. Maiorova, S. Fritzsche, A. Surzhykov, and Th. Stöhlker . . . . . . . . . . 59

Generalized description of the spatiotemporal biphoton state in spontaneous para
metric downconversion
B. Baghdasaryan, F. Steinlechner, and S. Fritzsche . . . . . . . . . . . . . . . 60

Analytic formula of the critical intensity for highorder harmonic generation
B. Minneker and S. Fritzsche . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Nondipole strongfield approximation for above threshold ionization in fewcycle
pulse
D.F. Dar, B. Minneker, and S. Fritzsche . . . . . . . . . . . . . . . . . . . . . 62

Partialwave representation of the strongfield approximation — length versus
velocity gauge
F. Liu and S. Fritzsche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Accurate molecular ab initio calculations in support of strongfield attosecond
physics experiments
G. Visentin, B. Ying, G. G. Paulus, and S. Fritzsche . . . . . . . . . . . . . . . 64

Spatiotemporal dynamics of positronhydrogen scattering in one dimension
L. G. Jiao, X. H. Ji, and S. Fritzsche . . . . . . . . . . . . . . . . . . . . . . . 65

QED approach to valencehole excitation in closed shell systems
R. N. Soguel, A. V. Volotka, and S. Fritzsche . . . . . . . . . . . . . . . . . . . 66

Detecting the oscillating magnetic field using the vector twisted light atom inter
action
S. Ramakrishna, R. P. Schmidt, A. A. Peshkov, A. Surzhykov, and S. Fritzsche . 67

pWave resonances in exponential cosine screened Coulomb potential
Y. C. Wang, L. G. Jiao, and S. Fritzsche . . . . . . . . . . . . . . . . . . . . . 68

Novel signatures of radiation reaction in electron–laser side scattering
P. Sikorski and D. Seipt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Linear polarization and angular distribution of the Lyman–α1 line following
electronimpact excitation of Hlike ions
Z. W. Wu, Z. M. He, C. Z. Dong, and S. Fritzsche . . . . . . . . . . . . . . . . 70

8



Improvement of the Locally Constant Field Approximation
N. Larin and D. Seipt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Alloptical quantum vacuum signals in twobeam collisions
H. Gies, F. Karbstein, and L. Klar . . . . . . . . . . . . . . . . . . . . . . . . 72

Direct accessibility of the fundamental constants governing lightbylight scatter
ing
F. Karbstein, D. Ullmann, E. A. Mosman, and M. Zepf . . . . . . . . . . . . . 73

Large N externalfield quantum electrodynamics
F. Karbstein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Quantum vacuum processes in the extremely intense light of relativistic plasma
mirror sources
A. SainteMarie, L. Fedeli, Neïl Zaïm, F. Karbstein, and H. Vincenti . . . . . . 75

PauliTermInduced Fixed Points in ddimensional QED
H. Gies, K. K. K. Tam, and J. Ziebell . . . . . . . . . . . . . . . . . . . . . . 76

Publications 77

Theses 90

9



Foreword

Dear friends and members of the Helmholtz Institute Jena,

Since its inception, the Helmholtz Institute has been combining the established scientific ex-
pertise of the University and our partners with the strategic mission of GSI. Embedded into the
Faculty of Physics and Astronomy of the Friedrich Schiller University Jena, the focus of research
at HI Jena is on fundamental and applied research at the borderline of strong-field physics, rela-
tivistic light-matter interactions, and fundamental quantum processes.

Despite emerging cost increases due to spiraling energy prices and growing inflation, the year
2022 marks an upswing and milestone, overshadowed by the consequences and suffering from
the terrible war in Ukraine. In these politically deeply affected times, research at the Helmholtz
Institute has progressed actively during the past year with many ongoing and advanced experi-
ments, as documented by the current annual report.

Figure 1: On November 3rd, the new research building of the Helmholtz Institute Jena was cer
emonially opened after a construction phase of almost 2.5 years. Following a wel
come address by Professor Paolo Giubellino, Scientific Managing Director of GSI and
FAIR, greetings were delivered during the ceremony by representatives of the State of
Thuringia, State Secretary Dr. Katja Böhler for the Thuringia Ministery for Economy,
Science and Digital Society, and State Secretary Professor Barbara Schönig for the
Thuringia Ministery for Infrastructure and Agriculture, as well as by Ministerialdiri
gent Dr. Volkmar Dietz for the Federal Ministry of Education and Research. Presi
dent Professor Walter Rosenthal spoke on behalf of Friedrich Schiller University, and
the Helmholtz Association was represented by its President Professor Otmar Wiestler.
Professor Thomas Stöhlker, Director of the Helmholtz Institute Jena, gave a closing
speech thanking the guests for their celebratory words and their support for the new
research building.

In 2022, a particular highlight was the ceremonial opening of the new research building after a
construction phase of 2.5 years and an investment of €8.9 million for the cost of the construction,
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fully financed by state funds from the Thuringian Ministry of Infrastructure and Agriculture. The
new four-story building provides around 550 square meters of additional floor space including
offices and a seminar room on the two top floors, while on the two lower floors mostly research
laboratories as well as building technology and supply services are located. The building was
constructed on Fraunhofer Street, near the existing institute building on the campus of Friedrich
Schiller University, allowing the basement to be connected to the already existing target labo-
ratory. With it, the institute has received a new eye-catching feature during the past year. With
its clear structure and large panorama windows, the building forms a striking yet pleasing key-
stone to the campus just below the Landgrafen. Last year did not only see the outer white cuboid
grow, but also the laboratory setups gaining shape, thanks to the generous support from the local
government of Thuringia.

The institute’s research infrastructure, which has been additionally improved by the new build-
ing, is a guarantee for the cutting-edge research that will take place at the Helmholtz Institute in
the future, building on the successful track record since the institute’s founding in 2009. Recog-
nition for this research success has resulted in several prizes in late 2022. These include a “Carl
Zeiss Foundation Wild Card Grant” awarded to Dr. Christoph Heyl for research into contactless
light manipulation using ultrasonic waves in gases, a “Hugo Geiger Award for Young Scien-
tists” awarded to Dr. Robert Klas for his work on the development of compact high-power EUV
sources, and the FAIR–GSI Ph.D. Award granted to Johannes Hornung for his outstanding Ph.D.
thesis “Study of Preplasma Properties Using Time-Resolved Reflection Spectroscopy”. While
Dr. Christoph Heyl has established a successful young investigator group at DESY, Robert Klas
and Johannes Hornung are recent graduates of the institute’s graduate school “Research School
of Advanced Photon Science” (RS-APS). Moreover, we are very happy to acknowledge that Dr.
Peter Micke has successfully applied for a Helmholtz Young Investigator Group. He will add
another facet to the research portfolio of the Institute, namely research in the realm of novel
quantum technologies. In 2023, Dr. Micke will start his work on “Quantum Logic Spectroscopy
for Frequency Metrology of Heavy and Simple Ions” with a focus on heavy ions at the highest
charge states at rest as provided by the trapping facility HITRAP at GSI.

HI Jena also takes an active role in the technology transfer as part of the consortium initiative
Digital Innovation Hub Photonics (DIHP). Innovations and business ideas in optics and photon-
ics are selected each year at an “Elevator Pitch” and supported by a research budget for further
development. As an example, in 2022 Dr. Günter Weber (HI Jena), Dr. Uwe Spillmann (GSI)
and Wilko Middents (HI Jena) received one of the grants for the CompCam project, where they
will conduct a feasibility analysis of novel Compton X-ray imaging.

The institute is particularly committed to the education and promotion of young scientists work-
ing at the Helmholtz Institute and its associated Helmholtz Centers. The graduate school has
been an integral part of the Helmholtz Institute for more than ten years and successfully aims to
promote and support young scientists during their Ph.D. studies. Together with its partner school
HGS-HIRe for FAIR, a good number of dedicated courses and soft skills series have been of-
fered to early-career scientists through virtual workshop series. In 2022 more than half of the
55 participants supported by RS-APS came from abroad, which indicates the growing interna-
tionalization of the research school. Approximately 50% of the Ph.D. students actively involved
in RS-APS are 3rd party financed. Due to the influence of the pandemic, a smaller number of
students successfully finished their Ph.D. in the past year (five students in total), but we expect
a significantly increased number of graduations for the upcoming year 2023.

11



Being hosted at the campus of the Friedrich Schiller University, the stimulating contact with
the research groups from the university as well as from the Helmholtz partner centers becomes
prominent in many common activities, not least with the two high-power laser systems POLARIS
and JETi200. With this annual report of the Helmholtz Institute Jena for 2022, we wish to give
glimpses and insights into the ongoing research projects of the institute.

Enjoy reading.
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Promotion of young researchers at the Helmholtz Institute Jena

R. Märtin∗1, C. Hahn1, and G. Weber1

1Helmholtz Institute Jena, Fröbelstieg 3, 07743 Jena, Germany

One main mission of the Helmholtz Institute Jena is
the support and promotion of young researchers. Since
the foundation of the Research School of Advanced
Photon Science (RS-APS) in 2012 the HI Jena has also
its own institution to meet this objective adequately.

RS-APS, which supports the PhD projects of young re-
searchers working at the Helmholtz Institute Jena and its
associated Helmholtz Centers, maintains a steady member-
ship of about 50 to 60 PhD students, of which 5 completed
their doctoral projects in 2022. Compared to previous years

Figure 1: Students of RS-APS presenting a hands-on model
of a particle accelerator at the exhibition “Lange Nacht der
Wissenschaft”.

∗r.maertin@hi-jena.gsi.de

this is a slight downturn in graduations, following the dis-
ruptions caused by the COVID-19 pandemic. We therefore
expect a significant increase of doctoral students finishing
their theses in the upcoming year.

Moreover, the end of the contact restrictions led to a
catch-up effect of events, workshops and conferences for
the HI Jena science community which also hampered due
to the lack of possible time slots the organization of a Lec-
ture Week by RS-APS. An example is the event “Lange
Nacht der Wissenschaft”, which took place in Jena in
November 2022. This event holds a long tradition and in-
volves many actors from science and industry who open
their doors to the general audience and try to fascinate the
guests with exciting aspects of their research and develop-
ment activities. The Helmholtz Institute Jena participated
with several exhibitions stands, that were mainly managed
by RS-APS students. To be more specific, our students
explained to the visitors the principles of a particle cloud
chamber and the working scheme of a LINAC accelerator
structure in a playful manner (see Figure 1).

Figure 2: Development of the percentage of international
students in the Research School of Advanced Photon Sci-
ence.

Moreover, in this report we would like to point out the
continuous progress of the internationalization of our re-
search school. In the year 2022 the percentage of interna-
tional students for the first time jumped above 50 % (see
Figure 2). Out of 55 PhD students that were supported
by RS-APS, 31 students came from abroad (from 16 coun-
tries). Considering that the total number of students is sta-
ble, this underlines the research school’s focus on interna-
tionalization to attract young science talents from all over
the world.
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Active Stretcher System for the POLARIS Upgrade

M. Hornung∗1,2, G.A. Becker2, M. Hellwing2, J. Hein2, M.B. Schwab2, F. Schorcht1, and M.C.
Kaluza1,2

1Helmholtz Institute Jena, Fröbelstieg 3, 07743 Jena, Germany; 2Institute of Optics and Quantum Electronics,

Max-Wien Platz 1, 07743 Jena

We report a reconfiguration of POLARIS’s ac-
tive stretcher system to prepare the operation with
the currently planned laser upgrade. The stretcher-
compressor system’s angle of incidence on the diffrac-
tion gratings is changed from 60.7° to 54°. Further-
more, enhanced spectral shaping capabilities are in-
stalled into the laser chain.

With the recently inaugurated extension building of the
HI Jena our novel joint target area Fraunhofer will be
equipped and prepared for high-intensity experiments with
JETi200 and POLARIS laser pulses. For the connection of
the POLARIS laser system a significant change in the pulse
compressor’s vacuum system is required. Furthermore, a
transport beamline with a switchyard to change between
the individual target areas has to be designed and installed.
Due to optical and geometrical issues it was decided to
change the compressor’s and hence also the stretcher’s an-
gle of incidence from 60.7° [1] to 54°. With this modifica-
tion the full aperture of the compressed laser pulses could
be enlarged from 140 mm to 190 mm while keeping par-
tially the existing pulse compression gratings with a line
density of 1480 l/mm. The new construction of the pulse
compressor including the required vacuum chambers is de-
scribed in another contribution of this year’s annual report.

Figure 1: Photography of the active stretcher
.

In order to fit the spectral dispersion of the pulse com-
pressor with a grating distance of 5.75 m and an angle of
incidence on the gratings of 54° we had to reconfigure the
active stretcher system [2] which was used as a test bed
so far. A photography of the active stretcher is shown in
Figure 1. As far as the main pulse compressor will only
be available in the future we have to setup two pulse com-

∗marco.hornung@uni-jena.de

pressors for test purposes during the commissioning of the
active stretcher in 54°-configuration. The first compressor
is a 10 mm aperture picosecond compressor to recompress
an active stretcher single-pass stretched pulse from 70 ps
to the desired sub-100 fs pulse duration. The second is a
1.8 m grating separation compressor to recompress multi-
pass stretched pulses from 1.5 ns to sub-100 fs pulse dura-
tion. These two compressors are required to investigate and
optimize the performance of the active stretcher in different
operation modes before the installation of the new vacuum
pulse compressor.

Furthermore, we have installed a high-dynamic range
DAZZLER HR45-1030 with a maximum programmable
delay of 14 ps and a spectral resolution of 0.3 nm in combi-
nation with a WIZZLER spectral phase measurement de-
vice [3]. Using these devices in feedback operation we
were able to recompress the single-pass stretched laser
pulses from 70 ps to a transform limited pulse duration of
77 fs (FWHM) as shown in Figure 2. This measurement
was still carried out with the 60.7° angle of incidence and
indicates the spectral shaping capabilities and the very high
temporal quality of the stretched and compressed pulses.

Figure 2: High dynamic range pulse duration measurement
of a 77 fs (FWHM) laser pulse.

The finalization of the the stretching and compression
of nanosecond pulses with ultra-high temporal contrast in
preparation for the major POLARIS upgrade is currently
subject of ongoing work.

References

[1] M. Hornung, Appl. Phys. B 101, 93-102 (2010).

[2] M. Hornung, HI Jena annual report, p. 16 (2018).

[3] https://fastlite.com/.
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POLARIS Upgrade and Connection to Target Area Fraunhofer

M. Hornung∗1,2, G.A. Becker2, M. Hellwing2, J. Hein2, M.B. Schwab2, F. Schorcht1, and M.C.
Kaluza1,2

1Helmholtz Institute Jena, Fröbelstieg 3, 07743 Jena, Germany; 2Institute of Optics and Quantum Electronics,

Max-Wien Platz 1, 07743 Jena

We report on the status of the POLARIS laser up-
grade and the plan to connect the laser system to the re-
cently inaugurated extension building of HI Jena. For
the newly available target area in the extension build-
ing a vacuum beam transport system needs to be de-
signed and installed. In the course of this modifica-
tion the pulse compressor and some components of the
POLARIS laser will be upgraded too.

The output power and the peak intensity of POLARIS
are currently limited by the 140 mm circular free aper-
ture of the tiled-grating pulse compressor [1]. A maximum
pulse energy of 16.7 J and a peak power of 170 TW could
be applied in experiments. On the other hand, the final
amplifier A5 already showed pulse amplification of laser
pulses up to 54 J [2] .

Figure 1: Schematic layout of the Treacy-type pulse com-
pressor with a 54° angle of incidence. Different colours
are repre-senting different spectral components of the laser
pulse.

In order to use the full potential of POLARIS in exper-
iments, an upgrade of the pulse compressor is currently
in preparation. The installation and final assembly of this
upgrade will be installed with the required beam transport
system to the new target area in the extension building of
HI Jena.

A schematic layout of the novel pulse compressor is
shown in Fig. 1. In comparison to the existing pulse com-
pressor the angle of incidence on the diffraction gratings
will be changed from 60.7° to 54°. The grating separa-
tion distance remains unchanged with a value of 5.75 m
between the diffraction gratings. As gratings we will use
2 of the existing gold coated gratings with a line density of
1480 lines/mm and one recently delivered gold grating with
an area of 700 x 390 mm². The 2 existing gratings with a
size of 350 x 190 mm² will serve as the first and last grating
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and the new grating will be used for the second and third
pass replacing the formerly used tiled grating. With the use
of a monolithic grating instead of a tiled grating we will
significantly enhance the stability of the compressed laser
pulses.

In addition to the optical setup, a significantly enlarged
vacuum system is required to support the novel compressor
setup. The vacuum system has to support the pulse com-
pressor as well as a switchyard system to send the laser
pulses either to the existing POLARIS target area or the
new target area Fraunhofer. This vacuum system is cur-
rently under construction where two vacuum chambers for
turning mirrors have already been ordered and are now be-
ing manufactured. The two-existing meter-sized POLARIS
compression chambers will be reused as a switchyard and a
grating support chamber. One large vacuum chamber (4.5
x 1.5 x 1 m³) is furthermore required for the roof mirror
and the 700 mm grating. A sketch of this chamber, which
is currently in its design phase, is depicted in Fig. 2.

Figure 2: Schematic view of the designed pulse compres-
sion chamber (4.5 x 1.5 x 1 m³).

The finalization of the the stretching and compression
of nanosecond pulses with ultra-high temporal contrast in
preparation for the major POLARIS upgrade is currently
subject of ongoing work.
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Controlling coherent light is essential in various sci-
entific fields. Modern laser optics, however, frequently
demands parameter regimes where either the wave-
length or the optical power restricts control schemes
based on the interaction with solid media. We cir-
cumvent these constraints using high-intensity ultra-
sound waves in ambient air to control light. We demon-
strate this approach by acousto-optic (AO) modula-
tion (AOM) of ultrashort laser pulses, entirely omitting
transmissive solid media, surpassing the peak power
limit of current AOM technology by three orders of
magnitude.

Optical methods used to shape, guide, and modulate
laser light rely almost entirely on the interaction of light
with solid media. However, many cutting edge applications
employ parameters where either absorption, e.g., in the ul-
traviolet and infrared spectral regions, or nonlinear optical
effects as well as light-induced damage limit this interac-
tion. While the material-dependent refractive index limits
applicable wavelength and peak power, the material’s in-
ternal structure limits the average power of the light it can
interact with.

To overcome these constraints, we employ gaseous me-
dia, e.g., ambient air [1]. For gases, and in particular noble
gases like He, the transmissive windows are considerably
wider: They extend both into the ultraviolet down to 50 nm
and below 1 nm, corresponding to photon energies above
1 keV, as well as into the near- and mid-infrared. In addi-
tion, gases are effectively immune to damage and support
peak powers about three orders of magnitude higher than
bulk-based AO media.

We overcome the usually weak [2] AO interaction in

gases by employing a high ultrasound pressure in combi-
nation with a reflector enabling an enhanced acoustic field.
In addition, we increase the interaction length by employ-
ing a multi-pass geometry for the optical beam. In this way,
the laser beam (which is propagating under a shallow angle
relative to the sound field wave fronts) undergoes efficient
Bragg-diffraction [3], and after sufficient propagation, it is
partially deflected (Fig. 1A).

In our experiments, this method enables relative de-
flection efficiency of up to 52 % at high peak power
(20 GW) while preserving excellent spatial beam properties
(Fig. 1B–D). Numerical simulations indicate much higher
deflection efficiency upon reaching higher sound pressures.

Our experimental demonstration sets a promising basis
for gas-based laser beam steering, splitting and combin-
ing as well as ultrafast switching and phase modulation.
Prospectively, we expect that similar techniques will enable
translation of other light control schemes such as lenses or
waveguides to the gas phase, promising new opportunities
e.g., for high-power, ultrafast and nonlinear optics.

Funding: DESY Generator program, Claus-Tschira-Boost
Foundation and Carl-Zeiss Stiftung. We acknowledge
DESY and HI Jena, members of the Helmholtz Association
HGF for support and/or the provision of exp. facilities.
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Figure 1: A Schematic of acouto-optic modulation in ambient air. A near-infrared laser beam (measured beam profile
displayed in B) enters a sound field in air, deflecting up to 52 % of the optical power into the first diffraction order. C
shows the beam profile of the diffracted, D of the transmitted beam. Multi-pass geometry not shown.
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Nonlinear post compression at 515 nm and 2 µm wavelength in gas filled
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We present the post compression of 515 nm wave-
length second harmonic pulses of an Yb:fiber laser from
240 fs to 15.7 fs. Additionally, the output of an ultrafast
Tm:fiber laser centered at 2 µm wavelength was post
compressed from 138 fs to 35 fs. These sources render
ideal platforms to drive efficient high harmonic genera-
tion into the XUV and soft X-ray region with excellent
power scaling prospects.

Traditionally, waveguides like noble-gas filled capillar-
ies have been utilized for nonlinear pulse post compres-
sion. While such systems are capable of producing few-
cycle pulses in the millijoule range, their efficiency is fun-
damentally constrained by capillary propagation loss. In
contrast, multipass cells (MPC) have recently gained atten-
tion as a viable alternative to fiber-based post-compression
methods. MPCs offer several advantages, including high
throughput efficiency, compact size, excellent beam quality
preservation, and spatially homogenized spectral broaden-
ing.

Short driving wavelengths, such as those in the visi-
ble spectrum, can provide various benefits for consecutive
nonlinear frequency conversion techniques. In particular,
the highly efficient generation of coherent 46 nm radia-
tion (26.5 eV) using High-Harmonic Generation (HHG) [1]
This scheme has the potential to enable the first Watt-
class HHG table-top source at around 30 eV. On the other
hand, employing ultrafast short-wavelength infrared driv-
ing sources ranging from 1.4 µm to 3.0 µm, is a promis-
ing approach to generate coherent soft X-ray radiation
(SXR) [2]. These high-energy photons in the so-called
water window spectral region (≈ 280 eV - 530 eV) are
highly relevant for high-resolution imaging and XUV-
spectroscopy of biological specimens.

To generate ultrashort pulses (< 20 fs) in the visible
spectral range, the output of an ytterbium-based fiber laser
system was frequency doubled in BBO crystal [3]. At a
conversion efficiency of more than 52 % this allowed for
29 W of average power at 515 nm with a pulse energy of
0.58 mJ and duration of 240 fs. The pulses were spec-
trally broadened in a Herriott-type multipass cell enclosed
in a 0.6 bar krypton atmosphere. Utilizing dispersive mir-
rors, the pulses were recompressed to a duration of 15.7 fs.
Overall the presented scheme allowed for generation of
pulses in green spectral range at 22 W of average power,
corresponding to an efficiency > 40 % (IR to compressed
green pulse). In a preliminary study we demonstrated the
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generation of phase-matched high harmonic radiation up
to 100 eV utilizing the sub-10 cycle pulses with close to
25 GW of peak power.

Figure 1: Schematic of a gas filled multipass cell post-
compression scheme.

In the second experiment [4] we report on the first non-
linear post-compression of the output of a Tm:fiber laser
in a gas-filled MPC. The driving laser system delivers 138
fs pulses (FWHM) and 65 W of average output power at a
repetition rate of 300 kHz at a wavelength of 1940 nm. The
MPC setup in this case consists of two concave, enhanced
silver mirrors suitable for few-cycle pulse generation. The
nonlinear medium is krypton gas at 3 bar absolute pres-
sure. The MPC delivers a record average output power of
51 W with pulses as short as 35 fs and 170 µJ pulse en-
ergy. The herein presented systems render ideal platforms
to drive nonlinear frequency conversion, because they si-
multaneously delivers high average and high peak powers.

The authors acknowledge funding from TAB
(021VF0048 and 2015FGR0094), FhG CAPS, ERC
SALT, FISCOV, ErUM-FSP T05, HGF ExNet-0019-Phase
2–3, DeGeDe (2017 FGR 0076, 501100004404)
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Continuously tunable high photon flux high harmonic source
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A laser-like and high-flux extreme ultraviolet light
source on a lab-scale, based on high harmonic gener-
ation is presented. In the spectral range between 50
and 120 eV, the source delivers a state-of-the-art pho-
ton flux. In contrast to previously reported sources, it
allows for continuous and gap-less tuning of the spectral
emission lines at this high photon flux level.

High harmonic generation (HHG) is an elegant solution
for laser-like radiation in the extreme ultraviolet (XUV)
spectral region on a laboratory scale [1]. Nowadays it en-
ables a plethora of applications, that could formerly only
be done at large scale facilities like synchrotrons or free-
electron lasers. However, the inherent comb-like structure
of the emitted spectrum [1] can be detrimental for some
applications that precisely require a particular photon en-
ergy, e.g., actinic mask inspection for EUV lithography at
13.5 nm (91.8 eV).

Figure 1: Simplified experimental setup. The inset shows
the end facet of HHG-capillary. The core, an inner or-
thogonal fluorine-doped cladding and an outer fused silica
cladding are visible [2].

In this contribution an experimental simple scheme for
achieving a seamless tunability of the spectral position of
the harmonic comb is demonstrated (Fig. 1) [2]. An Yb-
fiber laser system delivering 160 fs, 1.3 mJ pulses at 1030
nm and 50 kHz is used. The pulse energy can be precisely
attenuated by a combination of a half-wave-plate and thin-
film polarizer. These pulses are spectrally broadened in an
argon-filled multi-pass cell and compressed with a chirped
mirror compressor having a fixed dispersion of -1400 fs2

[3]. The entire system is designed in a way, that an attenu-
ation of the initial pulse energy leads to negatively chirped
pulses after the compressor, which are used to drive HHG
in capillary filled with argon or helium.

∗robert.klas@uni-jena.de

Figure 2: Characterization of tunable harmonic spectrum
of argon with the maxima of each harmonic line (a) and its
peak flux, bandwidth and divergence (b) [2].

The propagation of the negatively chirped pulses in the
capillary results in blue-shifting and self-steepening, which
strength depends on the chirp of the initial pulse [4]. This
translates to a change in the instantaneous wavelength at
the peak of the laser pulse and consequently in spectral shift
of the harmonic position. The experimental and theoretical
results are shown in Fig. 2, showing an excellent agreement
[2].

Overall, this source delivers a state-of-the-art photon
flux of > 1011 ph/s/eV (> 109 ph/s/eV) in the spectral
region of 50 to 70 eV (80 to 120 eV) using argon (helium),
while the peak flux, bandwidth of a harmonic line and
the divergence of the XUV beam are nearly constant over
the entire tuning range [2].This novel source will enhance
and facilitate a broad range of applications, e.g. nanoscale
imaging and ultrafast spectroscopy [5].

The research was supported by the ERC (835306,
SALT); Helmholtz (ECRAPS); Fraunhofer (CAPS);
BMBF(13N12082).
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A new target chamber for the TAF target area
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This annual report provides an update on the cur-
rent status of the main target chamber in the new exten-
sion building of the Helmholtz Institute Jena (HIJ). The
target chamber is a crucial component of a larger in-
frastructure project undertaken at the HIJ that aims at
the the combination of the institute’s high-power lasers
(POLARIS and JETi200) for future experiments.

A major infrastructure project is currently underway at
the Helmholtz Institute Jena (HIJ) to establish a state-of-
the-art experimental area in the newly extended building of
the Institute. The project involves the integration of two
high-power laser systems, namely Polaris and JETi200, to
enable combined experiments. These two laser systems,
although different in terms of pulse duration, laser energy,
and frequency, both have the capability of producing rel-
ativistic intensities individually. This unique combination
offers an exceptional experimental platform.

The main objective of this endeavor is to create an ad-
vanced target area that will allow researchers to conduct
groundbreaking experiments. Some of the potential ex-
periments include exploring quantum electrodynamic pro-
cesses such as Breit Wheeler pair production and imple-
menting advanced multi-modal pump-probe schemes to
characterize laser plasma-based processes in real-time.

However, there are several challenges that need to be ad-
dressed in order to realize this project. Synchronizing the
lasers in time and guiding the beams through the beam-
lines into the new target area are crucial tasks. Another
key component of the project is the construction of the new
main target chamber at Frauenhoferstr. (TAF), where the
experiments will take place in the future.

The new target chamber was delivered in 2023 and was
designed with a modular approach to facilitate its installa-
tion in the new building. It consists of five modules, each
measuring 1.2 meters in length and 2.4 meters in width.
The combined modules create a vacuum volume of 6 me-
ters by 2.1 meters, with a height of 1.2 meters (see Figure
1). The chamber’s side flanges are designed as doors to
ensure easy access to the experimental setups.

Within the target chamber, there is a separate decou-
pled breadboard composed of two modules measuring 2.1
by 3 meters. It is supported by a sturdy welded frame to
maintain the stability of the optical setups inside the cham-
ber (see blue structure in Figure 1). The breadboard fea-
tures multiple holes that allow for the direct placement of
alignment-insensitive heavy components, such as radiation
shielding or large magnets, onto the chamber floor instead
of the breadboard itself (see Figure 2).

∗p.hilz@gsi.de

Figure 1: Exterior view of the TAF target chamber. The
two ISO 500 flanges on the front are the connection ports
for the TOR chamber.

Figure 2: Interior view of the TAF target chamber. The
holes in the breadboard are the heavy duty ports (see text).

With the installation of the TAF target chamber the next
components of the vacuum system can be installed in the
near future. Two main components are the so called ‘wed-
ding chamber’, which will combine the Polaris and JETi
beam line or the TOR chamber, which is a switch yard and
beam manipulation chamber for JETi and Polaris.
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A common control system for JETi200 and POLARIS at HI Jena
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The extension building of the Helmholtz-Institut Jena
offers new opportunities for high intensity laser exper-
iments with JETi200 and POLARIS in the new Tar-
get Area Fraunhofer. The scale of those experiments
with both lasers along experimental diagnostics and
data management requires a common control system,
for which we selected Tango Controls. In this annual
report we present the current status of the system ar-
chitecture as well as a selection of applications beyond
the control system aspect.

JETi200 and POLARIS are the two high-intensity laser
systems at the Helmholtz-Institut Jena, that were operated
completely independent from each other since their instal-
lation over 10 years ago. With the new extension build-
ing completed in late 2022, Target Area Fraunhofer of-
fers the opportunity to perform experiments with both sys-
tems at the same time [1, 2]. For this, they need to be
united in many aspects, for example the vacuum systems
and safety systems as well as spatial and temporal pulse
overlap. One often overseen but essential part of this pro-
cess is the software side of things, specifically laser control
and data acquisition. We chose a distributed control sys-
tem called Tango Controls as a tool to unite JETi200 and
POLARIS in a common framework. At the same time, we
want to be able to operate both systems independently if
needed. With Tango Controls we solve this by creating
independent Tango systems with their own databases for
JETi200 and POLARIS as well as for the individual tar-
get areas as depicted on Fig. 1. The systems communicate
with each other using the Common Object Request Bro-
ker Architecture (CORBA), a communication standard for
systems composed of multiples operating systems, diverse
hardware and different programming languages.

Figure 1: The HIJ control system composed of five inde-
pendent Tango systems with their own databases.
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Figure 2: 3 level SCADA architecture of control systems.

Each Tango system is composed of multiple devices, the
central concept and building block of Tango controls. De-
vices are created by device servers and implement a spe-
cific device class. A device can control hardware and pro-
vide its capabilities to the Tango system, essentially func-
tioning as a hardware driver, or it can be purely logical,
for example to provide microservices to the Tango system.
Devices can have multiple commands, attributes and prop-
erties used to control the device. We use Tango controls to
built our control system according to the Supervisory Con-
trol And Data Acquisition (SCADA) architecture, which
categorizes all services into three levels as shown on Fig. 2.
With Tango controls, elements of level 1 and 2 are both im-
plemented as devices while level 3 elements are realized as
Tango client applications.

A common control system like Tango controls offers
more than just control of hardware but provides a common
platform for any application such as data management and
feedback loop implementation. One feedback loop that we
are working on is an automatic pointing stabilization for
JETi200 utilizing an artificial neural network to increase
the fraction of usable shots at our experiments [3]. Here
we acquire the laser pointing with kHz frequency and train
the neural network to predict the deviation of the next shot.
A motorized mirror is then used to steer the beam and com-
pensate this deviation. Another application is data manage-
ment and organization, especially the collection of meta-
data, to interface to the Helmholtz Scientific Project Work-
flow Platform (HELIPORT). Beyond that, Tango controls
paves the way for high-level feedback loops such as auto-
mated LWFA electron beam optimization.
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HELIPORT Progress Report for 2022
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HELIPORT is a Scientific Project Workflow Plat-
form [1] that aims to make the entire life cycle of a
project findable, accessible, interoperable and reusable
according to the FAIR principles [2].

Under the scope of Helmholtz Metadata Collaboration
(HMC)[3], our task is to connect the HELIPORT system
with the POLARIS database. In 2022 we deployed the
HELIPORT system (see figure 1) to the POLARIS Server
(Linux system) which is located in the POLARIS Lab. For
our POLARIS database, we installed the SciCat Metadata
Catalog system on the server [4] (see figure 2). SciCat pro-
vides a Mongo database, a user interface with a powerful
searching capability as well as the REST APIs for access
to other programs. In order to cater the database in SciCat
to the POLARIS experiment , we re-defined the names of
some collections in SciCat’s Mongo database so that exper-
imental data as well as metadata can be properly stored. By
using the generic python library called Pyscicat, both writ-
ing and reading via REST APIs are implemented. In the
writing part, LabView will first collect data and metadata
e.g. from experimental diagnostics and then call Pyscicat
to transfer this data to SciCat’s database.

After being stored in the database, the data of a laser
shot (as the basic unit) will automatically be provided a
PID (persistent identifier) which will be embedded in a
URL. This URL can be manually stored within the Heli-
port Project by the users so that the users can retrieve their
experimental data even after many years. With the help of
HELIPORT and SciCat, the data are now one step further
towards FAIR [2].

Finally, since our experimentalists want to have specific
“table-like” displays of the data (see figure 3), we devel-
oped a Django user interface as a plug-in app within the
HELIPORT system. This plug-in program will collect data
from SciCat’s database using Pyscicat and display them in
a table where columns are instruments’ values. In this web
interface, the users can export the displayed data into Excel
and CSV files. Also the features of hide/show columns and
alias were added. We are currently working on storing the
user’s settings in HELIPORT’s database.
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Figure 1: HELIPORT Web UI [1].

Figure 2: SciCat Web UI [4].

Figure 3: Plug-in UI in Heliport.
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Helmholtz Laser-Plasma Metadata Initiative (HELPMI)

A. Kessler1, M. Kaluza1, H.P. Schlenvoigt2, F. Pöschel2, A. Debus2, V. Bagnoud3, U. Eisenbart3,
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HELPMI project aims at initiating a metadata (MD)
standard for High-Intensity-Laser Systems (HIL) and
correlated experimental data following the F.A.I.R.
principles by defining a vocabulary and an ontology
thereof. While for simulation data the OpenPMD stan-
dard is already well established, nether an exchange
MD nor file format for experimental setups and data are
available so far. With HELPMI we will close this gap
and define a standard, which will be digitally hosted,
machine-readable and extensible by all members of the
community.

The tremendous progress enabled by HIL systems opens
up new horizons in fundamental research and applications.
E.g. relativistic interactions occurring in laser-driven plas-
mas are widely accepted as one of the most promising next-
generation accelerator technologies (LPA: Laser-Plasma-
Accelerator) [1]. The physical processes behind are highly
non-linear and extremely complex, such that experimental
creativity and adaptive studies are required to harness and
exploit this technology in the future. In addition, the ob-
servations from experimental studies need to be compared
against numerical simulations. Sophisticated codes based
on the particle-in-cell approach are developed and used by
many groups worldwide. In order to compare models and
simulation results, benchmark codes and the need for com-
mon data postprocessing tools have been the motivation
for the development of an open and open-source metadata
standard OpenPMD [3].

Within the experimental community a similar metadata
standard has so far not been established yet, in fact not even
been defined, even though there is a wide agreement on the
type of relevant data. We consider to use NeXus [4] as
the starting point. NeXus is a community-driven and well-
established MD and file format standard for experiments in
the Photon and Neutron (PaN) science community.

OpenPMD and NeXus are structured container formats
with keywords, attributes and data, exhibiting structure
and data upon reading, similar to an office document with
embedded tables, calculations etc. Hence, it is highly
likely to find schemes and workflows applicable to HIL
experiments, e.g., “beams”, “geometry”, “detectors” etc.
but these would still have to be transfered into the HIL
context. Meta-standard means that it defines the logi-
cal layout of particle-mesh datasets in an implementation-
independent manner, while allowing for domain-specific
standard extensions like the existing extension for particle-
in-cell codes.

To determine the community’s requirements, we will or-
ganize workshops during HELPMI’s starting phase and ad-

ditionally include some major labs as project observers.
We aim at a wide acceptance of the MD standard, what is
of out-most importance for sustainability beyond the time
frame of this project.

The task of HI-Jena will be to develop a dictionary and
an ontology for the HIL community and to offer an exam-
ple of a self-describing file containing experiment and laser
system data provided with rich metadata according to the
F.A.I.R. principles.

The authors acknowledge funding from Helmholtz Meta-
data Colaboration Platform.
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Highly efficient proton acceleration from solid and pre-expanded thin foils
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We present the preliminary results of proton accel-
eration from laser irradiated plastic foils of different
thicknesses. We consider the effect of circular (CP) and
linear (LP) polarization on the proton energy spectra.
Further, we study the impacts of pre-expanding the tar-
get by introducing a pre-pulse that arrives at the target
a few picoseconds before the main pulse. Record peak
proton energies per Joule of laser energy are observed.

The experiment was conducted with JETi200 laser at
the Helmholtz Institute-Jena. The focal spot diameter was
measured to be 1.8 µm (FWHM), with 2 J on target and a
pulse duration of 25 fs. This leads to a peak intensity of
3× 1021 W/cm2. Fig. 1 shows the experimental setup.

Figure 1: Schematic of the experimental setup.

For CP, a maximum proton energy of ≈ 33 MeV was
observed with a target thickness of (30 − 40) nm. It is in-
teresting to note that the optimal target thickness for radi-
ation pressure acceleration (RPA) is given by L = a0nc

πn0
λ,

where n0 and nc are the electron and the critical density,
respectively. In our case, this corresponds to L ≈ 30 nm,
as n0 = 230nc at λ = 800 nm. Such an optimum is absent
for the LP scan (cf. Fig. 2).

Figure 2: The dependence of the maximum proton energy
on target thickness.

High-energy, mono-energetic proton beams can be ob-
tained with thin targets (10 − 50) nm with circular po-
larization, whereas for thicker targets (90 − 200) nm the
mono-energetic feature is lost and the cut-off energy is sig-
nificantly lower, as shown in Fig. 3.
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Figure 3: The energy spectra for proton beams from 40nm
and 90nm targets with CP irradiation.

We have further studied the effect of pre-expansion of
the target by introducing a controlled pre-pulse (IPp = 4×
1015 W/cm2) with variable time delays (0 − 20) ps with
respect to the main pulse. Depending on the time delay, the
target density may drop before the main pulse irradiates
the target. Maximal proton energies are slightly lower in
expanded foils, and further study is needed to determine if
alternative mechanisms scale better than un-expanded foils.

Figure 4: Maximum proton energy dependence on pre-
pulse delay for 40 nm and 90 nm targets with CP irradia-
tion. The pink area corresponds to the delay interval where
the mono-energetic beams are observed.

In summary, the effect of laser polarization and target
thickness on the energy of the protons accelerated from
solid foils were investigated. For a circularly polarized
laser, a sharp transition to high peak energies and quasi-
monoenergetic spectra is observed for targets > 90 nm. A
variable time delay pre-pulse was used to investigate the
effect of target pre-expansion on proton cut-off energy. An
optimum pre-pulse level was clearly observed, but no im-
provement over the global optimum at 40 nm without pre-
pulse. These results show the most efficient conversion of
laser energy into proton kinetic energy to date. In compari-
son to experiments with similar parameters [2], both cut-off
energy and spectrum are significantly improved.
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Electromagnetic postsolitons have been observed af-
ter the interaction of an ultra intense laser pulses with a
plasma. They are the remains of an electron-ion plasma
sub-cycle soliton, evolving on the ion dynamical time
scale. These spherical expanding plasma structures can
be used as a model for the supernovae explosions [1].
Hence, astrophysical phenomena like acceleration of
charged particles in a shock wave and cosmic ray ac-
celeration can be studied in the laboratory.

Relativistic solitons are formed in the wake of a col-
lapsing ultra intense laser pulse. The high electron density
spikes in a strong nonlinear wakefield can trap red shifted
light from the laser pulse. The postsoliton is the slowly
expanding cavity in the ion and electron densities and can
emit coherent synchrotron radiation [2].

We performed the experiment at the JETi-laser at the In-
stitute for Optics and Quantum Electronics in Jena deliv-
ering pulses of 750 mJ energy and 35 fs duration. The
pulses were focused by an f/13 off-axis parabolic mir-
ror to an elliptical focal spot with dimensions (FWHM)
(8.9 × 12.8)µm2 containing 27% of the energy resulting
in FWHM intensities of IL = 6× 1018 W cm2.

Figure 1: Temporal evolution of a postsoliton

A supersonic gas jet was used, generating a plasma with
electron density ne = 2.5 × 1019 cm−3. We used a few-
cycle microscopy setup consisting of synchronized probe
beam, with a pulse duration of τprobe = 6 fs, and a high
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resolution imaging system, with R < 1.5 µm, to image the
interaction on a CCD camera. By varying the delay be-
tween pump and probe, different stages of the postsoliton´s
evolution were recorded. The position in the gas jet ≈ 1.2
mm was chosen close to the calculated depletion length of
the laser pulses.

Exemplary snapshots are shown in Fig. 1. Here, the
evolution of a postsoliton at two different time steps, 16.6
ps and 83.4 ps is shown. The sphere has grown in size
and reaches a diameter of 6 µm after 16.6 ps and 15 µm
after 83.4 ps. The temporal evolution of this 3D spheri-
cal postsoliton is given by Bulanov and Pegoraro analyt-
ically [1]. The diameter of the sphere is hereby given
by d(t) = d0[5.2 · t/t0]1/3. The best fit of this func-
tion to our measured data shows a good qualitative agree-
ment. d0 = 2µm denotes the resulting initial diameter and
t0 = 0.79 ps the time of creation. However, using the high
temporal resolution of our probe beam we were able to ob-
serve the postsolition directly after its creation. The cre-
ation time of 10s of femtosecond is hereby much shorter
then the result of the fit.

Figure 2: Expansion of postsolitons in spherical geometry.

In summary, using few-cycle microscopy we were able
to observe the creation and evolution of postsolitons. The
measured expansion rate can be described analytically
quite well. In the future, the use of multiple probe beams
would allow us to record the evolution of the same post-
soliton as well as its motion, as predicted by theory [1].
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We report on the influence of spatio-temporal cou-
pling on the electron beam pointing. Laser pulses with
a focal spot exhibiting a spatial chirp (SC) were used
to accelerate electrons via laser driven wakefield accel-
eration (LWFA). By changing the laser’s group delay
dispersion (GDD) and hence the pulse front tilt (PFT)
the electron pointing position could be steered reliably
by several mrad while the electron beam´s divergence
and charge density remain unchanged.

In LWFA the acceleration process can be significantly
affected by the evolution of the laser pulse during the prop-
agation through the plasma. For numerous applications
such as multistaged accelerators or radiation sources the
need for a stable and reliable acceleration regime is in-
evitable [1, 2]. Therefore, a systematic and deeper under-
standing of both laser and plasma physics is required to
achieve this regime and to explore the limits within which
this stable acceleration process can occur.

A laser pulse exhibiting spatio-temporal couplings,
caused for example by a small misalignment in the com-
pressor of CPA systems, deviates from a perfectly matched
laser pulse for LWFA experiments. Consequently, the
question arises, how such couplings in the laser change the
laser-plasma interaction and consequently the electron ac-
celeration leading to differneces in the electron beam prop-
erties.

The experiment was performed at the JETi-200 laser sys-
tem at the Helmholtz Institute in Jena. The laser beam with
a FWHM pulse duration of 21 fs measured in the near field
and energy of 4.1 J was focused by an f/21 off-axis parabola
to a FWHM focal spot diameter of 20 µm reaching an inten-
sity of 3.9× 1019 W/cm2. The electrons were accelerated
in a 5.3 mm long gas cell target with a helium-nitrogen mix-
ture and an electron density of 5× 1018 cm−3 reaching en-
ergies up to 380 MeV using ionization injection. By chang-
ing the laser compressor’s alignment the angular chirp in
the laser near field in vertical direction and therefore the
SC in the focal plane of the laser was changed resulting in a
slight increase in the focus’ vertical dimension as different
spectral components were focused to different transverse
positions.

Fig. 1 shows the results for two different SCs. It can
be seen in (a) that the electrons’ vertical pointing position
changes with applied GDD up to 12 mrad showing a direct
correlation between a PFT in vertical direction and the
electron’s steering direction. Furthermore the magnitude
of the electron deflection amplitude gets larger with larger
SC and therefore larger PFT for the same values of GDD.
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Figure 1: Electron beam properties for different SCs in fo-
cus and different GDDs.

In (b) it can be seen that for both SCs acceleration regimes
can be found, where the vertical and horizontal divergence
are < 2mrad, however, with a larger SC a higher charge
density could be achieved. This shows that a steering of
the electron beam could be achieved without significantly
changing the other properties of the electron beam and
even reaching higher charge densities for larger SCs.
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Liquid microdroplets are a very interesting target for
laser-plasma experiments due to their limited volume
and availability at high repetition rates. A pump-probe
experiment was performed to characterize the stability
of such a target system and the expansion of a plasma
triggered by a millijoule pump laser. Ray tracing simu-
lations were performed to determine the plasma densi-
ty at a specific region of the captured images. Finally,
the target system was implemented in a proton acceler-
ation experiment at the POLARIS laser system. In this
experiment, the profiles of proton beams originating
from droplets of two different liquids were compared.

Microdroplets originating from nozzles are available
at repetition rates of ≈ 1MHz and have a limited vol-
ume. The latter characteristic makes these targets inter-
esting for ion acceleration experiments with high-intensity
lasers (IL > 1018 Wcm−2) since the generated hot elec-
tron plasma, responsible for the electric field that accel-
erates the ions, is confined to the interaction region. The
droplet source was characterized in a dedicated laboratory
equipped with a vacuum chamber and millijoule laser sys-
tem delivering pulses with a full-width-at-half-maximum
pulse duration of τ ≈ 130 fs [1]. A 90:10 beam split-
ter was used to split the laser into a pump and a probe
beam. The pump was frequency doubled to 515 nm and
focused onto the droplets to IL . 1017 Wcm−2 to gener-
ate a plasma. Pre-pulses with similar intensities are used in
laser-plasma experiments at high-power laser facilities to
generate a pre-plasma prior to the arrival of the main pulse
with IL > 1018 Wcm−2. The pre-plasma affects the cou-
pling of laser energy into the target and has, e.g., a signif-
icant influence on the kinetic energies of laser-accelerated
protons [2]. The low energy part of the laser, with a spec-
trum centered around 1030 nm, was used as a probe laser
to illuminate the droplets and the plasma expansion which
were imaged onto a CCD camera. For water droplets an op-
timal spatial stability with σx ≈ 0.7 µm and σy ≈ 0.5 µm
was measured [3]. Fig. 1a shows the expansion of the
irradiated part of the surface of a water droplet 49 ps af-
ter the arrival of the pump laser pulse. To better identify
regions with a certain plasma density, ray tracing simula-
tions were performed and synthetic shadowgrapic images
were created (Fig. 1b). The teal circle marks the droplet
with a constant electron plasma density of 220nc. nc is
the critical density of a plasma. The plasma density ex-
ponentially decays in the outward direction with a scale
length of 0.5 µm. Lime green marks nc, while dark green
marks 0.005nc. Hence, the black edge of the expanded
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Figure 1: a) shows the plasma expansion of a water droplet
and b) shows a simulated shadowgraphic image.

Figure 2: Beam profile of protons accelerated from water
micro droplets (a) and ethylene glycol droplets (b).

droplet in Fig. 1a can be identified as plasma with this
density. At the POLARIS laser system [4], an ion accelera-
tion experiment was performed, in which droplets of water
and ethylene glycol were irradiated by laser pulses having
IL > 1019 Wcm−2, and the resulting proton beam profile
was measured (Fig. 2). The beam profile emitted from
ethylene glycol droplets is more homogenous (b). This
is likely a consequence of the much lower vapour pres-
sure of ethylene glycol compared to water (0.08mbar vs.
23mbar). The remaining laser light outside of the focal
area ionizes the evaporated liquid around the droplets lead-
ing to spatially varying electric fields that deflect the pro-
tons leading to modulated patterns [5]. Hence, it could be
shown that the use of ethylene glycol leads to smoother
proton beam profiles better suited for applications.
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The knowledge of target dynamics is key for re-
alizing an efficient laser-driven ion acceleration us-
ing thin foils, yet it is hardly accessible in experi-
ment or modeling. By capturing the solid-to-plasma
transition during the laser’s rising edge at intensities
I ∼ 1015 − 1016 W/cm2, the detailed target evolution
is achieved. Single-shot probe transmission measure-
ments and a Two-Step model provide unique insights
into the interplay of ionization, collisions and expan-
sion.

Controlling the pre-plasma evolution during the rising
edge of an intense laser interacting with nanofoils is highly
sought after as it defines the initial conditions of the ion
acceleration process. Schemes based on the relativistic
induced transparency [1] promise efficient and volumet-
ric electron heating as the peak penetrates a near-critical
overdense plasma due the relativistic mass increase of the
electrons. Hence, a pre-plasma evolution matched to the
rising edge is needed. While the required nm-spatial and fs-
temporal resolutions are only achievable on large machines,
modeling of the pre-plasma is so far based on approxima-
tions. Here we investigate the initial phase of plasma for-
mation during the rising edge which is, to the best of our
knowledge, not yet described in the literature. This leads
conveniently to detailed pre-plasma properties at the peak
arrival. A 5 nm-thick Diamond-Like Carbon (DLC) foil
transits from solid state to plasma during the pump laser ris-
ing edge depicted in Fig. 1(a) (shaded region) with Ipeak ∼
1015 - 1016 W/cm2. The interaction region is longitudinally

Figure 1: (a) Laser temporal intensity contrast, (b) Measured
T (blue) with shaded region being the standard deviation
over several shots, and T (red) from TSI model.

illuminated with a broadband chirped probe pulse where,
by wavelength conversion into time, the probe transmission
dynamics is recorded [2]. The measured transmission T in
Fig. 1(b) shows a sub-picosecond transition from a transpar-
ent, solid state represented by the plateau to an overdense
plasma T ∼ 0 with τ ∼ 700 fs being the time required for
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T to drop from 90 % to 10 %. As discussed in [2], T ∼
0 can be reached only with a highly overdense (electron
density ne � nc critical density) and expanding plasma
due to the large probe tunneling expected for nanofoils.
The experimental findings were better described using an
original two-step interaction (TSI) model. The transmis-
sion in Fig. 1(b) (red line), is computed assuming a probe
propagating through the plasma with ne calculated from
the TSI. The Drude Model and a Maxwell solver consider-
ing the probe tunneling and its multiple reflections in the
foil are used. The TSI starts with a solid state interaction

Figure 2: (a) ne (t) from SSI model and temperatures Te
and Tlattice from TTM and the PIC code. (b), (c) and (d)
Space-time evolution of ne and ions’ densities in PIC.

(SSI) model which describes the plasma formation from the
solid including the MultiPhoton Ionization (MPI) and the
DLC band structure [2]. At the DLC melting temperature
Tlattice ∼ 0.34 eV, the SSI is bridged to the Particle In
Cell (PIC) code with a plasma slab initialized with ne and
carbon ion densities and temperatures obtained using a two-
temperature model (TTM) (Fig. 2(a)) [3]. In Fig. 2, ne and
carbon ions density profiles confirm the expected and strong
expansion of an overdense plasma. Besides, tunneling ion-
ization does not play a role in the experiment despite being
in a suitable intensity range. MPI dominates in SSI whereas
collisional ionization governs in PIC [3]. This investigation
provides detailed pre-plasma properties at the peak arrival.
In the future, this method will be tested to achieve unprece-
dented pre-plasma description in the relativistic regime.
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We present the results of an off-harmonic, optical
probe experiment at the POLARIS laser, in which
the laser-plasma interaction with water micro-droplets
was investigated. In contrast to experiments with thin
foils, the limited extension of water droplets facilitates
a direct imaging of the plasma expansion process us-
ing shadowgraphy. The strong emission of the laser-
induced plasma at the fundamental and second har-
monic frequency was suppressed by an off-harmonic
probe, a polarization and a spatial filter. A detailed
analysis of the shadowgraphy images allowed us to esti-
mate the plasma expansion velocity.

The probing system [1] utilizes a single pass non-
collinear optical parametric amplifier (NOPA) with a µJ-
level probe energy and a broad bandwidth between 750 nm
to 950 nm. In the experimental setup, a jet of water
is generated by a nozzle that is broken up into droplets
with a diameter of 20 µm. The POLARIS main laser
pulses (100TW) are focused onto the water droplets by
a 30 cm focal length off-axis parabola to intensities of
4× 1019 Wcm−2. The probe pulses are first sent through
a delay stage to adjust the temporal delay between main
and probe pulse (c. f. figure 1).

NOPA

front-end

corona-
graph

10x

focus parabola

HWP
400
mm

400
mm

Figure 1: Experimental setup of the laser-matter interaction
and the imaging system of the probe [2].

The imaging setup consists of a Mitutoyo NIR10x objec-
tive, a glass plate placed under the Brewster angle to sup-
press scattered light of the main pulse and a spatial filter
called coronagraph. As the plasma emission is restricted
to cross-section of the droplet, the central region can be
masked to block out the emission. Therefore, the droplets
were first magnified and imaged in an intermediated plane
where a small circular mask of diameter d = 300 µm (c. f.
figure 2) was positioned. Then the droplets were reimaged
onto a camera.
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Figure 2: Shadowgraphy images of water droplets with
coronagraph for different pump-probe delays τ [2].

When the rising edge of the main pulse arrives, a black-
ening of the central droplet can be observed, which is ex-
plained by ionization and the generation of an overdense
plasma. For increased delays between probe and pump
pulse, the spatial extend of the overcritical plasma is grow-
ing. The expansion of the plasma’s critical density is esti-
mated by measuring the size of the shadow. At τ = 3ps the
plasma starts to grow rapidly, where the front side expan-
sion (vfront = 1.27(6) µm/ps) is faster than on the rear side
(vrear = 0.77(5) µm/ps). For later times, both expansion
velocities decrease. These values are much lower than the
estimated ion sound speed cs = 15 µm/ps using the pon-
deromotive scaling [2, p.9] for hot electrons, which may
suggest different intensity scalings of the electron temper-
ature or the existence of a pre-pulse. However, the values
agree well with results of similar experiments [3, 4].
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1HI Jena, Fröbelstieg 3, 07743 Jena, Germany; 2IOQ, FSU Jena

We report on the development and experimental re-
sults of a multi-stage gas cell for controlled injection
to generate high-energy monoenergetic electron pulses
paving the way for their advanced application. It shows
in first experiments that by choosing different gas-
mixtures and partial-densities in the different regions
of the multi-stage gas cell, electrons with an monoener-
getic feature (energy spread σE of 1 %) can be realized.

The field of laser wakefield acceleration (LWFA) has
rapidly progressed in the last decade and its basic princi-
ples are well understood. To go from the proof-of-principle
acceleration process to mature accelerators, reliable plasma
targets are needed that produce electrons of excellent qual-
ity - small emittance, small energy spread, high energies,
high charge density - for advanced applications such as
seeding of FELs [1] and conventional rf accelerators [2]
or as a source for secondary radiation sources [3]. Simula-
tions [4] show that in order to achieve these quality criteria,
a staged gas cell design is well suited, consisting of a short
region of high-Z gas for ionization injection, followed by a
long region of low-Z gas for postacceleration without ad-
ditional trapping of electrons, leading to high energy, mo-
noenergetic high charge density electrons (see inset Fig. 1).
Based on these considerations, a gas target was designed,

ne(He)
ne(total)

nN(N)

n

x

1
2

3

helium

nitrogen

1

2

3
laser

10mm

Figure 1: Image of the multi-stage gas cell inside the target
chamber. The inset shows the plasma electron density ne
and the nitrogen atomic density (nN ) over the longitudinal
position within the target.

which can be seen in Fig. 1. This gas cell consist of three
distinct regions. The first region for stable guiding the laser
pulse, the second region for controlled ionization using ei-
ther ionization injection, downramp injection or a combi-
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Figure 2: Energy spectrum of an electron bunch using the
multi-stage gas cell and a combination of downramp and
ionization injection.

nation of both and a third region with variable length for
the acceleration of the injected electrons.
CFD simulations with helium in region one and three and
nitrogen in region two show, that the width of the nitrogen
region remains constant during its flow. However, main-
taining a constant static pressure in all three regions is cru-
cial to prevent turbulence and mixing caused by gas flow.
First experiments with this staged gas cell were performed
at the JETi-200 laser system at the Helmholtz Institute in
Jena. The laser beam with a FWHM pulse duration of 23 fs
measured in the near field and energy of 2.5 J on target
was focused by an f/21 off-axis parabola to a focal spot
of 22 µm reaching an intensity of 1.4× 1019 W/cm2. The
first region of the gas cell was a 1.5mm long volume filled
with helium, followed by a 0.4mm long volume of nitro-
gen for injection and a 3mm long volume of helium for
postacceleration. The electron spectra were measured with
a magnet spectrometer with an energy resolution of < 1%.
In Fig.2 a result of that measurement can be seen. It shows
that in the downramp supported ionization injection regime
electron bunches with a monoenergetic feature (σE = 1%)
around 180 MeV could be attained.

The authors acknowledge funding from DFG.
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Here, we report the characterization of the trans-
verse emittance of laser-plasma accelerated electron
beams using conventional pepper-pot masks and com-
pare the results with the novel all-optical method [1].
For our experimental conditions, an averaged normal-
ized emittance of (0.24 ± 0.04) π mm mrad, and a
source size of about (2.4 ± 0.2) µm were obtained.

The emittance determines the volume in phase space oc-
cupied by the particles of an accelerated beam, and, con-
sequently, the quality of the beam provided by the accel-
erator. For example, a low emittance value corresponds to
a high-quality particle beam, since the electrons are better
confined in a smaller volume leading to a high beam bril-
liance.

Different diagnostic methods have been used in exper-
iments to evaluate the emittance of electron beams. In
particular, pepper-pot (PP) mask diagnostics have been
widely used to characterize electron beams generated
through laser-wakefield accelerators (LWFA). Recently, a
new method was proposed by Ref. [1] which is capable of
characterizing the ultra-low emittance of high-energy elec-
tron beams using laser interference (LI) patterns. In this
work, we compare the emittance measurements using the
conventional PP method with the novel LI method.

The setup of the experiment assembled in the JETi200
laser system at the Helmholtz-Institute Jena can be seen in
Fig. 1. The main laser was split into two beams: a central
beam of 60 mm diameter, and, a ring beam with an outer
diameter of 120 mm and an inner diameter of 60 mm. The
central laser beam is focused by an off-axis parabolic mir-
ror (f-number = 16.7) to a spot with a normalized intensity
of a0 ≈ 1.8. The focused laser impinged into a gas mixture
of 95% H2 and 5% N2 which was used on the plasma ac-
celerator with a density of approximately 1.1 × 1019 cm−3.
With these parameters, electron beams with a root-mean-
squared (RMS) divergence θPP

rms ≈ (1.5 ± 0.2) mrad for
PP, θLI

rms ≈ (2.1 ± 0.3) mrad for LI measurements, and a
weighted mean energy of (72.5±5.7) MeV (Lorentz-factor
γ ≈ 143) were generated.

At first, we characterized the transverse emittance using
a pepper-pot mask diagnostic using a 200 µm thick tung-
sten mask with holes of 50 µm diameter (pitch ≈120 µm).
After the electron beam propagated through the pepper-
pot mask, beamlets are formed which are detected on a
YAG:Ce (50 µm thickness) which was imaged by a high-
resolution camera (Andor Marana, model 4.2B.6). An ex-
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Figure 1: Sketch of the experimental layout. This setup
allows the measurement of the emittance of electron beams
using the PP or the LI methods.

ample of a shot of the imaged beamlets is seen in Fig. 2 (a).
Using the method described by Zhang [2], we evaluated an
average emittance of εPP

n = (2.0 ± 0.4) π mm mrad, and
an upper limit for the source size σPP = εPP

n /(γ θPP
rms) ≈

(29.0 ± 6.4) µm, demonstrating that the resolution of PP
method is limited to resolve small source sizes.

Figure 2: Example of shots for the emittance evaluation
using (a) PP and (b) LI methods. (c) shows the peak-to-
valley ratio (background subtracted) used to determine the
emittance and source size from the LI result.

By removing the PP mask from the beam path and al-
lowing the probe laser beam in the setup in Fig. 1 to in-
teract with the electron beam, the emittance can be mea-
sured all-optically. Here, the modulated electron beam is
then imaged again using the YAG:Ce screen as seen in
Fig. 2 (b). The analysis resulted in an average source size
of σLI ≈ (2.4 ± 0.2) µm, and normalized emittance of
εLI
n = (0.24±0.04) π mm mrad, showing an improvement

of an order of magnitude with respect to the PP method, and
comparable to measurements using quadrupole scans [3].

This research was funded by the Federal Ministry of Ed-
ucation and Research of Germany (BMBF) in the Verbund-
forschungsframework (Project No. 05K19SJA).
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A longitudinal density downramp as an injector for
ultra-high intensity laser wakefield acceleration has
been shown to produce quasi-mono-energetic electron
beams [1, 2]. Rotating this sharp gradient is expected
to cause an injection asymmetry resulting in more sig-
nificant transverse betatron oscillations of the electron
beam. An experiment to study the impact of asymmet-
ric injection on betatron yield was conducted at JeTi200
[3]. Here we report on the PIC simulations done in sup-
port of the experimentally observed x-ray spectra.

In the simulation, performed using the particle-in-cell
(PIC) code SMILEI [4] in the 2D geometry, a laser beam
(λ0 = 800 nm, a0 = 3) is focused on the density profiles
with a straight/rotated downramp shown in Fig. 1. The to-
tal plasma length was 4 mm with a ramp profile having a
peak density twice the density in the acceleration section
(8.5× 1017cm−3).

Figure 1: Upper: The simulated density profile for straight
edge (left) and rotated edge (right). Lower: The corre-
sponding simulated LWFA bubbles show axis-symmetric
(left) and asymmetric injection (right).

The asymmetry in the injected beam stemming from
asymmetric downramp injection can be seen clearly in the
rotated shock front case’s lower right panel of Fig. 1. As
can be seen in Fig. 2, the magnitude of the mean transverse
momentum 〈py〉 is clearly larger for larger shock rotation
angles, showing higher beam asymmetries for larger shock
rotation angles. However, the variance ∆p2y was similar
in all the cases, indicating that the shock rotation excites
collective betatron oscillations. Moreover, there was about
∼ 15 % more beam charge with 10 % lower beam energy
for the maximum rotation angle compared to zero rotation.

Finally, we calculated the emitted betatron radiation
spectrum using SMILEI, shown in Fig. 3. Although there
was an increase in 〈py〉 and the total injected charge for
the rotated shock case, the decrement in dominating factor,
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Figure 2: Temporal evolution of the mean transverse mo-
mentum 〈py〉 for different shock angles.

Figure 3: Spectrum of betatron radiation for three different
shock angles having critical energy ≈ 6 keV.

γ (beam energy), lead to no significant change in betatron
properties (as also seen in the experiment [3]). Further tar-
get optimization is required to keep the beam energy high
when rotating the shocks, which will then produce brighter
betatron x-rays.

The authors acknowledge funding from ESF, EU, TAB-
FGR0074, and Freistaat Thüringen.
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Laguerre-Gaussian laser beams with orbital angu-
lar momentum (OAM) are of interest for many exper-
iments, e.g. the structured laser wakefields acceleration
(LWFA) for positrons [1]. To confirm the far-field inten-
sity distribution during the interaction with the target,
we measure the electric field of the laser using the device
INSIGHT[2]. Then the electric field can be fully recon-
structed in three dimensions. The quality of the focal
spot heavily depends on higher-order wavefront aber-
rations. Using a deformable mirror we can correct the
wavefront distortions and achieve a flat wavefront. To
finely tune the intensity distribution of the donut-shape
focal spot, the influence of various wavefront aberra-
tions was studied.

A laser pulse with OAM is generated using a helical-
shaped wavefront achieved through a spiral phase plate
(SPP). The SPP introduces an azimuthal dependence, lϕ,
to the electric field, resulting in a donut-shaped far-field
intensity profile. Here, l denotes the azimuthal index and
ϕ represents the azimuthal angle. The following Fig.1 de-
picts the configuration of an SPP and the resultant focal spot
shape.

Figure 1: (a) The sketch of a spiral phase plate with a phase
gap of 2π (l = 1). (b) The far-field intensity profile of a
beam with OAM is in the shape of a donut.

However, the SPP is designed for a single wavelength, λ0,
resulting in small variations in l for different wavelengths of
an ultrashort laser pulse. This leads to an inhomogeneous
intensity distribution in the focal spot. Moreover, the near-
field intensity distribution and the position of the singularity
point of the SPP along the laser transversal plane are crucial
factors as well affecting the quality of the resulting focal
spot. In our approach, we first optimize the laser focal spot
using a wavefront sensor in a closed loop with a deformable
mirror without the SPP to minimize the wavefront aberra-
tion down to an RMS value of 0.04λ. Then we finely tune
the wavefront by applying higher-order Zernike terms upon
inserting the SPP. Fig.2 shows the results on the focal spot
using an F/21 focus geometry.
INSIGHT[2] is a three-dimensional reconstruction tech-
nique that combines spatially-resolved Fourier-transform
spectroscopy and an alternate-projection phase-retrieval al-
gorithm to obtain the electric field E(x,y,ω) of an ultrashort

Figure 2: The figures demonstrate the influence of different
aberrations, each characterized by a Zernike term with an
amplitude of 0.5λ, on the shape of the focal spot.

laser pulse. It reconstructs both the phase and amplitude
of the laser beam using a Michelson interferometer, where
one path serves as the reference while the other path scans
the delay with a piezo-driven mirror. Fig.3 presents the 3D
reconstruction of the focal spot intensity I(x, y, λ) for the
pulse with OAM. The deviation from the expected donut
shape is due to remaining aberrations and experimental
imperfections, emphasizing the importance of future opti-
mization and characterization.

Figure 3: Spectrally resolved focal spot and the slice-out for
individual wavelengths.

In conclusion, the feasibility of the optimization and 3D
characterization of the laser pulse with OAM is demon-
strated. Laser pulses with OAM can be applied to generate a
structured wakefield suitable for positron acceleration. Ad-
ditional diagnostics like few-cycle shadowgraphy and an
exit mode diagnostic will be used to characterize the laser
pulse at full energy.
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Ghost imaging has great potential for a wide range
of imaging scenarios. The quality of imaging results is
strongly influenced by the speckle pattern used in the
imaging process. Through the careful combination of
patterns with different characteristics, we have opti-
mized ghost imaging to enhance the quality of images
and expand its potential applications to imaging in tur-
bulent and turbid water.

Ghost imaging, also known as single-pixel imaging, is a
revolutionary imaging technique that utilizes a single-pixel
detector to generate images. This unique characteristic
gives ghost imaging enormous potential in terms of
imaging efficiency and resilience in harsh environments
[1]. In single-pixel imaging, illumination patterns play a
crucial role in generating high-quality images.
Contrast-to-noise rate (CNR) and resolution are used as
criteria to evaluate the performance of ghost imaging.
CNR is calculated from the signal and background inten-
sity, then normalized to the noise [2].
Typically, an increase in pattern speckle size leads to an
increase in CNR but a decrease in resolution. This led us
to explore the potential benefits of combining different
speckle sizes in ghost imaging. Through experimentation,
we found that by combining speckles of varying sizes, we
could achieve improved imaging performance in terms of
both CNR and resolution. This novel approach to ghost
imaging not only enhances image quality but also paves
the way for ghost imaging microscopy.
By designing sophisticated illuminating patterns, we
also explored the possibility of applying ghost imaging
in harsh environment, particularly in the challenging
scenario of underwater imaging. Turbidity and turbulence
in water can pose significant challenges to traditional
imaging techniques, making it difficult to capture clear
and accurate images. To address this challenge, we
developed a set of illuminating patterns that combine a
Bessel beam with a random speckle pattern. The Bessel
beam is non-diffractive and self-curable, which makes
it ideal for use in challenging environments. By taking
advantage of the shape of the Bessel beam and combining
it with a random speckle pattern, we were able to achieve
better ghost imaging results with an increased CNR. On
average, this approach resulted in a 50% increase in CNR
compared to using a random speckle pattern alone. Our
experimental results demonstrated that this approach has
significant potential for improving imaging performance
in underwater imaging.
In summary, ghost imaging / single-pixel imaging has a
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Figure 1: Experimental setup. Final ghost imaging results
are obtained by the correlation computation of digital mi-
cromirror device (DMD) loaded patterns and values from
single-pixel detector. Two sets of illumination patterns
were used: one combining speckles of varying sizes with
air as the medium between the DMD and the object, and
the other using a Bessel pattern with water as the medium.

great expectation in various of imaging scenarios. Speckle
pattern is the essential factor that determines the quality
of imaging results. To explore and take advantage of the
speckle pattern, we investigated the law of speckle pattern
combination of different sizes and also the combination
of Bessel beam ring. After experimental validation, it can
be concluded that the proposed methods are capable of
enhancing the final imaging results. The researches gave
deep insight into ghost imaging and greatly expand the
usage of ghost imaging techniques.
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Single pixel imaging (SPI) is a novel technique in
imaging science that has garnered significant attention
in recent years. Unlike traditional imaging methods,
SPI captures information from an object with a single
sensor. In this report, we will introduce different meth-
ods of SPI, which use differential Hadamard patterns
and Fourier patterns.

Differential Hadamard Patterns: Hadamard patterns
are a type of binary pattern that exhibit useful properties
for SPI. Differential Hadamard patterns are generated by
taking the difference between two Hadamard patterns, re-
sulting in a new pattern with positive and negative intensity
values. These patterns are used to sequentially illuminate
the scene, and the transmitted light is measured using a sin-
gle detector. The original image can be reconstructed using
inverse Hadamard transformation. [1].

Fourier Patterns: Fourier patterns are another type of
pattern used in SPI. They are based on the principles of
Fourier transform, which is a mathematical technique used
to analyze signals and images in the frequency domain.
Fourier patterns are generated by modulating the intensity
of a light source with sinusoidal functions of different fre-
quencies and phases. The transmitted light is measured us-
ing a single detector, and the resulting data is analyzed to
reconstruct the original image using inverse Fourier trans-
formation. [2].

Experimental result and outlook: Our experiments are
based on a computational ghost imaging setup using digital
micromirror device (DMD), as shown in Figure 1. Figure 2
shows the reconstructed image using differential Hadamard
pattern and Fourier pattern for a simple 2D material. The
upper figure shows the SPI with differential Hadamard pat-
tern. All values corresponding to the Hadamard spectrum
of the original image are measured, and the original im-
age is reconstructed using inverse Hadamard transforma-
tion. The lower figure shows the SPI with Fourier pattern.
All values corresponding to the Fourier spectrum of the
original image are measured, and the original image is re-
constructed using inverse Fourier transform. SPI with dif-
ferential Hadamard patterns and Fourier patterns offer sev-
eral advantages over traditional imaging techniques. The
main advantages of SPI is that the sequential illumination
and measurement process allows for robust imaging in low-
light conditions or lens-less imaging, making it suitable for
applications in remote sensing, biomedical imaging, and
imaging in challenging environments.

∗sukyoon.oh@uni-jena.de

Figure 1: Conceptual diagram of the SPI system. A
He-Ne laser beam is effectively collimated using a dual-
lens systemto generate different illumination patterns with
the DMD. The transmitted intensity trhough the object is
meausred with a single pixel detector for different illumina-
tion patterns. The object is reconstructed by the correlation
of the intensity signals and the sequenced patterns.

Figure 2: In the top row, SPI with differential Hadamard
pattern is shown. The spectrum field displays the corre-
sponding values of the original image of the object. Using
inverse Hadamard transformation, the original image (char-
acter µ) is reconstructed with 512 measurements. In the
bottom row, SPI with Fourier pattern is shown. The Fourier
spectrum field is measured using Fourier pattern, and the
original image is reconstructed using inverse Fourier trans-
formation with 256 measurements.
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Experimental results on relativistic laser-nanowire
interaction suggest keV tempreture and near solid den-
sity plasma existing on nanosecond time scale after the
interaction. We assume that development of pinch and
accompanying giant magnetic fields in nanowire array
targets (NWs) significantly enhances Weibel instability,
resulting in generation of magnetic fields with ampli-
tudes above 100 T capable to trap very hot and dense
plasma on many nanosecond time scale [1].

In the experiments, 0.7 J, 30 fs laser pulses at the 0.8
µm wavelength were frequency doubled, to enhance the
temporal contrast, with the efficiency about 20% and fo-
cused normal to the target, reaching the intensities ≥ 3 ×
1019 W/cm2 . The targets were arrays of composite NWs
with 100 nm Si core and 50 nm TiO2 cladding, fabricated
on a 50 µm thick Si membrane. As a reference, 25 nm
thick layer of TiO2, deposited on a 50 µm thick Si mem-
brane, was used. Energy spectra of protons, ejected from
the front side of the targets, as well as the spectra of elec-
trons from both, front and rear sides of the target, were
measured with magnetic spectrometers. Two crystal spec-
trometers were used to measure X-ray spectra, generated
in the target. A flat KAP crystal was used to measure the
spectral intensities of different Si ions (up to H-like Si+13)
and a toroidal GaAs crystal was used to measure emission
lines of Ti ions (up to H-like Ti+21) and for 1D imaging
of the emission source. Preliminary results of experimental
campaign were reported in [1] and in Helmholtz Institute
Jena Annual Report 2022.

Figure 1: CCD X-ray image for nanwoires providing 1D
spatial imaging of the Ti X-ray source. Inset: spatially in-
tegrated X-ray spectrum

We observe significant (>3 times) increase in the energy
∗e.eftekharizadeh@uni-jena.de

and the number of high energy protons generated at the
front side of the target for NW morphology in comparison
to the reference flat target. Moreover, our spectral imaging
diagnostic shows that the source of Kα emission lines from
He-like Ti+20 ions, generated in NW arrays, has a shape of
a jet extended up to 1 mm from the target surface (Figure
1). The comparison of the intensity of the He-like Ti ion
emission at the target surface and in the jet, supported by
the analysis of this emission using FLYCHK radiative ki-
netic code, suggests keV-level temperature and near solid
density plasma in the jet. Corresponding estimates, based
on the ionic speed of sound for plasma expansion into vac-
uum, suggest that such hot and dense plasma is sustained
at several nanosecond time scale after the interaction with
the laser pulse.

Figure 2: B-field pattern of flat (a) and NWs(b) generated
780 fs after the interaction of main pulse simulated by 2D
particle-in-cell.

To get insight into the origin of the hot and dense plasma
jet formation, 2D particle-in-cell (PIC) simulations for
laser-target interaction were conducted. The simulations
predict drastically different spatial structure of the mag-
netic field, generated in the plasma of a flat and NWs (Fig-
ure 2). Whereas for the flat target the magnetic field is
concentrated on the plasma surface, for NWs the magnetic
field fills the plasma volume. Therefore, we suggest that
long living hot and dense plasma jets are formed due to
strong (>100 T) magnetic fields, generated by Weibel in-
stability. The instability is significantly enhanced for NW
morphology due to the pinch effect [2] that leads to gener-
ation of giant magnetic fields and strong anisotropy at the
early stage of plasma expansion.
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We report on the results of experimental investigation
on high-order harmonic generation in a MoS2 mono-
layer when changing the laser polarization from circu-
lar to linear for different orientation of the polarization
in respect to the symmetry axes of the crystal. Polar-
ization analysis of harmonic emission reveals elliptic-
ity and helicity dependent enhancement of even order
harmonic intensity that is strongly asymmetric near the
symmetry directions of the crystal.

The study of strong field-driven nonlinear responses
from high harmonic generation (HHG) in two dimension
(2D) materials has been recognised as a valuable tool for
probing ultrafast electron dynamics in the condensed mat-
ter systems. The HHG in 2D-transition metal dichalco-
genides (2D-TMDs) materials is an exciting and rapidly
developing field of research that has the potential to revolu-
tionise photonics and electronics. Recent advances in HHG
from 2D-TMDs have demonstrated the ability to generate
even and odd order harmonics through specific crystal ori-
entations and laser polarizations [1, 2] . In this contribution
we experimentally demonstrate that the polarization depen-
dence of HHG in single layer TMD materials strongly de-
pends on the orientation of the polarization ellipse in re-
spect to the symmetry axes of the crystal and distinctly dif-
ferent for even and odd orders of harmonics.

The Harmonics were generated by 120 fs, 3.5 µm wave-
length laser pulses with the intensity up to 1.3 TW/cm2 in a
monolayer of MoS2. The laser polarization was controlled
by broadband λ/4 and λ/2 waveplates, allowing for orienta-
tion of the polarization ellipse in respect to the crystal axes.
The polarization components of the harmonic emission,
parallel and orthogonal to the major axis of the laser po-
larization, were analyzed using a wire grid polarizer placed
in front of the spectrometer.

We investigate the dependence of the polarization com-
ponents in harmonics emission parallel and orthogonal to
the pump polarization for different orientations of the po-
larization ellipse in respect to the symmetry axes of the
crystal. The exemplary results for 10th order harmonic are
shown in Fig.1. For even harmonics (6th, 8th and 10th) we
observe that the parallel component of the harmonic field
shows helicity independent intensity enhancement for the
pump ellipticity ±0.2 along the zigzag symmetry direction
of the crystal (30◦ rotation angle in Fig.1a). Rotation of
the crystal towards armchair direction results in helicity de-
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Figure 1: Figure 1. Ellipticity and orientation dependent
intensity of 10th harmonic in the component, polarized
a) parallel and b) orthogonal to the laser polarization. c)
Zoomed region from a) around 30◦ crystal orientation an-
gle (zigzag direction), showing transition from symmetric
to strongly asymmetric ellipticity dependence

pendent enhancement with the maximum of the asymmetry
between the negative and positive ellipticities for the crys-
tal orientation ≈8◦ from the zigzag direction (Fig.1c). The
orthogonal component of the harmonic field shows similar
behavior but with the symmetric enhancement for the arm-
chair crystal orientation and maximum of the asymmetry
≈8◦ from the armchair direction. Also, we observe that
the helicity dependence in 8th harmonic has opposite sign
to the helicity dependence of the 10th harmonic. Finally,
odd order harmonics show no ellipticity enhancement for
any orientation of the polarization ellipse in respect to the
crystal symmetry axes.
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We demonstrate position-correlated ptychographic
EUV imaging of unstained, dried cells at 13.5 nm wave-
length, which offers sufficient penetration depths for
identifying intracellular features. By combining in-
frared and XUV illumination, we achieve a millimeter-
squared field of view and sub-60 nm spatial resolution
on selected regions of interest. The strong element con-
trast at 13.5 nm wavelength enables the identification of
nanoscale material composition within specimens.

XUV microscopy offers unused potential in high-
resolution imaging of biological tissues, complement-
ing electron microscopy and fluorescence microscopy [1].
It combines such as nanometer-scale resolution, high
absorption- and phase contrast, and penetration depths in
the µm-scale range. Furthermore, atomic resonances across
the periodic table in the XUV spectral region enable excel-
lent material specificity, allowing investigation of cellular
and sub-cellular features in microorganisms.

Here we demonstrate tabletop XUV ptychographic
imaging of microorganisms at a wavelength of 13.5 nm (92
eV photon energy). The detailed setup and performance
of this microscope have been previously described in a
published article [2]. We investigated dried and unstained
germinating conidia of the filamentous fungus Aspergillus
nidulans as a model eukaryote system in a vacuum environ-
ment [3]. To locate interesting areas on the sample mem-
brane, a fast ptychographic scan using the fundamental IR
laser beam was performed to acquire an overview image of
the entire membrane. This provided a large field of view
(FOV) of 1 mm but with a relatively low resolution of 1.2
µm (Fig. 1 a, center graph). Selected regions of interest
(ROIs) were then imaged using XUV ptychography, which
provided complex transmission images of fungus clusters
and single hyphen with a half-period spatial resolution of
58 nm (Fig. 1 a, XUV micrographs). The XUV images ex-
hibited high absorption and phase contrast due to the large
penetration depths at this wavelength. The reconstructed
amplitude (Fig. 1 b) and unwrapped phase (Fig. 1 c) of
the single hypha were used for calculating the scattering
quotient (Fig. 1 d). The dominating components of sub-
cellular units can therefore be recognized by referring to
the scattering quotients calculated from tabulated atomic
data [4].

In conclusion, we have developed a high-performance
tabletop format XUV ptychographic microscope that pro-
vides unique capabilities for high-resolution, chemical-
sensitive biological imaging. In the future, it appears fea-
sible to combine the presented XUV ptychographic setup
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with other microscopy techniques, such as light fluores-
cence microscopy, to provide information from multiple
imaging modalities and uncover the overall chemical infor-
mation and specific functional information of sub-cellular
features in a single tabletop device. Our work advances
XUV imaging applications and expands possibilities in life
science.

Figure 1: a. Reconstructed A. nidulans on a Si3N4 mem-
brane using the fundamental IR beam (center) and XUV
beam (micrographs). b, c, and d show the reconstructed
amplitude, unwrapped phase, and scattering quotient map
of a single fungi hypha respectively.

The research was supported by the Innovation Pool
of the Research Field Matter of the Helmholtz Associa-
tion of German Research Centers (project FISCOV), the
Thüringer Ministerium für Bildung, Wissenschaft und Kul-
tur (2018 FGR 0080), the Helmholtz Association (in-
cubator project Ptychography 4.0), and the Fraunhofer-
Gesellschaft (Cluster of Excellence Advanced Photon
Sources)
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1HI Jena, Fröbelstieg 3, 07743 Jena, Germany; 2IAP, FSU Jena Albert-Einstein-Str. 15, 07745 Jena, Germany;
3Fraunhofer Institute for Applied Optics and Precision Engineering IOF, Albert-Einstein-Str. 7, 07745 Jena, Germany

We demonstrate high-resolution extreme ultraviolet
imaging with material-specific capabilities using a high-
order harmonic source. A half-pitch resolution of 16
nm is demonstrated on a resolution test chart. Further-
more, the complex transmission of an integrated circuit
is reconstructed. Specific materials like Silicon nitride
and Silicon oxide are identified by analysis of the ampli-
tude and phase images.

In recent years, advances in high-power and ultra-short
laser technology have enabled bright EUV sources uti-
lizing high-harmonic generation (HHG). When combined
with modern coherent imaging modalities, such as pty-
chography, these sources facilitate the development of
compact, high-resolution EUV microscopes that were pre-
viously limited to large-scale facilities. In this study,
we demonstrate high-resolution, material-specific ptycho-
graphic imaging using a high-order harmonic source. The
microscope is based on a high-power ytterbium-doped fiber
laser system, which generates few-cycle pulses with 0.4 mJ
pulse energy. These pulses are focused onto an Argon gas
jet, generating a broad EUV continuum. To image the HHG
source onto the sample, a Schiefspiegler telescope config-
uration consisting of three ML mirrors, which also select
a wavelength of 13.5 nm from the broadband EUV contin-
uum, is employed. For additional information on the pty-
chography setup utilized in this study, we direct the reader
to our recent publication [1, 2].

Figure 1: Reconstructed Siemens star. The brightness and
hue correspond to the reconstructed amplitude and phase.

To demonstrate the advantages of our microscope two
samples were investigated. In the first step, the resolution
of the EUV microscope was characterized using a resolu-
tion test chart (Siemens star), which was scanned for 101
scan positions. At each position, the diffraction pattern was
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Figure 2: a Reconstructed complex transmission of an in-
tegrated circuit b Scattering quotient extracted from the re-
gions indicated in a.

measured with an exposure time of 48 s. The resulting re-
construction of the sample is shown in Figure 1 and demon-
strates a diffraction-limited resolution of 16 nm.

Next, we extracted a thin lamella from a commercially
available solid-state drive and placed it in the EUV micro-
scope. The resulting reconstruction (Figure 2 a) depicts the
integrated circuitry of the memory module. A wide range
of amplitude and phase values are evident, which can be
attributed to the different materials used for the fabrication.
To determine the materials present, the scattering quotient
was calculated from the reconstructed phase and amplitude
values [3]. Figure 2 b shows a histogram of the obtained
scattering quotient for the regions indicated in Figure 2 a,
which enables the identification of typical materials used in
integrated circuits, such as Si3N4, Al and SiO2, by compar-
ison with known scattering quotient values.

In conclusion, high-resolution material-specific imaging
was demonstrate for the first time on a lab-based setup.
This promises metrology applications for a broad range of
fields ranging form microbiology to material sciences.

The research was supported by the Helmholtz Associ-
ation (FISCOV, Ptychography 4.0), the Thüringer Minis-
terium für Wissenschaft, Bildung und Kultur (2018 FGR
0080), and the Fraunhofer-Gesellschaft (CAPS).
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Understanding the behaviour of warm dense matter
(WDM), i.e. matter at temperatures of 1-10 eV and at
pressures of 1-100 Mbar, is essential for planet model-
ling, as such conditions prevail in the interiors of many
astrophysical objects. Such states of matter can be cre-
ated in the laboratory using powerful drivers, albeit,
their behaviour can be influenced by the kind of driver
used to generate them. In contrast to shock-driven
WDM, generated by high-energy nanosecond lasers, at
GSI, Darmstadt, heavy ions represent an alternative
type of powerful driver with the prospect of allowing
for large volumes of WDM to be generated in uniform
physical conditions in local thermal equilibrium on rel-
atively long time scales [1]. Following previous studies
at the HHT experimental area at GSI [2], we have re-
cently equipped this experiment station with a beamline
for the high-energy nanosecond laser pulse of PHELIX,
allowing for laser-driven X-ray diagnostics on matter
heated by the heavy-ion beam.

Laser-driven X-ray diagnostic methods are particularly
suited for studying heavy-ion heated WDM, as they pro-
vide bulk information on changes in the structure of the
sample (e.g. X-ray diffraction) and/or information on the
temperature (e.g. X-ray Thomson Scattering or X-ray ab-
sorption spectroscopy). Fig. 1 shows the experimental

Figure 1: Experimental setup in the HHT target chamber.

setup in the HHT target chamber of our recent commis-
sioning experiment. A suite of diagnostics was used for the
investigation of heavy-ion-heated states of matter. The ion
number and temporal shape of the ion pulse were recorded
by using a fast current transformer (not shown in picture).
The spatial size at the best focussing condition was deter-
mined by using beam-induced fluorescence (BIF) in Ar gas
and optical transition radiation in an Al foil (not shown
here). Two different pyrometry setups were used for tem-
perature measurement. A multi-channel setup gives precise
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temperature information from one point on the target, while
the other provides spatial resolution by imaging the ther-
mal emission in two spectral channels. PHELIX delivered
2-ns-long pulses with 200 J of energy at 527 nm, focussed
with an F/13 lens for the X-ray generation. These pulses
impinging on Ti and Cr backlighter foils resulted in He-α
line emission at 4.75 keV and 5.68 keV, respectively. In an
elaborate target assembly the X-rays then propagated to the
target that was heated by the heavy-ion beam, where they
were scattered and diffracted. The generated X-ray spec-
trum (X-spec), the X-ray Thomson scattering (XRTS), and
X-ray diffraction (XRD) signals were recorded.

In this first experiment using both the heavy-ion beam
and the PHELIX laser pulses, we investigated the effect of
heavy-ion heating on diamond and iron. While the detailed
analysis is still ongoing, Fig. 2 shows XRD and XRTS data
demonstrating that we are clearly able to resolve diffrac-
tion/scattering signals above the background mainly caused
by the heavy-ion beam itself, thereby demonstrating the ca-
pability to obtain structural and temperature information.

Figure 2: Preliminary X-ray diffraction and X-ray Thom-
son scattering images using Ti as backlighter and diamond
as the target.

In conclusion, our diagnostic suite at HHT now includes
laser-driven X-ray capabilities that have been successfully
applied in a first proof-of-principle combined heavy-ion
high-energy laser experiment. While the methods them-
selves were proven to work, the limitation in available
heavy-ion intensity has so far prevented us from entering
the interesting WDM regime. This limitation is expected
to be overcome by the upcoming FAIR facility, where we
will apply the diagnostic methods that we have developed
during the ongoing FAIR phase-0 programme.
This research was supported by BMBF ErUM-FSP APPA.
The presented results are based on the FAIR phase-0 exper-
iment S489.
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B. Marx-Glowna∗1,2, B. Grabiger3, R. Lötzsch3, I. Uschmann1,2,3, A.T. Schmitt3, K.S. Schulze1,2,
A. Last4, T. Roth5, S. Antipov6, H.P. Schlenvoigt7, I. Sergeev8, O. Leupold8, R. Röhlsberger1,2,8,
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Polarization microscopy is one of the most fundamen-
tal and important examination methods in the visible
range for structural investigations. For the first time,
we have succeeded in realizing this methodology in the
hard X-ray range. We could achieve a suppression of
the π-polarization component by 11 orders of magni-
tude, allowing outstandingly sensitive polarization mea-
surements. We have found the first X-ray lenses that
do not influence polarization and have shown that con-
ventional x-ray lenses cannot be used for high-precision
polarimetry.

For the realisation of an X-ray polarization microscope
we combined X-ray polarimetry with scanning microscopy.
High precision X-ray polarimeters are based on Bragg re-
flections close to 45°. For these angles, the polarization
component parallel to the diffraction plane (π-component)
is suppressed. In order to improve the suppression of the
π-component further, a channel is cut into the crystal to
realise multiple reflections at 45° (see Fig. 1, polariser).
Such a channel-cut crystal enables a suppression of the π-
component versus the σ-component of up to 11 orders of
magnitude [1]. As the magnitude of the polarization pu-
rity depends on the divergence of the X-ray source, an X-
ray polarization microscope requires close to perfect rec-
ollimation after focusing the X-ray beam. Both, focusing
and recollimation, must take place between polarizer and
analyzer crystal. Therefore, it is important that the focus-
ing optical elements do not impair polarization. We used
compound refractive lenses (CRLs) as focussing and col-
limation elements. They are based on the refraction of X-
rays. There are several refractive lens materials available.
Their manufacturing process and material properties dif-
fer, which influences the achievable focal sizes and thus
the spatial resolution of the polarisation microscope.

The X-ray polarization microscope was realized at
beamline P01 of the synchrotron PETRA III (DESY) in
Hamburg. Fig. 1 shows the experimental setup of the po-
larization microscope: Four different lens materials were
evaluated for the suitability for polarization microscopy:
Single-crystal diamond lenses, polycrystalline beryllium
lenses, amorphous polymer lenses (SU-8), and glassy car-
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Figure 1: Experimental setup of the x-ray polarisation mi-
croscope. Silicon channel-cut crystals are used to polarise
and analyse the beam. Two lens stacks are placed in be-
tween the crystals to focus and collimate the beam. Ion-
ization chambers (IC), a diode and avalanche photodiodes
(APD’s) are used for detection.

bon lenses. We succeeded in realizing a highly sensitive
polarization microscope with the polymer lenses. With
a polarisation purity of 10−11 of the incoming beam, no
change of the polarisation purity was measurable. The
achieved focus size was (7 x 28) µm. The performance
of the polarimeter was demonstrated by scanning a beryl-
lium foil of 500 µm thickness through the focus of the po-
larized beam. The result shows intensity changes of 2.5 or-
ders of magnitude. The range of intensity change correlates
with the crystallite size of the sample material, indicating
that the polarization change is caused by Bragg reflections
of the crystallites. Compared to X-ray polarimetry alone,
polarization microscopy makes it possible to observe po-
larization changes with high spatial resolution. Knowing
the spatial extension of polarisation-changing materials can
strongly facilitate conclusions about their origin.

The successful combination of highly sensitive X-ray
polarimeters with polarisation-preserving X-ray lenses is a
new method that makes polarisation changes visible on the
µm-scale and has the potential to result in new insight in
many disciplines.
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In the hard x-ray regime from several 10keV up to
a few MeV, a characterization of the (linear) polariza-
tion of a photon beam can be performed via Comp-
ton polarimetry. Within the SPARC collaboration a
precise Compton polarimeter based on a double-sided
segmented planar Si(Li) detector was designed which
is optimized for polarimetry experiments in the energy
range of 60-200keV. A double-sided segmented HPGe
detector added in a telescope configuration to the exist-
ing Si(Li) detector will allow to extend the energy range
to 1MeV. In this Compton telescope configuration the
Si(Li) detector will be used as scatterer and the HPGe
detector as absorber detector.

The applied method to characterize the photon polariza-
tion highly depends on the energy regime. For photon en-
ergies in the hard x-ray regime, i.e. for several 10 keV
up to a few MeV, polarization measurements rely on the
anisotropy of the Compton scattering distribution with re-
spect to the polarization direction of the incident radiation.
This method is described in more detail in [2].

Recently, a detector was developed and comissioned
within the SPARC collaboration with an spectral resolu-
tion of about 1 keV FWHM at a photon energy of 60 keV
[3]. This setup is optimized for polarimetry in an energy
range of about 50–200 keV. This detector consists of a
lithium diffused silicon (Si(Li)) crystal (see Figure 1, left
side) with a thickness of about 9mm. Both the front and
back contact of the detector are segmented into 32 strips
with a width of 1mm each. The strips of the front and
back contact are oriented perpendicular to each other and
are each connected to individual readout electronics, thus
generating a grid with a 1024 quasi pixel structure on the
active area of 32mm× 32mm. The crystal is cooled with
LN2 in operation. For an improved energy resolution, the
first stage of the preamplifiers (FETs) are also mounted in
the cryogenic environment on the crystal holder. This en-
sures both a short connection from the detector segments to
the FETs and a reduced operating temperature of the FETs.
The described setup was used as Compton polarimeter in
multiple experiments at storage ring and at synchrotron fa-
cilities (e.g. in [4]).

In a second stage, this detector is currently being
equipped with an additional segmented high-purity Germa-
nium (HPGe) crystal (see Figure 1, right side). This HPGe
crystal will be mounted behind the already existing Si(Li)
crystal in a telescope structure. A design sketch of this de-
tector setup can be found in Figure 2. The HPGe crystal has
a thickness of about 15mm and is segmented similar to the
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Figure 1: The used semiconductor crystals in the Compton
telescope. Left: Si(Li) crystal. Right: HPGe crystal.

Si(Li) crystal into a strip structure on the front and back
contact into 32 strips each, generating a structure of 1024
quasi pixels. Each of these strips has a width of 1.4mm
and a length of 44.8mm. Similar to the Si(Li) crystal, the
first stages of the preamplifiers for the HPGe crystal will be
mounted on the crystal holder.

In this detector setup, the Si(Li) crystal serves as a scat-
terer and the HPGe crystal as an absorber of the Compton
scattered photons. This setup will extend the energy range
of the existing Si(Li) Compton polarimeter to allow for po-
larization measurements up to about 1MeV. Additionally,
exploiting the additional spatial information, this detector
can serve as a Compton imaging system.

Figure 2: Design of the Compton telescope [3].
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We report on first results of a high precision measure-
ment conducted at the S-EBIT-I electron-beam ion-trap
at GSI involving the interaction of an Fe ion-cloud with
an electron-beam at 10 keV beam-energy. The result-
ing characteristic x-ray radiation from different charge
states of Fe was recorded using a cryogenic calorimeter
detector. The individual lines were identified and their
intensity was determined to estimate the charge state
distribution of Fe-ions in the trap.

Due to their unique working principle metallic-magnetic
calorimeters (MMCs), like the maXs-series detectors devel-
oped within the SPARC collaboration, combine several ad-
vantages over conventional x-ray spectrometers (see for ex-
ample [1]). With a high energy resolution in a broad spec-
tral range they are expected to become a valuable tool for
spectroscopy experiments involving highly charged ions.
Therefore, in the recent years several maXs-detectors have
been deployed at different storage ring and ion-trap facil-
ities of GSI/FAIR, in order to test the feasibility of using
MMCs for high-precision measurements in atomic physics.
Following, we will present first results of one such experi-
ment [2].

The experiment was conducted at the cryogenic
S-EBIT-I electron-beam ion-trap (EBIT). Chemically
bound iron-atoms in form of gaseous Ferrocene were in-
jected into the trap volume where they were collided with
a focussed electron beam at 10 keV beam-energy and up to
25mA current. The x-ray radiation resulting from the con-
tinuous interaction of electrons with Fe-ions was recorded
through the 90◦-Port of the EBIT using a maXs-30 spec-
trometer detector. For the calibration of the energy-axis of
the yielded spectra, an 241Am source was positioned oppo-
site of the micro-calorimeter (radiating through the EBIT).

K-shell vacancy production by Coulomb excitation and
ionization in the Fe-ions lead to the subsequent transitions
of L-shell electrons accompanied by the emission of Kα
x-ray photons. Due to shielding effects of the nuclear
charge by remaining electrons, the observed transition en-
ergy thereby depends on the charge state of the involved
Fe-ion ranging from 6.4 keV for neutral Fe up to 7.0 keV
for H-like Fe. In parallel, radiative recombination (RR) of
electrons from the electron beam competes with the elec-
tron loss through ionization resulting in a beam-energy,
-current, and trapping-time dependant charge state equilib-
rium. Fitting the recorded spectrum to a model containing
all identified transition lines, one can estimate the charge
state distribution of Fe-ions in the trap by comparing the
obtained peak intensities (see Fig. 1).
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Figure 1: The figure shows an estimation of the charge state
distributions of Fe-ions in the S-EBIT-I after a long trap-
ping time.

While the L-shell ionization cross-section is slightly
larger than for the L-RR-process (for the selected exper-
iment parameters) – resulting in a slow accumulation of
highly charged Fe-ions over time – the K-shell ionization
cross-section is orders of magnitude lower. Thus, almost
no radiation from charge states above Fe24+ is expected.
However, because of high voltage spikes in the EBIT the
timing control of the trap stopped working and the trap re-
mained closed for a long period of time. This not only
explains the shift of the charge state distribution towards
high charge states, but also the contamination of the spec-
tra by a multitude of transitions from significantly heavier
barium-ions (stemming from the cathode material).

In conclusion, the high energy resolution and broad
bandwidth of the used maXs-detector made the simultane-
ous observation of separated transition lines from mixed
Fe- and Ba-ions possible. Furthermore, during the ex-
periment, the detector was operated for more than nine
months with almost no maintenance or down-time. This is
particularly interesting for experiments at beam-lines with
limited access like the recently conducted measurement at
CRYRING@ESR [3]. Overall, MMCs have proven to be
a promising tool for future high-precision experiments in
fundamental physics research.

We acknowledge financial support by the European
Union and the federal state of Thuringia via Thüringer Auf-
baubank within the ESF project (2018 FGR 0080).
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and Th. Stöhlker1,2,3

1Helmholtz Institute Jena, Germany; 2GSI, Darmstadt, Germany; 3IOQ, FSU Jena, Germany; 4KIP, Heidelberg

University, Germany

Precision spectroscopy of hard x-rays is expected
to significantly profit from the development of metal-
lic magnetic microcalorimeters (MMC). Such detectors
combine a high spectral resolution, similar to crystal
spectrometers, with a broad bandwith acceptance that
is comparable to semiconductor detectors. In general,
the necessity for a small heat capacity to achieve the
best possible spectral resolution needs to be balanced
against an acceptable stopping power for x-rays within
the energy range of interest. In the present report we
simulate the photopeak efficiency of the maXs-100 de-
tector system that was recently employed for the first
time at CRYRING@ESR.

Figure 1: Photopeak efficiency simulated for two different thick-
nesses of gold absorbers

The full-energy peak efficiency or photopeak efficiency
of a detector system is defined as the ratio of the number
of counts within a given the photopeak to the number of
photons of the same energy impinging on the active area of
the detector. Thus, the photopeak efficiency is a measure
of the detector’s ability to measure the complete energy of
an impinging photon. This quantity is determined by the
probability of interactions which result in energy deposi-
tion by the photon in combination with the probability that
a part of this energy is not recorded by the detector.

In the x-ray regime, such losses of energy are usually
caused by secondary photons that escape from the detector
volume. This can happen either when after an Compton
scattering event within the detector, the scattered photon is
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Figure 2: Verification of the simulation for the 50µm thick ab-
sorber using experimental data.

leaving or when, after the creation of inner-shell vacancies,
fluorescence photons are escaping. While the former result
in a broad spectral feature, referred to as the Compton con-
tinuum, the latter results in distinct additional peaks in the
spectrum, referred to as escape peaks. Small-volume de-
tectors made of materials with high atomic numbers Z (and
therefore high fluorescence yields), such as microcalorime-
ters, are particular prone to these energy loss processes.

In the present report we simulate the photopeak ef-
ficiency of gold absorbers of 50µm and 100µm thick-
ness as they are used for the maXs-100 detector,
which was recently employed at a first experiment at
CRYRING@ESR [1]. The result is presented in figure 1,
where for illustrative purposes we turned the effect of es-
cape events on and off. It is found that escape events lead to
a significant decrease in the photopeak efficiency as it is ex-
pected for such thin absorbers of high-Z materials. To ver-
ify the output of the simulation, in figure 2 the fraction of
expected photopeak events to events in the corresponding
Kα escape peaks is plotted for the 50µm thick absorbers
as a function of the incident photon energy and the sim-
ulation is compared to experimental data for gamma lines
stemming from 153Gd and 57Co. Reasonable agreement is
found.

This research was conducted in the framework of the
SPARC collaboration, We acknowledge support by ErUM
FSP T05 - ”Aufbau von APPA bei FAIR” (BMBF grants
05P19SJFAA and 05P19VHFA1).
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Recently, a first X-ray spectroscopy study using novel
magnetic metallic calorimeters (MMC) has been per-
formed at CRYRING@ESR. Besides the spectral in-
formation we are also interested in the time informa-
tion provided by the detectors. The latter can be uti-
lized to suppress background radiation via a coinci-
dence measurement scheme. However, this was never
demonstrated with MMC detectors. During the last
year, the performance of two different trigger filter al-
gorithms for the detector pulses has been studied. Here
we present the achieved progress in the analysis of the
detectors timing capabilities and the resulting back-
ground suppression. This study revealed opportunities
to further improve the efficiency of the technique for
future measurements using MMC detectors.

In 2021 two MMCs [1] have been used to study the
X-ray emission of He-like Uranium at the electron cooler
of CRYRING@ESR. A detailed description of the exper-
imental study can be found in [2]. Following last year’s
effort of demonstrating a coincidence measurement using
MMCs, this year we studied the background suppression
performance in detail. Two challenges had to be overcome:
The data acquisition scheme necessitated a software based
trigger scheme and the slow signal rise time of MMC sig-
nals – compared to semiconductor detectors – needed to be
taken into account. This was achieved by the implementa-
tion of a software trigger based on the concept of a constant
fraction discriminator(CFD) [3]. Emphasis will be given to
a comparison with the previously used trigger algorithm, a
leading edge discriminator (LED) with an adaptive thresh-
old. The extensive analysis can be found in [4]. The origi-
nally implemented LED was used to identify and suppress
multi-photon events in a single signal trace. It is a very
robust method for this purpose. A severe disadvantage of
said trigger is the strong dependence of its timing result on
the signal height which it analyses. As the expected photon
energies span more than one order of magnitude, i.e. 5 keV
to 100 keV, this will lead to non-optimal background sup-
pression. For that reason the CFD was implemented as its
timing dependency on the signal height is minimal by de-
sign.

The resulting background reduction for each trigger al-
gorithm is displayed in figure 1. For the LED a 5 µs wide
conincidence condition had to be chosen in order to include
the entire spectrum resulting in a background reduction by
a factor of 12. In contrast the CFD allowed for a much
narrower coincidence window of just 800 ns. With this
even an 80-fold reduction in background photons can be

∗p.pfaefflein@hi-jena.gsi.de

Kα1Kα2

Pb Kβ

78 80 82 84 86 88 90 92

100

101

102

103

photon energy in keV

co
u
n
ts

p
er

20
0
eV

raw

LED

CFD

Figure 1: Spectra of the recorded X-ray emission from the
CRYRING electron cooler. Raw: all events recorded from
the accelerator; LED: with coincidence condition applied
according to the previously common leading edge trigger;
CFD: with coincidence condition applied according to the
constant fraction trigger.

observed. However, Focusing on the signal to noise ratio
as max peak height in the spectrum compared to average
background height, the improvement is around a factor of
30. This leads to the conclusion that more than half of the
photons of interest are also suppressed by the coincidence
condition. Judging from a TOF spectrum an improvement
in the signal height is not expected by choosing a wider
window. As the photons are present in the raw spectrum,
a suboptimal efficiency of the particle detector is likely the
cause for the signal loss. This challenge is currently ad-
dressed by colleagues from GSI.

This research has been conducted in the framework of
the SPARC collaboration, experiment E138 of FAIR Phase-
0 supported by GSI.
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Precision x-ray spectroscopy of highly-charged heavy
ions is often limited by the spectral resolution achiev-
able by the established detection technology, i.e. semi-
conductor detectors. While crystal spectrometers can
overcome this limitation, their applicability is usually
limited to a narrow window of photon energies for
which the specific spectrometer was designed and in ad-
dition these instruments suffer from a high sensitivity to
uncertainties in the geometry of the experimental setup.
To achieve an excellent spectral resolution over a broad
range of x-ray energies, novel microcalorimeter detec-
tors were recently developed within the SPARC collabo-
ration. Two of such detectors were used in a first exper-
iment at the CRYRING@ESR, which allowed to mea-
sure x-ray spectra of transitions in U90+ with unprece-
dented resolution.

The experiment was conducted at the electron cooler of
the CRYRING@ESR at GSI, in Darmstadt [1]. Here U91+

ions stored at a beam energy of 10.225 MeV/u captured
cooler electrons into excited states, followed by rapid ra-
diative decay cascades towards the ground state. The pho-
ton emission from the electron cooler region was recorded
under 0◦ and 180◦, using two novel metallic magnetic
calorimeter (MMC) detector systems [2]. In addition,
behind the dipole magnet downstream from the electron
cooler a particle counter was placed in the beam line, so
that ions which had recombined with cooler electrons and
thus changed their charge state were detected. Combin-
ing the timing information from the particle detector and
the MMC detectors for the first time allowed to set a coin-
cidence condition for background suppression of spectral
data recorded with MMC detectors [3].

This newly available detector setup together with the re-
cently commissioned storage ring CRYRING@ESR suc-
cessfully allowed to measure x-ray spectra with a resolu-
tion below 100 eV FWHM at 100 keV incident photon en-
ergy, comparable with the resolution of the FOCAL trans-
mission crystal spectrometer [4]. Figure 1 displays a com-
parison of a resulting spectrum to a similar spectrum ob-
tained with a Ge(i) x-ray detector at the electron cooler of
the ESR at an ion beam energy of 43.59 MeV/u [5]. This
result together with the broad spectral acceptance down to
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Figure 1: N, M → L transitions in U90+ recorded with a MMC
detector at the CRYRING@ESR electron cooler in comparison to
data previously recorded by a Ge(i) detector at the ESR electron
cooler [5].

a few keV of the MMC detectors does not only allow to
determine the Doppler shift from the spectra itself [6], but
will also enable us to deduce for the first time for such a
highly-charged heavy system information on the relative
population of the states in the L, M and N shells during
the cascading of electrons into the ground-state. These two
tasks will be subject of a detailed analysis.

This research was conducted in the framework of the
SPARC collaboration, experiment E138 of FAIR Phase-0
supported by GSI. We acknowledge support by the ERC un-
der the European Union’s Horizon 2020 research, by the
innovation program (grants 824109 ‘EMP’) as well as by
ErUM FSP T05 - ”Aufbau von APPA bei FAIR” (BMBF
grants 05P19SJFAA and 05P19VHFA1).
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The nuclear resonances of Mössbauer isotopes pro-
vide extremely narrow energy references for high-
resolution spectroscopy. This qualifies them for ap-
plications in condensed matter physics as well as for
studies in fundamental physics and extreme metrology.
Since the pioneering experiment by E. Gerdau et al.
[1] at the storage ring DORIS (DESY, Hamburg), the
technique of nuclear resonance scattering has found
widespread applications at hard X-ray synchrotron ra-
diation sources worldwide. Its implementation and use
at hard X-ray laser sources started with one experiment
performed at SACLA in Japan reported so far [2].

In 2022 we could perform the first experiments on nu-
clear resonance scattering at the European XFEL. One
study was conducted at the 14.4 keV resonance of 57Fe
aiming at applications in x-ray quantum optics in a collabo-
ration with researchers from Friedrich-Schiller-Universität
Jena, the Max Planck Institute of Nuclear Physics in Hei-
delberg, the University of Freiburg and DESY. The other
experiment, initiated by researchers from Argonne Na-
tional Laboratory and Texas A&M University in College
Station, USA, succeeded to achieve the first photonic ex-
citation of the ultranarrow 12.4 keV resonance of 45Sc for
future applications in extreme metrology.

Employing the 14.4 keV nuclear resonance of 57Fe we
aimed at the realization of multiphoton excitation in for-
ward scattering from an ensemble of Mössbauer nuclei.
Due to the radiative coupling between the nuclei in the en-
semble, an enhanced decay rate (superradiance, SR) and
collective energy shifts (collective Lamb shift, CLS) appear
as characteristic signatures in the scattered light. So far, SR
and CLS have been extensively studied in the single-photon
excitation regime at synchrotrons. Here we were aiming to
reveal the spectral properties of the nuclear exciton under
multiphoton excitation conditions, especially with the goal
to determine the CLS as function of the number of pho-
tons that resonantly excite the nuclear ensemble. So far,
the spectral properties under multiphoton excitation condi-
tions have neither been approached theoretically nor exper-
imentally. Our experiment in 2022 was mainly devoted to
reliably detect the nuclear forward scattering signal in the
presence of the extremely intense radiation pulses of the
European XFEL.

The 12.4 keV resonance of 45Sc is one of the narrowest
nuclear resonances known with a half width of 1.4 femto-
eV. In several aspects this isotope is superior to the 8.3 eV

Si(840) channel-cut polarization analyzer

Magnetized 8 µm 57Fe foil
APD de

tector

M

Up to 50 pulses/train,
150 µJ pulse energy

Figure 1: Experimental setup and first nuclear resonance
scattering data recorded at the European XFEL.

229mTh isomer for extreme metrology applications. The
scientific potential of the 45Sc resonance together with the
possibility to resonantly excite it by photons from modern
accelerator-based hard x-ray sources was identified more
than 30 years ago [3]. However, it escaped detection until
now, mostly due to the lack of hard x-ray sources with suffi-
cient spectral flux. In this experiment the nuclear resonance
of 45Sc was successfully observed by irradiation of a Sc
metal foil with 12.4-keV x-ray pulses of sub-millisecond
duration and detection of the 4 keV delayed K-fluorescence
that followed internal nuclear conversion. The resonance
energy, which was known before the experiment to an un-
certainty of ± 50 eV only was determined with sub-eV ac-
curacy. Our results set the stage for further studies of this
isotope with promising applications in fundamental physics
and extreme metrology.

Both experiments greatly benefitted from the high pulse
repetition rate in conjunction with hard x-ray self-seeding
(HXRSS) at the respective nuclear resonance energies, pro-
viding the spectral flux for efficient nuclear resonance exci-
tation. A unique pulse pattern will be extremely beneficial
for future studies at the 45Sc resonance, in particular for
the analysis of hyperfine interactions via nuclear forward
scattering.
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1Shizuoka Institute of Science and technology, Japan; 2HI Jena, Fröbelstieg 3, 07743 Jena, Germany

A new laboratory for Mössbauer Spectroscopic Im-
aging has been opened at the Helmholtz Institute Jena.
This technique allows to study inhomogeneous materi-
als, containing complex microstructures such as point
defects, dislocations, ion tracks, and crystal grains, and
furthermore, magnetic domains, all of which are often
accompanied by strain fields. Such complex systems
appear to be difficult to investigate by conventional
spectroscopic imaging techniques, which are nowadays
available at a synchrotron facility with an intensity in
beams of eV bandwidth that could damage sensitive
samples. Our technique can access such complex sys-
tem without disturbing their atomic structure, because
it is based on the Mössbauer effect with its ultranarrow
energy bandwidth. The spatial resolution could reach
down to the sub-micrometre scale separately for differ-
ent Mössbauer components.

Recently, we have developed a Mössbauer Spectroscopic
Microscope [1], directly based on the Mössbauer effect,
i.e., the recoil-free absorption and emission of γ-radiation.
We applied this technique for studies of Fe impurities in
Si-solar cells [1] and magnetic domains in a 57Fe foil
[2]. In the year 2022, we have transferred the set-up from
Shizuoka, Japan, to Jena, and have brought it successfully
into operation. In this report, we show first this microscopic
technique, and as an example, present the magnetic domain
structure of a ferromagnetic 57Fe foil without and with an
external magnetic field [2].

Figure 1: Mössbauer spectroscopic imaging setup [1, 2].

The setup is based on an X-ray CMOS camera (HAMA-
MATSU). To get a parallel γ-ray beam from a 3.7 GBq
- 57Co source, we use a lead-glass capillary plate with a
thickness of 1 mm acting as a collimator where each capil-
lary hole has a size of 6 µm. The scintillator at the camera’s
entrance converts the transmitted 14.4 keV γ-rays and the
6.4 keV nuclear fluorescence X-rays from a 2 µm-thick -
57Fe foil into visible light. The CMOS camera consists of
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Figure 2: Contour images measured under resonance con-
ditions for (A) the hyperfine lines 1 and 6 and (B) the lines
2 and 5. The upper and lower three pictures were ob-
tained without/with external magnetic field of 0.35 T par-
allel to surface, respectively. (C) displays the angular ori-
entations between γ-rays and the magnetization direction,
which were obtained by eq. 1 [2].

4 × 106 pixels and achieves a spatial resolution of 5 µm.
In Fig. 2, we show magnetic domains in the Fe foil re-

vealed by the Mössbauer spectroscopic microscope. The
spectrum of ferromagnetic Fe is a sextet due to the
magnetic dipole interaction with an area intensity ratio,
I2−5/I1−6, between the lines 1 and 6 and the lines 2 and
5 that is given by:

I2−5

I1−6
=

4 sin2 θ

3 (1 + cos2 θ)
(1)

yielding the angle θ between the directions of magnetisa-
tion and incoming γ-rays. θ = 90° means the magnetisa-
tion is oriented parallel to the surface, while θ = 0° is a
perpendicular orientation. As shown in Fig. 2, which could
provide a “photograph” every hour in the light of the re-
spective Mössbauer spectral components. In the latest ex-
periment performed in Jena, the spatial resolution has been
further improved which will be reported soon.
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The HILITE Penning trap setup is designed to pre-
pare well-defined ion targets for light-matter interac-
tion experiments at high intensities and / or high photon
energies. We have recently put into operation a novel
trap that is optimised for dynamic capture and storage
of highly energetic ions.

In March 2022 we have moved the HILITE setup [1, 2]
to Jena and have set it up successfully. In the course of
this effort, the overall setup has been revised as described
in last year’s annual report, and recently we have put into
operation a novel 7-pole cylindrical open-endcap trap that
is optimised for dynamic capture and storage of highly en-
ergetic ions injected from an attached EBIT ion source.

We have non-destructively detected the ions inside the
Penning trap with a normal-conducting axial resonator con-
nected to one electrode of the trap. The centre frequency
matches the Ar7+ ions injected from the ion source to
within 2%, even at the given high ion energy. From the
width of the peak (see figure 1) we deduce an energy spread
of much less than 1 eV/q of the ions which is an ideal situ-
ation for the envisaged resistive ion cooling.

Figure 1: Ion signal of a stored Ar7+ ion bunch. The ions
were detected non-destructively using an axial resonant cir-
cuit. The frequency is the axial frequency of the ions and
the frequency distribution is caused by the ions’ energy dis-
tribution.

In addition, we have developed and operated a four-fold
segmented charge-counter device which is based on the ex-
periences we have acquired before with a single-electrode
device [3]. It consists of four electrodes with individual
electronic processing of the signals induced by passing ion
bunches. The detector is divided into two pairs of elec-
trodes, one pair is used to detect the ion position in the
horizontal direction, the other one determines the position
in the vertical direction. The setup is shown in figure 2a.
From the acquired signals (see figure 2b) we can recon-
struct the ion bunch position with respect to the detector

axis. As both electrode pairs are also separated in the axial
direction, from the temporal distance of the ion signals we
can calculate the velocity and hence the kinetic energy of
the ions directly.
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Figure 2: a) Mechanical setup of one electrode pair.
The opposite electrodes are hold in place by a polytetra-
flourethylene (PTFE) spacers and is attached by four PEEK
screws each. b) Time signals of an ion bunch acquired si-
multaneously by all four electrodes.
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F.Machalett∗1,2,3, B. Ying1,2, B.Wang2, M.Kübel1,2, A. Sommerfeld2, S. Lippmann4, A.M. Sayler5,
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We report significant improvements in the prepara-
tion of alloys and ion emitters for high-brightness liquid
metal ion sources (LMIS). LMIS were used for novel
studies of the interaction of heavy metal and metalloid
ions with intense femtosecond laser pulses, which allow
the investigation of relativistic effects in multi-electron
systems. First time-resolved measurements of the disso-
ciation dynamics of the gold dimer ion were conducted
using a pump-probe scheme.

In this work, we have produced ion emitters for LMIS
with improved accuracy and reproducibility. The prepa-
ration of suitable source feed materials is achieved using
vacuum induction furnace to melt the components of alloys
(Fig. 1). The substances were placed in a cold-walled cru-
cible. Due to magnetic levitation, the molten metal is con-
tactless at the crucible during the alloying process, which
results in particularly pure alloys. Electromagnetic stirring
enables effective mixing of the alloy constituents.

We adapted the high-brightness LMIS, originally ap-
plied in focused ion beam systems [1], to an ion system for
3D coincidence momentum spectroscopy (Fig. 2). Using a
Wien filter in the beamline, different ion species could be
selected: Si+, Si2+, Au+, Au2+, Au+2 , Au+3 and Au2+3 .

The experiment uses 40-fs laser pulses centered at 1030
nm and their second harmonic at 515 nm, with a variable
delay up to several picoseconds. The pump pulse first dis-
sociates Au+2 , resulting in Au+ and Au. After the system
evolves freely for some time ∆t, the probe pulse arrives
and ionizes the dissociated Au to Au+. The resulting Au+

+ Au+ ion pair coulomb explodes, mapping the internu-
clear distance onto the KER (Kinetic Energy Release) of
the final fragments. By measuring the KER as a function
of delay ∆t, we obtain an image of the dissociation dy-
namics (Fig. 3). Due to the relatively slow nuclear motion
of Au and Au+, we achieve high temporal resolution, even
without the use of attosecond laser pulses.

Our results show that LMIS makes accessible a broad
range of ion species for experiments in strong-field physics.

The authors acknowledge funding from the Deutsche
Forschungsgemeinschaft (Priority program 1840, Quan-
tum Dynamics in Tailored Intense Fields). We thank the
IBC at Helmholtz-Zentrum Dresden-Rossendorf e.V. for
support during the earlier experiments.
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Figure 1: (a) Preparation of low-melting Au-Si eutectic al-
loys in a vacuum induction furnace and (b) sample of Au-Si
source feed material for wetting of the LMIS emitter.

Figure 2: Femtosecond laser pulses are focused onto a 8
keV ion beam of Au+2 emitted from the LMIS, blocked by a
Faraday Cup (FC). The dissociation fragments are detected
by a time-and position-sensitive detector. In the inset the
time-delayed two-color electric field is shown [2].
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Figure 3: Temporal evolution of the KER distributions re-
sulting from dissociation and ionization of Au+2 . The red
curve indicates the margin of the transition from dissocia-
tion to ionization.
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Upon high-temperature annealing, the crystalline
surface of sapphire (α-Al2O3) transforms from a pla-
nar morphology to one with a nanoscale ripple pat-
tern. This spontaneous crystal reconstruction of sap-
phire surfaces (M-plane) is employed for nanopattern-
ing and nanofabrication in various fields of research in-
cluding, among others, magnetism, superconductivity,
and optoelectronics. However, the high sample tem-
perature required to induce this surface reconstruc-
tion made in situ studies of the process seem unfeasi-
ble. The kinetics of ripple pattern formation therefore
remained uncertain, and thus production of templates
for nanofabrication could not advance beyond a trial-
and-error stage. We have developed an approach com-
bining in situ real-time grazing incidence small-angle
X-ray scattering experiments (GISAXS) with model-
based analysis and with ex situ atomic force microscopy
to observe this morphological transition in great de-
tail. Our approach provides time-resolved information
about all relevant morphological parameters required
to trace the surface topography on the nanometer scale
during reconstruction.

Nanopatterned surfaces for application in bottom-
up nanofabrication can be obtained from various self-
assembly mechanisms, induced for instance by directed
material deposition, ion beam irradiation, exposure to
chemical reactants, or thermal annealing. A well-known
thermally induced selfassembly mechanism is the sponta-
neous crystal reconstruction of the M-plane {1010} surface
of α- Al2O3 which has a comparatively high surface free
energy density and is therefore metastable. While increas-
ing the surface area, a reconstruction into facets of lower
surface free energy density reduces the total surface free
energy and is thus predicted to occur spontaneously upon
high-temperature annealing when diffusive mass transport
on the surface is enabled. The initially planar M-plane
{1010} surface of α- Al2O3 then reconstructs into a rippled
morphology with facets of R-plane {1102} and S-plane
{1011} orientation, where the facet ridges run parallel to
the [1210] direction.The facet ridges have a larger contri-
bution to the surface free energy than a planar surface, so
their number is decreased by coarsening of the ripple mor-
phology to further minimize the total surface free energy.

In situ studies, necessary to understand the actual ki-
netics of structure formation especially during the early
phase of annealing, seemed to be hardly feasible so far:

As the process takes places at high temperatures above
1000◦C and the resulting surface features are nanoscopic in
size, a contact-less method with subnanometer resolution
is needed. Because the structure formation sets in spon-
taneously and inhomogeneously on the surface, its in situ
observation also requires a method that averages over a sig-
nificant portion of the surface area with adequate speed.

To approach these challenges in studying the α- Al2O3

surface faceting process, we combine an in situ real-time
grazing incidence small-angle X-ray scattering observation
with modeling and ex situ atomic force microscopy. The
reciprocal space information gained from the GISAXS ex-
periment can then be compared with a GISAXS model
and with structure formation theory and be related to real
space information obtained from ex-situ atomic force mi-
croscopy. This provides a comprehensive description of
the nanopatterning process in M-plane α-Al2O3, which
can advance the predictability of annealing outcome and
thus help to efficiently customize nanopatterned α- Al2O3

- templates for improved nanofabrication routines.

Figure 1: (a) GISAXS intensity map of a α-Al2O3 sample
annealed at 1420 °C for 1380 min. (b) AFM topography
image of a reconstructed α-Al2O3 surface in equilibrium
after 2880 min of annealing at 1600◦C. The inset shows
the two-dimensional slope histogram of the surface.

This work was financed by Deutsches Elektronen-
Synchrotron and Helmholtz-Zentrum Dresden- Rossendorf
as an in-house research project without third-party funding
contributions.
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The negative ions laser photodetachment project
aims to use the element selectivity of photodetachment
to suppress isobars in high sensitive mass spectrometry.
A dedicated ion beam cooler will be used to efficiently
deplete the unwanted isobars. The required electron
affinities of negative atomic an molecular ions will be
gathered by the help of electrostatic storage rings like
FLSR at the Goethe–University Frankfurt.

The funding period of the subproject 05K19SJ1 of the
BMBF funded joint project 05K2019 – LISEL@DREAMS
has been extended until end of 2022. A new funding
05K2022 – ELISE@IBC with a three year funding period
starting from 1st of October 2022. The LISEL@DREAMS
setup at Jena progressed further. The ion beam cooler
has been nearly finished and awaits commissioning. A
dedicated single cathode sputter ion source for producing
atomic and molecular negative ion beams has been ac-
quired and the corresponding beam line has been installed.
A 90° double focusing sector magnet has been delivered
by Danfysik and was installed in the second half of 2022.
The status of the LISEL setup at the University of Jena is
depicted in Fig. 1.

At the setup at low–energy electrostatic storage ring
FLSR at the Goethe–University Frankfurt first success-
ful photodetachment experiments has been performed. A
beam of O− has been successfully stored and the region
around the threshold could be scanned by tuning the laser

Figure 1: The LISEL setup at the University of Jena. On
the left the ion source cage with the extraction lens. In the
middle the double focusing sector field magnet. On the
right the LISEL cooler inside the high voltage cage.

∗o.forstner@hi-jena.gsi.de

Figure 2: Photodetachment spectrum of O− stored at FLSR
at 20 keV. For each threshold the fit to the Wigner law is
shown and the corresponding levels of the negative ion and
the neutral atom are given.

wavelength. The fine structure splittings of the O− and
the neutral oxygen could be determined with high statistics.
A typical photodetachment spectrum gathered at FLSR is
shown in Fig. 2. The electron affinity of O− (detachment of
the fine structure ground state of the anion to the fine struc-
ture ground state of the neutral) is the third threshold in the
spectrum. It is obscured by two lower energetic thresholds
resulting from the excited 2P1/2 level in the anion.

In the project ELISE@IBC the photodetachment scheme
will be extended to the rare earth elements. To achieve this,
a tuneable laser system in the infrared region will be devel-
oped together with the industry partner Hübner Photonics.
A research group at the TU Dresden has been included as
a new project partner. Their contribution to the project will
be to identify molecular systems suitable for mass spec-
trometry of rare earth elements. The near goal is to estab-
lish high sensitive mass spectrometry of holmium isotopes.

This project is supported by funding from the German
Ministry of Science BMBF, joint project 05K2019
– LISELatDREAMS and joint project 05K2022 –
ELISEatIBC.
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Optimally chirped laser pulses for increased narrowband photon yield from
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Inverse Compton scattering is a promising source
of X-ray and gamma radiation. For temporally
pulsed lasers the resulting spectra are broadband which
severely limits practical applications. Using chirped
pulses is one of the ways to compensate that broadening.
We show for laser pulses chirped in the spectral domain
that there is an optimal chirp parameter at which the
photon spectrum has the highest peak. We use catas-
trophe theory to find this optimal value analytically.

The scattering of intense laser pulses on high-energy
electron beams is a promising source of X-ray and gamma
radiation. Such sources have a range of applications,
including medicine, ultrafast radiography and nuclear
physics. Small intensities of an incident laser pulse lead
to meager photon yields. Increasing laser pulse intensity
helps to boost photon yield but also leads to the appear-
ance of nonlinear effects. In addition, for temporally pulsed
lasers this also leads to the so-called spectral ponderomo-
tive broadening. There are different approaches aimed at
compensating or avoiding this broadening that are usu-
ally connected with the modification of the incident pulse
or scattering geometry. Among these approaches is laser
pulse chirping, i.e. when the laser frequency changes with
its phase.

It was previously shown that using laser pulses linearly
chirped in the time domain leads to more narrowband spec-
tra [1]. In our work we moved towards a more realistic
experimental scenario and considered laser pulses linearly
chirped in the spectral domain [2]. The laser spectrum is
here modelled as follows,

Ã(ω) =
√
2πa0τ exp

(
−τ2

2
(ω − ω0)

2(1− iβ)

)
, (1)

where a0 is the laser amplitude, ω0 is the central laser fre-
quency, and τ is the Fourier-limited pulse duration (i.e.
with vanishing spectral phase). The second order spectral
phase parameter β controls the amount of linear chirp. In
addition to temporally chirping the pulse, increasing β also
stretches the effective duration and reduces the peak ampli-
tude in the time domain, aeff(β) < a0, τeff(β) > τ , but with
a2effτeff = const. [2]. These are the new effects compared
to [1].

After the calculation of electron’s trajectories r(t),u(t),
and with n as the direction of observation, the differential
photon number is given by

d2N

dωdΩ
=

ωe2

4π2

∣∣∣∣∫ ∞

−∞

dt

γ
n× [n× u] eiω(t−n·r)

∣∣∣∣2 . (2)
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Figure 1: Peak of the differential photon number (col-
ormap) as a function of laser amplitude a0 and chirp pa-
rameter β for τ = 4π. Grey dots show the optimal β at
which the peak has the highest value for a fixed a0. Curves
are different analytical predictions for optimal β based on
catastrophe theory. (Inset) Slice of the colormap at a0 = 2,
triangle, square and star symbols stand for different ana-
lytical predictions of optimal β, red dashed line shows the
limit β ≫ 1 for given a0, τ . Figure adapted from Ref. [2].

Figure 1 shows the optimization landscape of our prob-
lem. In particular, it can be seen that for each fixed spec-
tral amplitude a0 there exists an optimal value of linear
chirp β at which the backscattered spectra has the high-
est peak. Grey dots correspond to numerically found op-
timal value; the curves correspond to different analytical
predictions based on catastrophe theory. The basis of these
predictions is the fact that the value of the integral in (2)
is maximised if its phase becomes stationary to higher or-
ders [1, 2]. In particular, the dashed cyan curve, which is
derived from the location of the maximum of the universal
Pearcey diffraction pattern near a cusp catastrophe (includ-
ing prefactor corrections [2]), is in a very good agreement
with simulations for a0 > 1.

The code to reproduce the results from the article can be
found in [3].
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We use the method that combines linearized coupled-
cluster and configuration interaction approaches for
calculating energy levels and multipole transition prob-
abilities in singly-ionized tin ions. We show that our
calculated energies agree very well with the experimen-
tal data. We present probabilities of magnetic dipole
and electric quadrupole transitions and use them for
the analysis of the AT2017gfo kilonova emission spec-
tra. This study demonstrates the importance and utility
of accurate atomic data for forbidden transitions in the
examination of future kilonova events.

Recent observations of the kilonova (KN) AT2017gfo
[1, 2], an astronomical transient associated with the grav-
itational wave signal from the binary neutron star merger
GW170817 [3], provided much needed data for studying
the origin of heavy elements in the universe [4]. The anal-
ysis of the AT2017gfo light curves strongly supports that
the source of electromagnetic emission was radioactive de-
cay of elements synthesized by the rapid neutron capture
process (r-process) in plasma ejected from the merger site
during or after the collision [5]. However, in order to gain
more insight into the composition of the ejecta, a spectro-
scopic line identification of particular elements is essential.

In the present contribution, we report calculations of
low-lying energy levels and multipole (E1, M1, E2) tran-
sition probabilities in Sn II using a method that combines
linearized coupled-cluster and configuration interaction ap-
proaches [6]. We use the atomic data to analyze the
AT2017gfo spectra and show that forbidden transitions in
Sn II could lead to detectable features in the kilonova emis-
sion spectra.

In our atomic computations, we use the method
that combines configuration interaction with a linearized
coupled-cluster approach [7]. In this method, the coupled-
cluster approach is used to construct an effective Hamil-
tonian Heff that includes core-core and core-valence cor-
relations. The configuration interaction calculation is then
done for valence electrons using the effective Hamiltonian
rather than the usual bare Hamiltonian to incorporate core
correlations. For our astrophysical analysis, we follow the
same method outlined by Gillanders et al. [8] for their
study of [Pt] and [Au] emission.

In Figure 1, we present comparisons between the E1, M1
and E2 synthetic emission spectra for Sn II and the late-
time spectra of AT2017gfo (taken from Refs. [1, 2]). We
see that the M1 23512 Å feature is comparably as strong as
some of the emission features present in the observed data.

The [Sn II] transition at λ = 23512 Å is expected to
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Figure 1: Sn II E1, M1 and E2 synthetic emission spectra
compared with the observed late-time (+7.4− 10.4 day)
emission spectra of AT2017gfo. Both the observed and
synthetic spectra have been offset for clarity. The syn-
thetic spectra presented span a range of temperatures (T ∈
[2500, 3500, 4500]K), and are plotted as red, orange and
blue curves, respectively. The Sn II E1, M1 and E2 emis-
sion spectra are plotted as solid, dashed and dotted lines,
respectively.

be the only detectable Sn II line across a range of plausi-
ble ejecta temperatures. However, a modest mass of Sn II
(MSn II = 10−3 M�) is sufficient to produce a line strength
on par with the emission features observed in the late-time
spectra of AT2017gfo. Although this feature is too red to be
responsible for the observed emission feature at ∼ 2.1µm
in the AT2017gfo spectra, it can be used as a probe to infer
the presence of Sn II in future KN events. Such predictions
for the expected locations of prominent emission features
are important for future analyses of new kilonova events, to
better constrain their composition profiles.
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1Helmholtz Institute Jena, Germany; 2GSI Helmholtzzentrum für Schwerionenforschung GmbH, Darmstadt, Germany;
3Friedrich-Schiller-Universität Jena, Germany; 4PTB, Braunschweig, Germany; 5Technische Universität Braunschweig,

Germany; 6Laboratory for Emerging Nanometrology Braunschweig, Germany

We present a theoretical study of the radiative recom-
bination (RR) of arbitrary (longitudinally and trans-
versely) polarized electrons into a bound state of ini-
tially bare heavy ions. In order to investigate how the
spin polarization of incident electrons may affect the lin-
ear polarization of emitted photons, we apply the den-
sity matrix approach and solutions of relativistic Dirac
equation. We obtain simple analytical expressions for
the dependencies of the differential cross section and
the polarization Stokes parameters of RR photons on
the components of the incident electrons polarization
vector, which allow to analyze the polarization trans-
fer. Based on these expressions, we show that the linear
polarization of RR photons is very sensitive to the spin
state of an electron target.

Spin-polarized heavy ion beams are highly relevant for
future investigations of the relativistic, QED and parity-
violation phenomena in a high-Z domain and for the search
of new physics beyond the Standard Model [1, 2]. The
present challenge of storage-ring physics is the production
and preservation of such polarized beams. The radiative
recombination of free (or quasi-free) electrons is a suitable
tool for both the production of spin-polarized ion beams [3]
and control the polarization state of ions [4].

In this work, the general theory for the spin-polarization
transfer between incident electrons and the emitted x-rays,
which accounts for arbitrary (longitudinal and/or transver-
sal) polarization of electron beam, was developed. Within
the framework of the density matrix formalism, we investi-
gate the dependence of Stokes parameters on three pro-
jections of electron polarization vector: P1(Px, Py, Pz),
P2(Px, Py, Pz). Simple analytical expressions, which allow
to understand how the degree and direction of linear polar-
ization of RR photons depend on the spin state of captured
electron, are obtained. The RR differential cross section
takes a form:

dσ

dΩ
=
√

2R00(1, 1) + 2Py ImR11(1, 1) ,

whereas the Stokes parameters of emitted photons are given
by:

P1 =

√
2R00(1,−1)− iPy (R1−1(1,−1) + R11(1,−1))√

2R00(1, 1) + 2Py ImR11(1, 1)

P2 =

i

√
2Pz R10(1,−1) + Px (R1−1(1,−1)−R11(1,−1))√

2R00(1, 1) + 2Py ImR11(1, 1)
.
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Figure 1: Tilt polarization angle χ as function of photon
emission angle θlab in the laboratory frame and for differ-
ent polarization states of incident electrons. Calculations
have been performed for the radiative capture of polarized
electrons into the ground state of (initially) bare uranium
projectile U92+ with energy Tp = 400 MeV/u.

Here tensors Rkq(λ, λ′) are constructed from the (prod-
ucts of) transition matrix elements. For more details see [5].
The Stokes parameters are very convenient for the theoreti-
cal analysis of RR measurements. From the experimental
viewpoint, however, it is more practical to visualize the lin-
ear polarization of light in terms of the polarization ellipse.
The relative length of the principal axis of the ellipse defines
the degree of linear polarization of light PL =

√
P 2
1 + P 2

2 ,
while the orientation of this axis with respect to the reaction
plane is described by the tilt angle χ: cos 2χ = P1/PL,
sin 2χ = P2/PL.

As seen from Fig. 1, the tilt angle of the linear polariza-
tion of RR photons is strongly influenced by the polarization
of incident electrons. The developed theory opens up op-
portunities for the spin diagnostics of ion beams by means
of the analysis of the linear polarization of recombination
photon.
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Spontaneous parametric down-conversion (SPDC) is
a commonly used technique in quantum applications
that utilize photonic entanglement. The efficiency
of photon pair generation is often quantified using a
sinc(L∆k/2) function, where L represents the length of
the nonlinear medium, and ∆k denotes the phase mis-
match between the pump and down-converted fields.
The sinc behavior of the phase mismatch is often ap-
proximated by a Gaussian function exp (−αx2) in the-
oretical investigations, in order to derive analytical ex-
pressions for the SPDC process. However, different val-
ues of the optimization factor α have been proposed
in the literature, leading to varied theoretical predic-
tions for the same experimental setup. In this paper, we
present a choice of α that maximizes the validity of the
Gaussian approximation.

In spontaneous parametric down-conversion (SPDC), a
nonlinear quadratic crystal is pumped by a strong laser
beam, in order to convert high-energy photons into photon
pairs. The photon pair generated in SPDC can be entan-
gled in various degrees of freedom, which has been used in
many quantum based applications.

The quantum theory of down-converted pairs is a well-
established concept that plays a crucial role in modeling
SPDC experiments. The biphoton state in the can be writ-
ten as

|Ψ〉 = N

∫∫
dqs dqiV(qs + qi) sinc

(
L|qs − qi|2

4kp

)
× â†s(qs) â

†
i (qi) |vac〉 , (1)

where N is the normalization factor, V (qp) is the spatial
distribution of the pump beam, L is the length of the non-
linear crystal, qs,i are the transverse components of wave
vectors of down-converted fields (signal and idler), and
â†s,i(qs,i) are the corresponding creation operators.

Expression (1) can be simplified if we approximate
the sinc function with a Gaussian function sinc(x2) ≈
exp(−x2). Similar to expression (1), the approximated
Gaussian state is written as

|ΨG〉 = NG

∫∫
dqsdqiV(qs + qi) exp

(
−αL|qs − qi|2

4kp

)
× â†s(qs) â

†
i (qi) |vac〉 (2)

This is called Gaussian approximation, which has been
shown to be very useful, since many analytical expressions
have been derived within this approximation [1].
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However, the calculations within the Gaussian approxi-
mation are not exact and show a small deviation from ex-
perimentally measured values. The value of α is typically
chosen to minimize the error between the exact and approx-
imate expressions for the biphoton state or some other rele-
vant quantity. In the literature, a unique choice of α, which
minimizes the error of the approximation, is lacking.

In order to solve this problem, we have looked in the
work [2] at the states themselves, instead of comparing just
the sinc and Gaussian functions. We used the distance mea-
sure fidelity, in order to find the particular α that minimizes
the distance between the real and approximated state.

The fidelity of the two state can be calculated analyti-
cally, giving

〈Ψ|ΨG〉 = 2

√
α

π
arccotα. (3)

The first notable aspect of fidelity is that it is independent of
the characteristics of the pump laser and the nonlinear crys-
tal. The fidelity depends only on the optimization factor α.
The maximum value of fidelity occurs when α = 0.718,
corresponding to 〈Ψ|ΨG〉max = 0.9.

We can improve the Gaussian approximiation by con-
sidering instead of just a Gaussian, a more general cosine-
Gaussian approximation

sinc

(
L|qs − qi|2

4kp

)
≈ exp

(
−αL|qs − qi|2

4kp

)
× cos

(
β
L|qs − qi|2

4kp

)
. (4)

The cosine function can be rewritten by using Eu-ler’s for-
mula to bring us back to the simple Gaussian-like function
with the optimization factor α − iβ. This approximations
delivers maximal fidelity 〈Ψ|ΨCG〉max ≈ 0.94 for the op-
timization factors α = 0.39 and β = 0.49.

In summery, the Gaussian-like phase-matching functions
turn out to deliver very good approximations to sinc-like
states. We recommend the cosine-Gaussian approximation
with α = 0.39 and β = 0.49 for most experiments dealing
with spatial biphoton state.
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The efficient generation of high-order harmonic radi-
ation is a challenging task since the early days of strong-
field physics. An essential requirement to achieve ef-
ficient high-order harmonic generation inside a gas
medium is the phase matching of the high-order har-
monic radiation and the incident laser pulse. The
dominant contribution to the wave-vector mismatch
∆k is associated with the ionization probability of the
medium. A critical intensity is defined, which achieves
perfect phase-matching within the peak of a laser pulse
while other contributions nullify. An analytical formula
for the critical intensity of commonly used noble gases
is presented and compared to numerical computations.

To achieve efficient high-order harmonic generation
(HHG), the wave-vector mismatch between the harmonic
radiation and the incident laser pulse needs to vanish [1].
This wave-vector mismatch consists of four separate terms
within the free-focus regime. For specific experimental se-
tups, two of these contributions nullify. The two residual
contributions can be combined into a dispersion mismatch,
which is associated with the relative number of ionized tar-
get atoms. Subsequently, the critical ionization probability
follows from the respective dispersion mismatch via [2]

ηc =

(
1 +

2πreNatmc
2
0

ω2∆δ

)−1

,

with the classical electron radius re, the speed of light c,
the frequency of the incident laser ω, and the difference be-
tween the refractive indices of the laser pulse and the q-th
high-order harmonic under standard conditions. For many
systems, the ionization probability is computed within the
ADK theory that describes strong-field tunnel ionization
[3]. The critical intensity within the ADK theory is then
derived from the ionization probability as shown in Ref. [2]
and reads

I(0)c =

[
g0
F0
W0

(
− 1

g0

(
D0

τ

)1/g0
)]−2

for g0 < 0,

I(0)c =

[
g0
F0
W−1

(
− 1

g0

(
D0

τ

)1/g0
)]−2

for g0 > 0,

D0 = 2
√

2 ln(2)
| ln(1− ηc)|

κ0
,

with the characteristic atomic species-dependent parame-
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Figure 1: The critical intensity I(0)c , computed as a func-
tion of the pulse duration τ = nT0 which is measured
in multiples of the optical period n. The ionization rates
are computed within the ADK model for a wavelength of
λ = 1000 nm in neutrally charged noble gases (color) [2].

ters κ0, g0, F0 that are given by

κ0 =3g0+1 |Cn∗`∗ |2G`0Ip
2`+ 1

,

g0 =2n∗ − 2, F0 =
2

3
(2Ip)3/2.

Here, each noble gas has an individual set of parameters
that is predominantly determined by the ionization poten-
tial Ip of the respective atom. More details are presented in
Ref. [2, 3]. The critical intensities (vertical axis) are illus-
trated in Fig. 1 for a linearly polarized Gaussian laser pulse
with a set of commonly utilized noble gases. The full-width
at half-maximum (FWHM) pulse duration τ = nT0 (hori-
zontal axis) is represented by the number of optical cycles
n. The presented formula of the critical intensity is highly
accurate with an error of less than 1% and improves the
computation time by 5 to 6 orders of magnitude.
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The ionization of atoms and molecules under strong
laser fields has been studied both theoretically and ex-
perimentally. In particular, the strong-field approxima-
tion (SFA) has been used for theoretical studies. How-
ever, the SFA, which was derived for plane-wave beams,
has limitations in predicting nondipole effects despite
its effectiveness in explaining ionization processes. In
this work, we extended the SFA that can handle the in-
tricate temporal structure of short laser pulses. This
extension enables better prediction of peak shifts and
provides greater control over the laser field in induc-
ing above-threshold ionization. Our findings indicate
that the extension of SFA shows better agreement with
experimental investigations than previous theoretical
studies.

The interaction of atoms and molecules with high-
intensity laser fields is a topic of significant interest. The
time-dependent Schrödinger equation (TDSE) is used to
study the complex behavior of atoms in such laser fields.
Numerical, classical, and semiclassical methods are used
for solving the TDSE, but the strong-field approximation
(SFA) is a particularly intuitive and widely used method
enabling to solve TDSE analytically.

Recently [2], femtosecond pulsed lasers have been used
to examine nondipole-induced peak shifts in the momen-
tum of the photoelectron, which have garnered significant
attention in the field. Traditionally, SFA has been applied
to laser fields under the dipole approximation. However,
with new research [1], SFA has been extended to encom-
pass nondipole scenarios, which has demonstrated its broad
applicability.

In this work, we present an extension of the SFA that
considers the complex temporal structure of a few-cycle
pulse, which allows for the prediction of peak shifts in
above-threshold ionization processes. The results demon-
strate that the NSFA is a valuable theoretical method for
calculating the effects of strong electromagnetic fields on
the behavior of electrons. In particular, the NSFA with ex-
tension to few-cycle limit is better suited for predicting the
peak shifts observed in experimental investigations. Over-
all, this study highlights the potential of the NSFA for pro-
viding enhanced control over the characteristics of laser
pulses and better understanding the behavior of atoms in
high-intensity laser fields.

This work has been funded by the Deutsche
Forschungsgemeinschaft (DFG, German Research
Foundation)—440556973 and by the Research School of
Advanced Photon Science of HI Jena, Germany.
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Figure 1: The peak shift ∆Pz of the maxima in ATI spectra
are plotted as a function of laser intensity I for a circularly
polarized 800 nm, 15 fs laser pulse. Results are shown for
two different atomic targets, Ar (top) and Ne (bottom), and
are compared to previous experimental (blue-crosses) and
theoretical work: orange (Ref. [1]), blue (Ref. [2]), and
green (this work).
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The strong-field approximation (SFA) is a commonly
used model for ionization processes, which can be ap-
plied in both length gauge and velocity gauge. Re-
cently, a reformulation of the SFA in terms of partial
waves and spherical tensor operators was presented in
Ref. [1], which supports a simple implementation and
allows for the comparison of different treatments of the
active (photo)electron and the laser pulses in velocity
gauge. In this study, we extend this reformulation to
rewrite the SFA in length gauge. Additionally, we com-
pare the angular distributions (ADs) of above thresh-
old ionization (ATI) in length and velocity gauge ex-
posed to elliptical polarization laser pulses. By using
the partial-wave representation of SFA, we calculate the
ADs and find significant differences between the two
gauges. Our results show that the ADs obtained from
length gauge are more consistent with experimental re-
sults than those from velocity gauge, which highlights
the importance of considering the gauge choice when
using SFA to model ionization processes.

The strong-field approximation (SFA) is a commonly
used theoretical model for studying ionization processes in
atoms and molecules. However, several approaches have
been suggested in order to overcome certain limitations of
the original SFA formulation with regard to the represen-
tation of the initial bound and final continuum states of
the emitted electron as well as a suitable description of
the driving laser pulse. To overcome these limitations, a
reformulation of the SFA in terms of partial waves and
spherical tensor operators was proposed [1]. This refor-
mulation simplifies the implementation of the SFA and al-
lows for the comparison of different treatments of the active
(photo)electron and the laser pulses in velocity gauge.

In this study, we extend the reformulation of the SFA
to the length gauge and compare the angular distributions
(ADs) of above-threshold ionization (ATI) in both gauges
for different atoms exposed to elliptical polarization laser
pulses. By using the partial-wave representation of the
SFA, we calculate the ADs and find significant differences
between the two gauges. Specifically, the ADs obtained
from the length gauge are more accurate than those from
the velocity gauge. Our results are consistent with pre-
vious experimental observations and highlight the impor-
tance of choosing the appropriate gauge when using the
SFA to model ionization processes.

With this standard decomposition of (almost) all matrix
elements in atomic-structure theory and by using the ellip-
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tically polarized laser pulse (20), the direct transition am-
plitude can now be written

T0(p) = −i
∫ ∞
−∞

dτ 〈χp+A(τ)(τ)|Vle(r, τ)|Ψi(τ)〉

= −i
√

1

2π

∞∑
`p=0

`p∑
mp=−`p

∑
q=0,±1

(−1)q uq√
(2`p + 1)

× Y`pmp(ϑp, ϕp) 〈`m, 1(−q)|`pmp〉

×
∫ ∞
−∞

dτ Ec(τ)e−iεiτ+iSV (τ) 〈εp+A(τ)`p|r̂|n`〉

− i
√

1

2π

∞∑
`p=0

`p∑
mp=−`p

∑
q=0,±1

u∗q√
(2`p + 1)

× Y`pmp(ϑp, ϕp) 〈`m, 1q|`pmp〉

×
∫ ∞
−∞

dτ E∗c (τ)e−iεiτ+iSV (τ) 〈εp+A(τ)`p|r̂|n`〉

(1)

where we also introduced the complex-valued electric field
Ec(τ) of an elliptically polarized laser pulse, and the re-
duced matrix elements of r̂are given by

〈εp+A(τ)`p|r̂|n`〉 =

∫
dr

Pεp+A(τ)`p(r)

r
〈`p|r̂|`〉

Pn`(r)

r

= 〈`p|C1|`〉
∫
dr

Pεp+A(τ)`p(r)

r
r
Pn`
r

= −(2`p + 1)1/2 〈`p 0, 1 0|` 0〉

×
∫
dr rPεp+A(τ)`p(r)Pn` (2)

In conclusion, our study shows that the reformulation of
the SFA in terms of partial waves and spherical tensor oper-
ators is a useful tool for investigating ionization processes
in both length and velocity gauges. Additionally, our find-
ings emphasize the importance of gauge choice in accu-
rately modeling the physics of strong-field ionization.

This work was supported by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) under
Project No. 440556973.
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An accurate ab initio molecular approach is proposed
to model the potential energy curves of Ar+2 in the elec-
tronic ground and low-lying excited states across a wide
interatomic distance range. The approach is targeted
at supporting and validating strong-field physics exper-
imental investigations of the attosecond dynamics for
diatomic molecules and ions. The theoretical curves
reasonably agree with the experimental and theoretical
reference data, thus providing a valuable support to the
experiments in the investigation of the attosecond dy-
namics of dissociating diatomics.

Experimental techniques exploiting strong-field pro-
cesses allow to investigate the attosecond dynamics of
molecules, such as their fragmentation into atoms [1]. Such
experiments consist of an initial step, where the molecule
is ionized, followed by its fragmentation. In turn, fragmen-
tation may occur by means of two competing mechanisms,
i.e., dissociation by recollision with the ejected electron [2]
or dissociation of the molecular ion [1]. Evaluation of these
two mechanisms is a crucial step in the experimental under-
standing of the molecular dissociation dynamics.

Accurate ab initio computations of the potential energy
curves (PECs) for the molecular ions may provide a valu-
able tool in support of the experiments. In this work, we
propose an accurate ab initio molecular approach to model
the PECs of Ar+2 in the ground and lowest-lying excited
electronic states. The PECs are constructed across a wide
interatomic distance range up to the molecular dissociation
limit. The approach is based on the relativistic Fock-Space
Coupled Cluster (FS-CC) level of theory, with the iterative
treatment of the single and double electron excitations (FS-
CCSD), as implemented in the DIRAC [3] quantum chem-
istry package. In Figures 1 and 2 the PECs of the ground
electronic state of Ar2 and the ground and lowest-lying ex-
cited states of Ar+2 are presented.

The PECs computed with this approach are in good
agreement with the available theoretical literature and re-
markably support the experimental interpretation and in-
vestigation of the molecular dissociation pathways. This
computational work is part of a theoretical and experimen-
tal collaboration aimed at investigating the attosecond dy-
namics of Ar2 upon strong-field ionization.
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Figure 1: PECs of the electronic ground states of Ar2 and
Ar+2 . In the right inset the PECs are shifted by the corre-
sponding asymptotic limit and normalized by the minimum
value, in order to compare the equilibrium distances.

Figure 2: PECs of the electronic ground and the lowest-
lying even-parity excited states of Ar+2 . In the right inset
the PECs are shifted by the corresponding asymptotic limit
and normalized by the minimum value, in order to compare
the equilibrium distances.
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The positron-atom scatterings include a special
charge rearrangement process named the positronium
(Ps) formation, where the incident positron scatters
from the target atom, capture an electron to form a
hydrogenlike Ps atom, and then leave the target ion.
Most of previous theoretical work utilized the time-
independent scattering theories and only focused on the
transition amplitudes. In this work, we solve the time-
dependent Schrödinger equation, however, in one di-
mension and focus on the spatiotemporal evolution of
quantum dynamics in the positron-H scattering. The
present work paves the way towards our future investi-
gation on the laser-assisted positron-atom scattering.

The full-dimensional treatment of the time-dependent
positron-H atom scattering requires six space dimensions
(three for the positron and the other three for the electron)
and one time dimension, which is a formidable task for the
present computational resource. In this work, we introduce
a one-dimension model for positron-H scattering [1]

H =
1

2
p21 +

1

2
p22 + V (x1)− V (x2)− V (x1 − x2),

where V (x) = 1/
√
x2 + a2 represents the soft-core

Coulomb potential, in which a = 1 is used for both the
initial H (EH

1 = −0.6698) and final Ps (EPs
1 = −0.5882)

atoms. The initial system wave function is given as a prod-
uct of the positron wave packet (in Gaussian form) and the
electron wave function (ψ1) in the ground state of H atom

Ψ(x1, x2, t = 0) =
1

(2πσ2)1/4
e−

(x1−x0)2

4σ2 eik0x1ψ1(x2).

The time-dependent Schrödinger equation is solved by
using the split-operator method with fast Fourier transform
technique. After a long-enough time propagation, the sys-
tem wave function can be formally expanded as

Ψ(x1, x2) =

∞∑
n=1

∫ +∞

−∞
bn(k)ψn(x2)

1√
2π
eikx1dk

+
∞∑

n=1

∫ +∞

−∞
cn(k)φn(x2 − x1)

1√
2π
eik

x1+x2
2 dk,

where ψn(x) and φn(x2− x1) are the eigenstates of H and
Ps atoms, respectively, and |bn(k)|2 and |cn(k)|2 represent
the probabilities of target excitations and Ps formations.

Figure 1 displays the time evolution of the spatial proba-
bility density distributions of the electron and positron dur-
ing the scattering. The positron wave packet splits into four
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Figure 1: Spatial probability density distributions of the
electron (a) and positron (b) as a function of time during
the collision. The positron incident energy is 0.4 a.u., and
the initial position of the positron is at −400 a.u.

parts with the outer two parts represent, respectively, the
forward and backward direct scatterings. The inner two
parts share the same moving speeds with the electrons and
represent the forward and backward Ps formations. In the
scattering region, strong interference fringes are observed
which can be understood from the interference between the
incident and reflected positron wave packets.

After introducing an intense linearly-polarized laser
field, which restricts the motion of electron and positron to
the polarization direction, the present model can be reason-
ably applied to the laser-assisted positron-atom scatterings.
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An ab initio QED approach to treat a valence-hole
excitation in closed shell systems is developed in the
framework of the two-time-Green function method.
The derivation considers a redefinition of the vacuum
state and its excitation as a valence-hole pair. The
proper two-time Green function, whose spectral rep-
resentation confirms the poles at valence-hole excita-
tion energies is proposed. An contour integral formula
which connects the energy corrections and the Green
function is also presented. First-order corrections to
the valence-hole excitation energy involving self-energy,
vacuum polarization, and one-photon-exchange terms
are explicitly derived in the redefined vacuum picture.
Reduction to the usual vacuum electron propagators
is given that agrees in the Breit approximation with
the many-body perturbation theory expressions for the
valence-hole excitation energy.

Highly charged ions became a field of interest both from
the theoretical and experimental sides. It has the great ad-
vantage to provide access to strong-field physics [1] and
allow to probe quantum electrodynamics corrections up to
the second-order in α (the fine structure constant) [2] al-
though being a challenging task. Intensive experimental in-
vestigations have been carried over the years in a variety of
system, ranging from H-like, He-like, Be-like, and Li-like
to B-like and F-like ions (see [1] for a recent review of both
experimental and theoretical sides). Increasing experimen-
tal precision pushes theoretical predictions to their limits
and enforces an accurate description of complex electron
dynamics. Over the years, many approximated methods
have been devised to access higher-order corrections, how-
ever, ab initio calculations remain the holy grail in the quest
for many-electron atoms in the frame of bound-state QED
(BSQED).

Dealing with many-electron ions is a difficult task due
to the numerical complexity involved as well as to derive
formal BSQED expression. That is why ab initio calcu-
lations are limited so far to a few-electron ions [3] and
ions with single valence (or hole) electron. To facilitate
the derivation of the formal expressions for many-electron
systems the redefinition of the vacuum state is widely used
in the relativistic many-body perturbation theory [4]. How-
ever, within the BSQED it is not yet broadly employed.
Previously, the vacuum redefinition method was employed
within the BSQED mainly for single valence electron states
[5] and recently for two-valence electron states [3]. In
Ref. [6] we showed that the employment of the redefined
vacuum state allows one to keep track of one-electron
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gauge-invariant subsets into many-electron Feynman dia-
grams. Thus, several additional gauge-invariant subsets
were identified. Later, we applied it to more sophisticated
electron structures generalizing to either N valence elec-
trons or N holes cases [7]. As an example, we presented
the complete set of formal expressions for BSQED correc-
tions up to the second-order in α for the single-hole picture
[7]. Thus, the situation when both valence electrons and
holes are involved in the description of a state has not been
considered so far within the vacuum redefinition method.

The aim of the paper [8] is to provide a rigorous ab initio
derivation of the BSQED perturbation theory for a valence-
hole excitation in a closed shell system with the redefined
vacuum approach. The two-time Green function formu-
lation of the BSQED theory [5] is employed as a mathe-
matical tool for our derivation. The notion of a redefined
vacuum state is used from the very beginning. It is shown
that with the appropriate equal times choice conditions a
Green function having the proper two-body state normal-
ization in the non-interacting field limit can be constructed.
Its spectral representation identifies poles at the valence-
hole excitation energies and the integral formula for the
energy correction to the binding energy is obtained. The
latter expression is expanded to the first order, where one-
particle radiative and one-photon exchange corrections are
explicitly derived.

The theoretical investigations presented were supported
by BMBF grant 05P21SJFAA within the project 05P2021
(ErUM-FSP T05), and by the Russian Science Foundation
(Grant No. 22-12-00258). A.V.V. acknowledges financial
support from the government of the Russian Federation
through the ITMO Fellowship and Professorship Program.
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We present a new theoretical approach to probe the
frequency and strength of the oscillating magnetic field
based on the vector twisted light-atom interaction. That
is, we study the photoexcitation of 87Rb atoms by vector
Bessel beams in the framework of density matrix theory
and based on the Liouville-von Neumann equation. In
particular, we consider an electric dipole transition [5s
2S1/2 (F=1) → 5p 2P3/2 (F=0)] and analyze the effect
of an oscillating magnetic field on the population of ex-
cited state. We show that the population of the excited
state is sensitive to the position of the atom in the beam
cross section. Furthermore, we calculate the popula-
tion of the excited state in the beam cross section of the
vector twisted light beam for various frequencies, and
strengths of the oscillating magnetic field. The results of
our calculation can therefore be used to determine the
frequency and the strength of the oscillating magnetic
field.

The detection of frequency and strength of the oscillating
magnetic field plays an essential role in experimental tech-
niques such as nuclear magnetic resonance imaging (NMR)
and magnetic resonance imaging (MRI). Currently, atomic
magnetometers are a promising candidate for measuring
the frequency and strength of oscillating magnetic fields.
The atomic magnetometers can be helpful in the implemen-
tation of low- to moderate magnetic field (1-1000 G) MRI
and NMR experimental techniques [1]. In addition, this can
be helpful in reducing the role of superconducting magnets
which may also lower the cost of such experimental tech-
niques. The traditional atomic magnetometers designed to
detect the oscillating magnetic field works on the princi-
ple of nonlinear magneto-optical rotation (NMOR). In this
scheme, the detection of the oscillating magnetic field is
carried out predominantly in the time domain [2].

In a recent experiment, F. Castellucci et al. [3] used the
vector twisted light atom interaction process to detect the
3D alignment of the magnetic field. The vector twisted
light beams are linear combinations of two circularly po-
larized twisted light beam. These beams possess polariza-
tion singularities in addition to the phase singularity. Also,
the interaction of vector twisted light beams with atoms can
be helpful in many areas like quantum memories, quantum
metrology, quantum communication and many more.

In this work, we develop a theoretical model to detect
the frequency and strength of the oscillating magnetic field
using the interaction of vector Bessel beams and cold 87Rb
atoms in the presence of magnetic field. That is, we con-
sider a constant and an oscillating magnetic field which are
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Bconst Bconst+Bosc

Figure 1: The time averaged excited state population of the
87Rb atoms in the beam cross section of the vector Bessel
beam is plotted for two different cases. The blue dotted
lines show the plot for constant magnetic field only. The
orange solid line shows the plot when the oscillating mag-
netic field is present in addition to the constant magnetic
field. The strength of both constant and oscillating mag-
netic field is chosen to be 1 G and the frequency of the
oscillating magnetic field is 10 kHz.

perpendicular to each other. In particular, we study the pho-
toexcitation process in 87Rb atoms driven by vector Bessel
beam. We consider an electric dipole transition [5s 2S1/2

(F=1) → 5p 2P3/2 (F=0)] and analyze the excited state pop-
ulation in the 87Rb atoms. To perform this analysis, we use
the Liouville-von Neumann equation in the density matrix
formalism.

We observe that the population of the excited state is sen-
sitive to the position of the target atom in the beam cross
section of the vector Bessel beam. Furthermore, we calcu-
late the time averaged excited state population in the beam
cross section; see Fig. 1. This plot changes significantly
with the frequency and strength of the oscillating magnetic
field. Thus, this result can be used to detect the frequency
and strength of the oscillating magnetic field in the spatial
rather than in time domain.

The authors acknowledge funding from Research School
of Advanced Photon Science (RS-APS) of Helmholtz Insti-
tute Jena, Germany.
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The p-wave resonances in the exponential cosine
screened Coulomb potential are studied using the
uniform complex-scaling generalized pseudospectral
method. It is found that the resonance will be disturbed
by an adjacent resonance when they have same position.

The exponential cosine screened Coulomb potential
(ECSCP) has been extensively employed in modeling the
strongly-coupled dense quantum plasmas. Different ap-
proaches have been developed in the literature to investi-
gate the resonance states of one-electron atoms under EC-
SCP [1, 2]. In this work, we apply the uniform complex-
scaling generalized pseudospectral (UCS-GPS) method [3]
to predict the resonance energies with high accuracy.

The non-relativistic radial Schrödinger equation for the
one-electron system under ECSCP is given by[
− 1

2µ

d2

dr2
+
l(l + 1)

2µr2
+ V (λ, r)

]
ψnl(r)

= Enl(λ)ψnl(r),

where the potential reads

V (λ, r) = −Z
r
e−λr cos(λr),

in which λ represents the screening parameter.
In the uniform complex-scaling method, the radial coor-

dinates in the Hamiltonian are rotated by an angle θ, i.e.,
r → reiθ. The system eigenenergies are then rotated into
the complex energy plane, where the bound state energies
do not change, the continua are rotated down by an angle
2θ, and the resonance pole can be exposed from the contin-
uum by acquiring a complex energy

Eres = Er + iEi = Er − i
Γ

2
,

where Er and Γ are the resonance position and width, re-
spectively.

Figure 1 shows the variation of eigenenergies for the np
states with n = 2 − 10 along with changing the screening
parameter. Each bound state with negative energy trans-
forms into a shape resonance located above the threshold at
the critical screening parameter with increasing λ. It is sur-
prisingly found that there exists specific values of screen-
ing parameter at which two adjacent resonances go across
with each other, with the lower-lying resonance is slightly
disturbed by the higher-lying one.

∗rickywangyc@aliyun.com
† lgjiao@jlu.edu.cn

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-0.15

-0.10

-0.05

0.00

0.05

0.10

E r
(a

.u
.)  2p

 3p
 4p
 5p
 6p
 7p
 8p
 9p
 10p0.0 0.1

-0.03

-0.02

-0.01

0.00

0.01

E r
(a

.u
.)

Figure 1: p-wave resonance positions and bound state en-
ergies for states with n=2-10.
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Figure 2: p-wave resonance width for states with n=2-10.

Figure 2 displays the resonance width Γ for the same
states as those in Fig. 1. All resonance widths increase
monotonically as λ is increased from the corresponding
critical screening parameters. So far we are not able to
trace the complete trajectories of the resonances due to the
restriction of rotational angle in the UCS-GPS method.
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We have studied signatures of radiation reaction in 90
degree scattering between the electron beam and laser.
It is shown that the angular distribution of the electrons
after the interaction with the laser can be controlled by
tailoring the shape of the laser pulse. This is a novel
manifestation of radiation reaction in addition to the
well-known radiative energy loss.

The phenomenon of radiation reaction describes the fact
that accelerated charged particles emit radiation which car-
ries away energy and momentum and, hence, the radiation
emission must act back onto the motion of the particles. A
correct treatment of particle dynamics thus must include the
back-reaction of the radiation on the motion of the parti-
cles [1].

In this work we consider the 90 degree scattering of an
electron beam and a plane-wave laser pulse. We find, analyt-
ically and by computer simulations, that radiation reaction
effects cause a deflection of the electrons up-stream or down-
stream the laser, the direction of which can be controlled by
varying the shape of the laser pulse. Without radiation re-
action effect there cannot be any deflection of the electrons
due to the Lawson-Woodward theorem.

Classical radiation reaction can be described by the
Landau-Lifshitz equation [2],

duµ

dτ
= − e

m
Fµνuν +

e4

6πm

[
− m

e
(∂αF

µν)uνu
α+

+ FµνFναu
α + (F ναuα)

2uµ
]
, (1)

where u is the four-velocity, Fµν is the electromagnetic field
strength tensor, and τ is proper time. The Landau-Lishitz
equation can be solved exactly analytically if the external
field is a plane electromagnetic wave [3].

In our interaction scenario the electron beam initially
propagates along the y-axis, and the laser beam propagates
along the negative x-axis and is linearly polarized along
the y-axis, i.e. eFµν = ma0f

′
(φ)(kµεν − kνεµ) with a0

the normalized vector potential. Employing the analytical
solutions we find the electron deflection angle as

tan θ =
ux
uy
' −2

3

αa30
aS

H1 , (2)

where aS = 329677 is the normalized Schwinger vector
potential. From this we can decuce the important findings:
(i) the deflection angle is independent of the initial electron
energy (ii) a0 must be large enough and (iii) the function
H1(φ) =

∫∞
−∞ f

′
(φ)I(φ)dφ, with I(φ) =

∫ φ
−∞ f

′
(ψ)2dψ,

∗philipp.sikorski@uni-jena.de

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0

0

5

10

15

20

25

30

c 0
10.0

7.5

5.0

2.5

0.0

2.5

5.0

7.5

10.0

 (m
ra

d)

Figure 1: Analytic results for the electron scattering angle
as function of c0 and φ0 for a0 = 30 and γ0 = 200.

must not be small. Especically the latter shows how the
temporal shape of the laser electric field f ′(φ) determines
the sign and value of the electron scattering angle. In order
to control the electron beam deflection we have considered
several cases where the laser pulse shape can be controlled
precisely: (i) few-cycle pulses with carrier-envelope-phase
control, (ii) two-color pulses with variable strength of the
second harmonic and relative phase, and (iii) addition of a
low-frequency (sub-harmonic) component of the form

f =
1

N
cos4

(
φ

2L

)[
cos(φ) + c0 cos

(
φ+ φ0
2L

)]
, (3)

where L is the pulse duraiton, and φ0 (c0) is the relative
phase (amplitude) of the subharmonic. As can be seen in
Fig. 1, by changing φ0 and c0 we can obtain either positive
or negative scattering angles on the order of 10 mrad.

In addition to the analytical results we have performed
Monte Carlo simulations of the interaciton using the particle-
in-cell code SMILEI [4]. The centroid of the Monte-Carlo
results agrees reasonably well with the analytics. In order to
assess the experimentally observability of this novel signal
of radiation reaction we will next perform full-scale 3D
simulations of the interaction.
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The linear polarization and angular distribution of
the Lyman–α1 line following electron-impact excitation
of highly charged H-like ions were studied within the
framework of the density matrix theory. A good consis-
tence was obtained when compared with other available
results. In particular, the effect of the Breit interaction
on the linear polarization and angular distribution of
the Lyman–α1 line was discussed in detail.

Electron-impact excitation (EIE) of atoms and ions is
one of the fundamental processes in astrophysical and lab-
oratory plasmas, which is thus an important mechanism of
inducing line emissions. During the past decades, the an-
gular and polarization properties of characteristic lines fol-
lowing EIE of atoms and ions have been attracting a lot
of attention. In light of the work of Reed et al. [1], we
studied EIE of H-like Ti21+, Mo41+, Ba55+, and Au78+

ions from their ground state level 1s1/2 to the excited level
2p3/2 as well as the subsequent Lyman–α1 decay using the
multi-configurational Dirac-Fock (MCDF) method and the
relativistic distorted-wave theory. The present calculations
were performed without (NB) and with (B) the Breit inter-
action included, respectively.

It was found that the present results for partial EIE cross
sections and linear polarization of the Lyman–α1 line with
only the Coulomb interaction included are different from
those of Reed et al. [1]. In contrast, the present results
agree well with those from the relativistic convergent close-
coupling method [2]. As an example, we explored the lin-
ear polarization and angular distribution of the Lyman–α1

line of H-like Ti21+, Mo41+, Ba55+, and Au78+ ions [3].
Special attention was paid to the effect of the Breit interac-
tion on both of them. The findings show that the Breit in-
teraction makes the Lyman–α1 line less linearly polarized
for all the impact energies considered, and such an effect
becomes more promiment with increasing impact energy
and atomic number Z, respectively, as shown in Figure 1.
For Au78+ ions, the Lyman–α1 polarization behavior is al-
tered qualitatively at the impact energy of about 4.2 times
the excitation threshold due to the Breit interaction.

In addition, for high-Z Au78+ ions, the Lyman–α1 pho-
tons are predominantly radiated under θ=90◦, i.e., perpen-
dicularly to the impact electron beam, even at high impact
energies for the NB case, as shown in Figure 2. However,
the contribution of the Breit interaction causes a qualitative
change in its angular emission pattern at the impact energy
of about 5.0 times the excitation threshold, i.e., from a per-
pendicularly dominated emission pattern to a forward- and
backward-dominated one.

∗zhongwen.wu@nwnu.edu.cn

Figure 1: Linear polarization of the Lyman-α1 line of
Ti21+, Mo41+, Ba55+, and Au78+ ions as a function of
impact energy in units of their respective excitation thresh-
olds, compared with the RCCC results of Ti21+ ions [2].
Results are given for both the NB and B cases.

Figure 2: Angular distribution of Lyman–α1 line radiated
from Au78+ ions for two impact energies, i.e., 2.0 and 5.0
times the excitation thresholds. Results are shown for both
the NB and B cases.
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We propose a method of how to eliminate a diver-
gence of the nonlinear Compton scattering in the lo-
cally constant field approximation (LCFA). In contrast
to the exact strong field QED result (SFQED), LCFA
manifests a soft-photon divergence in the limit of small
light-front momenta. We derive a regularizing term by
imposing an additional condition on the LCFA expres-
sions in this limit, which ensures reasonable behavior in
the problematic region. The advantage of the suggested
approach is that it allows a numerically efficient imple-
mentation in the simulation codes.

The locally constant field approximation is a powerful
tool for investigating the QED precesses within the strong
external electromagnetic field of an arbitrary configuration
[1]. Exploiting the concept of probability rate, it is possi-
ble, relatively simple, to find particles energy spectra [2]
and their angular distributions [3]. Nowadays, because of
the numerical efficiency, LCFA is widely implemented in
the different numerical simulation codes [3,4]. The general
idea behind the LCFA is that complicated external back-
ground can be treated locally as a constant crossed field,
while certain conditions are hold. Namely, the main de-
mand is to field be sufficiently strong (a0 = eE/mω � 1),
so one can make assumptions about the particles energies
and formations length of the process. As long as this condi-
tion is fulfilled, it is possible to approximate the exact prob-
ability distribution as an incoherent sum of local probabil-
ity rates (R = dP/dϕ) within the constant crossed field,
calculated in all points along the classical trajectory of the
particle.

It is important to emphasize that the condition on the
field strength is necessary, but not sufficient. For nonlin-
ear Compton scattering (NCS) it was shown that LCFA
fails even for the large field intensities [5]. And the rea-
son is that for small light-front momenta s = κ ·k/κ · p the
formation phase within the constant crossed field scales as
∼ 1/a0s

1/3. Therefore, the spatial and temporal inhomo-
geneities of the external field are essential for the formation
of soft photons, and the field can not be treated anymore as
a constant and crossed even locally.

Unlike the LCFA, the exact SFQED result for the NCS
within the plane wave background always stays finite [5].
So, the main idea of our method is to introduce the reg-
ularizing term s∗, which should provide the correct value
in the small s limit. To derive the explicit expression for
this term, we superimpose an additional condition. To wit,
we demand that the limits of regularized LCFA and exact
SFQED expression coincide, when s→ 0.
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Figure 1: Comparison of the LCFA, LCFA∗ and the exact
SFQED result within the plane wave background for a0 =
10 and γ = 2000.

dRLCFA∗

ds

∣∣∣∣
s→0

∼ α

b

(
χ (ϕ)

s∗

)2/3

' dRexact

ds

∣∣∣∣
s→0

. (1)

To distinguish regular LCFA from the regularized one, we
use the abbreviation LCFA∗. The Eq. (1) can be easily re-
solved analytically with respect to s∗, if we assume s∗ � 1
for large a0. This assumption is justified by the fact that
LCFA itself works perfectly for s ∼ 1.

In Fig.1 we plotted comparison of NCS spectra obtained
in LCFA, LCFA∗ and also exact SFQED result. We consid-
ered the short pulsed plane wave with the envelope g (ϕ) =
cos2 (ϕ/4τ) Θ (2πτ − |ϕ|), linear polarization and dura-
tion τ = 4. From Fig.1 we can see that LCFA∗ manifests
adequate behavior for small s and in principle should co-
incide with the exact SFQED result in the limit s → 0.
While LCFA always overestimates spectrum, LCFA∗ un-
derestimates it. Similarly to the LCFA, LCFA∗ lacking the
complicated harmonic structure due to neglecting the in-
terference between emission in different points of a pulse.
Nevertheless, LCFA∗ can be considered as the extended
version of LCFA, since it eliminates the divergence and al-
lows for simple numerical implementations.
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Quantum field theory predicts the vacuum to resem-
ble a polarizable medium. This gives rise to effective
nonlinear interactions between electromagnetic fields
and light-by-light scattering phenomena. We study the
collision of two optical laser pulses in a pump-probe
setup using beams with circular and elliptic cross sec-
tion and estimate the number of discernible signal pho-
tons induced by quantum vacuum nonlinearities. Our
central goal is to optimize the quantum vacuum signal
discernible from the background of photons constitut-
ing the driving laser beams. We show that widening the
focus typically improves the signal to background sep-
aration in the far field relatively to the case where both
beams are maximally focused.

In Ref. [1], we study the prospects of inducing a dis-
cernible quantum vacuum signal in a two-beam pump-
probe setup with optical ultrashort petawatt laser pulses.
For a schematic illustration of the considered scenario, see
Fig. 1. A key parameter to enhance the signal is the choice
of optimal beam waists. Typically, laser beams focused
as tightly as possible are considered in order to maximize
the field strength in quantum vacuum experiments. While
this does generically maximize the scattering amplitudes,
it does not necessarily optimize the signal-to-background
ratio which is the relevant quantity to identify the most
prospective quantum vacuum signal for experiment. A cru-
cial idea in this context is that the specific use of larger
beam waists can scatter the quantum signal into lower-
noise regions [2]. This can be traced back to the fact that
the signal amplitude decreases only with a power law for
increasing waists, whereas the background decreases ex-
ponentially in the relevant spacetime regions. In addition
to studying beams with circular cross section, we also al-
low the probe pulse to have an elliptic focus cross section
such as pioneered in the context of vacuum birefringence
[3]. We discuss the advantages of the circularly or ellipti-
cally focused probe beam settings for variable probe beam
waists and determine the respective number of discernible
signal photons mediated by quantum vacuum nonlineari-
ties.

For our quantitative predictions we focus on laser pulses
in the optical regime featuring the same photon energy of
ω0 = 1.55 eV, a pulse energy of W = 25 J and a pulse
duration of τFWHM = 25 fs. Considering collision angles
in the range 100◦ ≤ ϑcol ≤ 160◦, we find a decisive de-
pendence of the detectable signal strength in terms of dis-
cernible photons on the beam waist of the probe beam both
for circular and elliptical beam cross section. For a mostly
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Figure 1: Illustration of the considered scenario. The red
shades illustrate the forward/backward cones of two laser
pulses colliding under an angle of ϑcol. The wiggly curves
are snapshots of the associated electric and magnetic fields.

analytically accessible and efficient theoretical modeling,
the laser pulses are considered in the infinite Rayleigh
range approximation. This allows for a controlled determi-
nation and analysis of discernible signals and their angular
emission regimes in the considered parameter ranges.

The essential mechanisms become already visible for the
simpler case of a probe beam with circular cross section.
Namely, the maximization of the discernible signal requires
a compromise between increasing the intensity in the in-
teraction region and decreasing the background in the far
field where the signals are to be detected. In the considered
range of collision angles, we observe that the optimal beam
waist is about ∼ 5 . . . 7 times bigger than the one achiev-
able in the diffraction limit. Our results are in line with
those found for counter-propagating beams [2]. For the
largest collision angle studied in Ref. [1] elliptical cross
sections come with further means to increase the signal:
suitable choices of the ellipticity can increase the intensity
in the collision region while maintaining the background
suppression in the detection region; see also Ref. [3].

This work has been funded by the DFG under Grant
Nos. 392856280, 416607684, and 416611371 within the
Research Unit FOR2783/2.
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Quantum field theory predicts the vacuum to exhibit
a non-linear response to strong electromagnetic fields.
This fundamental tenet has remained experimentally
challenging and is yet to be tested in the laboratory. We
present proof of concept and detailed theoretical analy-
sis of an experimental setup for precision measurements
of the quantum vacuum signal generated by the col-
lision of a brilliant x-ray probe with a high-intensity
pump laser. Our proof-of-concept measurements show
that the background can be efficiently suppressed by
many orders of magnitude. This should facilitate a de-
tection of both polarization components of non-linear
vacuum response and provide direct access to the low-
energy constants governing light-by-light scattering.

Vacuum fluctuations induce non-linear interactions of
electromagnetic fields. This implies light-by-light scat-
tering and violations of the superposition principle which
predicts light rays to traverse each other without interact-
ing. Within the Standard Model the leading effect is gov-
erned by quantum electrodynamics (QED), where a virtual
electron-positron pair can couple electromagnetic fields.
Macroscopic electromagnetic fields available in the labo-
ratory fulfill {| ~E|, c| ~B|} � ES, with ES = m2c3/(e~) '
1.3× 1018 V/m set by QED parameters: the electron mass
m and elementary charge e. If these fields vary on scales
much larger than λC = ~/(mc) ' 3.8 × 10−13 m, their
leading interactions are governed by (c = ~ = 1) [1]

Lint '
m4

1440π2

[
a
( ~B2 − ~E2

E2
S

)2

+ b
(2 ~B · ~E

E2
S

)2
]
. (1)

The constants a and b control the strength of the four-field
couplings. QED predicts these to have a series expansion
in α = e2/(4π) ' 1/137 and read [1, 2]

a = 4
(
1+

40

9

α

π
+ . . .

)
, b = 7

(
1+

1315

252

α

π
+ . . .

)
. (2)

A famous prediction of Eq. (1) is vacuum birefringence:
linearly polarized probe light traversing a pump field can
obtain a ⊥-polarized component and become elliptical.
Progress in laser technology has resulted in realistic con-
cepts to detect this effect in head-on laser pulse collisions
for the first time. In this scenario, typically the number
of ⊥-polarized photons N⊥, a subset of the total signal
N⊥ +N‖, constitutes the observable. The scaling

N‖,⊥ ∼ c‖,⊥
( I
IS

ω

m

)2

N , (3)
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Figure 1: Schematic layout of an experiment to measure a
and b. The XFEL is focused to a spot with a wire creating a
central shadow in the beam on both sides of the focus while
retaining a central intensity peak in the focus. X-ray optics
image the wire to a matched aperture plane. The interaction
with the pump results in a signal scattered into the central
shadow. The ⊥, ‖-polarized components are directed to
separate detectors using a crystal polarizer.

with the pump intensity I and the probe photon energy ω
(number N ) suggests the use of an XFEL as probe and a
tightly focused high-intensity laser as pump for this exper-
iment; IS = E2

S. The coefficients c‖ = [a + b + (a −
b) cos(2φ)]2 and c⊥ = [(a − b) sin(2φ)]2 depend on a, b
and the relative polarisation φ of pump and probe; the ratio
c⊥/c‖ depends on φ and (a+ b)/(a− b).

Detecting both N‖,⊥ allows a and b to be inferred. As
these depend on the driving fields in the same way, a simul-
taneous detection provides access to the ratio

N⊥
N‖

∣∣∣
φ=π

4

'
(a− b
a+ b

)2

=
9

121

(
1 +

260

99

α

π
+ . . .

)
. (4)

This observable does not depend on intensity and thus is in-
sensitive to fluctuations in experimental parameters such as
spatio-temporal jitter or intensity fluctuations that typically
limit the achievable precision in experiments requiring the
overlap of pump and probe foci.

In Ref. [3], we combine the results of a first-principles
calculation and a proof-of-concept experiment to show that
the dark field scheme devised by us (see Fig. 1) is capable
of determining both a and b. Such a measurement could,
e.g., be performed at the Helmholtz International Beamline
for Extreme Fields (HIBEF) at the European XFEL.

This work has been funded by the DFG under Grant Nos.
416607684; 416702141; 416708866 within the Research
Unit FOR2783/1.
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We advocate the study of external-field quantum elec-
trodynamics withN charged particle flavors. Our main
focus is on the Heisenberg-Euler effective action for this
theory in the large N limit which receives contribu-
tions from all loop orders. In this case all contributions
beyond one loop stem from one-particle reducible dia-
grams. We show that specifically in constant electro-
magnetic fields the large N Heisenberg-Euler effective
action can be determined explicitly at any desired loop
order and study the strong field behavior of the theory.

In Ref. [1] we study quantum electrodynamics (QED)
with N charged particle flavors of equal charge e and mass
m in the presence of a prescribed external electromagnetic
field Ā. This theory resembles standard QED but fea-
tures N generations of electrons and positrons coupling
to the electromagnetic field via the charge e. Through-
out this work we choose this coupling such that the com-
bination Ne2 does not change with N . This choice im-
plies e ∼ N−1/2. To arrive at a meaningful deforma-
tion of standard external-field QED we moreover demand
Ā ∼ N1/2, which guarantees that eĀ ∼ N0 [3]. With-
out this additional assumption, the considered theory would
generically be dominated by physics at zero field because
eĀ ∼ N−1 → 0 for sufficiently large values of N ≫ 1.

This generalization of standard external-field QED con-
stitutes an interesting deformation of the original theory.
The flavor number N in particular provides a new parame-
ter allowing to organize Feynman diagrams contributing to
a given quantity by classifying them in terms of their scal-
ing with N . Reference [1] focuses on the emergence and
structure of the Heisenberg-Euler effective action [2] for
this theory in the large N limit, characterized by N → ∞
while keeping Ne2 = const. and eĀ = const. fixed.

The microscopic Lagrangian of external-field QED with
N fermion generations can be cast into the form,

L = ψ̄
(
i /D[Ā+ q]−m

)
ψ− 1

4
F̄µν F̄

µν − 1

4
QµνQ

µν , (1)

with gauge covariant derivative Dµ[A] = ∂µ − ieAµ,
/D = γµDµ and gamma matrices γµ. Here, the scal-
ings e2 ∼ N−1 and eF̄ ∼ eĀ ∼ N0 and the notation
ψ̄(·)ψ =

∑N
i=1 ψ̄

(i)(·)ψ(i), where i labels the fermion
flavors, are implicitly understood. In the present context
ψ(i) and q denote quantized spinor and gauge fields, and
Ā is the four-potential of the prescribed non-quantized
external field. The associated field strength tensors are
F̄µν = ∂µĀν − ∂νĀµ and Qµν = ∂µqν − ∂νqµ. For
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N = 1 and Ā→ 0 the Lagrangian of standard QED at zero
field is recovered.

The Feynman rules of N flavor external-field QED re-
semble those of standard QED. As conventionally done in
studies of standard QED subjected to a prescribed classical
field, the action of the external field Ā on the dynamics of
the theory can be fully encoded in dressed fermion propa-
gators. The resulting fermion propagator accounts for the
dressing of the fermion line to all orders in the classical
field eĀ ∼ N0. At the same time, each fermion loop comes
with an overall factor of N as quantum fluctuations gener-
ically encompass all degenerate fermion flavors. On the
other hand a coupling to the quantum photon field is medi-
ated by the elementary charge and thus comes with a factor
of e ∼ N−1/2. This directly implies a factor of N−1 for
each internal photon line. In turn, the one-loop Heisenberg-
Euler effective action [2] scales as Γ1-loop

HE ∼ N , and all
higher-loop one-particle irreducible contributions are pa-
rameterically suppressed relatively to this contribution by
at least one power of N−1.

A distinct difference between external-field and standard
zero-field QED is the emergence of finite physical tadpole
contributions: due to the dressing in the external field, e.g.,
a tadpole formed by a fermion loop contracted with a single
photon line constitutes a viable, generically non-vanishing
building block to a Feynman diagram describing a given
process. Upon connection to another fermion line this par-
ticular tadpole contribution scales as NN−1 = N0, and
thus can be attached to any given diagram without chang-
ing its scaling with N . Precisely this property and the fact
that they even persist to contribute in homogeneous con-
stant electromagnetic fields makes such tadpole contribu-
tions constituent building blocks of the Heisenberg-Euler
effective action in the largeN limit which follows from the
Lagrangian (1) upon integrating out the quantum fields as

eiΓHE[Ā] =

∫
Dq

∫
Dψ̄

∫
Dψ ei

∫
L . (2)

Reference [1] in particular lays the foundations for a fu-
ture non-perturbative first-principles study of the large N
Heisenberg-Euler effective action in arbitrarily strong con-
stant electromagnetic fields.

This work has been funded by the DFG under Grant No.
416607684 within the Research Unit FOR2783/1.
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The advent of petawatt-class laser systems allows
generating electromagnetic fields of unprecedented
strength in a controlled environment, driving increas-
ingly more efforts to probe yet unobserved processes
through their interaction with the quantum vacuum. In
recent years plasma mirrors have emerged as a promis-
ing technology enabling the conversion of intense in-
frared laser pulses into coherently focused Doppler har-
monic beams lying in the X-UV range. We present
predictions on the quantum vacuum signatures pro-
duced when such beams are tightly focused, specif-
ically light-by-light scattering phenomena and elec-
tron–positron pair creation. To this end we combine the
vacuum emission picture with the model of a plasma-
mirror-generated perfectly focused beam built from
PIC-generated harmonics spectra.

Macroscopic electromagnetic fields are remarkably well
described by Maxwell’s theory of classical electrodynam-
ics which allows conceiving a vacuum state in which all
properties of the field derive from laws devoid of reference
to any other physical system. Quantum field theory how-
ever reveals that all fundamental degrees of freedom come
in the form of fields permeating all space and whose rest
state can never be strictly assigned, so that an inert vac-
uum can in principle not exist nor a single field be in per-
fect isolation. Instead, each field constantly interacts with
all the other ones through real or virtual states. As laser
technology is making steady progress towards unprece-
dented intensities, the interaction of light with the quan-
tum vacuum emerges as a prospective and promising probe
for fundamental physics. Since the strongest macroscopic
fields achievable to date, provided by femtosecond multi
petawatt-class lasers focused near diffraction-limit, reach
peak field strengths well below the critical electric field
ES = m2c3/(e~) ' 1.3 × 1018 V/m set by the electron
mass m and charge e, the direct detection of nonperturba-
tive quantum vacuum processes such as pair creation seems
to be precluded in a foreseeable future. On the other hand,
research efforts devoted to all-optical signatures of quan-
tum vacuum nonlinearity have pointed out the yet elusive
nature of this process together with the exciting possibility
to attain a discernible signal in several field configurations.

In recent years, however, alternative paths have been
breached to much stronger macroscopic fields. Among
them, coherent harmonic focusing suggests to leverage
on the Doppler frequency upshift of a high-power in-
frared laser pulse upon reflection off a curved relativistic
plasma mirror, to compress its energy down to consider-

∗f.karbstein@hi-jena.gsi.de

Figure 1: Schematic representation of a coherent harmonic
focusing configuration. The driving intense infrared laser
impinges on the plasma mirror surface with waist wp and
is reflected as a focused harmonics beam with curvature
radius Rp and waist at focus w0. The resulting strong elec-
tromagnetic fields result in a nonlinear quantum vacuum re-
sponse encoded in signal photons which are predominantly
scattered into the forward cone of the harmonics beam.

ably smaller spatio-temporal volumes than those achiev-
able with the original laser wavelength; cf., e.g., [3]. Ex-
tensive theoretical and numerical studies recently proposed
realistic paths to implement such curved relativistic plasma
mirrors with several techniques regarding the focusing of
the harmonic beam. These studies robustly predict fo-
cused intensities ranging from 1024W/cm2 to more than
1028W/cm2 with multi-petawatt class laser systems. De-
spite these remarkable figures, such plasma-mirror-based
configurations have been comparatively little studied as
sources for quantum vacuum experiments.

In Ref. [2] a large scale state-of-the-art numerical tools
able to realistically simulate such field configurations along
the lines of Ref. [3] was developed. This allows for quan-
titative predictions of the quantum vacuum signals driven
by the extremely intense fields generated by coherently fo-
cusing harmonics with plasma mirrors. One of the studied
experimental scenarios´ is depicted schematically in Fig. 1.
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We explore the fixed-point structure of QED-like the-
ories upon the inclusion of a Pauli spin-field coupling.
We concentrate on the fate of UV-stable fixed points re-
cently discovered in d = 4 spacetime dimensions upon
generalizations to lower as well as higher dimensions
for an arbitrary number of fermion flavors Nf. As an
overall trend, we observe that going away from d = 4
dimensions and increasing the flavor number tends to
destabilize the non-Gaussian fixed points discovered in
four spacetime dimensions. A notable exception is a
non-Gaussian fixed point at finite Pauli spin-field cou-
pling but vanishing gauge coupling, which also remains
stable down to d = 3 dimensions, as is relevant for
effective theories of layered condensed-matter systems.
As an application, we construct renormalization group
trajectories that emanate from the non-Gaussian fixed
point and approach a long-range regime in the conven-
tional QED3 universality class that is governed by the
interacting (quasi) fixed point in the gauge coupling.

The Pauli term, denoting the coupling between the elec-
tron spin and the electromagnetic field, plays an interesting
role in quantum electrodynamics (QED): it parameterizes
the famous anomalous magnetic moment of the electron
[1] which has been measured and computed to an extraor-
dinary precision; and from a Wilsonian viewpoint, it corre-
sponds to a perturbatively nonrenormalizable dimension-5
operator and thus has the least possible finite distance to
the set of renormalizable operators in QED theory space.

The latter property makes the Pauli term a candidate for
a relevant interaction in a coupling regime where nonper-
turbative interactions set in. In fact, a recent study [2] pro-
vides evidence that the observed long-range properties of
(pure) QED can be extended to high-energy scales along
renormalization group (RG) trajectories that exhibit a siz-
able Pauli-term contribution. This suggest the existence
of an asymptotic-safety scenario that evaded the infamous
Landau-pole problem of QED.

This serves as a strong inspiration to study the Pauli term
also in d = 3, since QED3 serves as an effective theory for
the long-range excitations of various layered condensed-
matter systems including graphene and cuprate supercon-
ductors. In this context, also the dependence of the renor-
malization structure of the theory on the number of fermion
flavors Nf and the possible existence of a quantum phase
transition as a function of Nf is of great interest.

In our work [3], we have studied the renormalization
flow of QED upon the inclusion of a Pauli spin-field cou-
pling in general dimensions and flavor numbers, using the
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Figure 1: One-parameter family of RG trajectories pro-
jected onto the (κ, e) plane for Nf = 2 reducible flavor
degrees of freedom in d = 3 spacetime dimensions. These
lead from the fully repulsive UV fixed point C to the IR
fixed point D at κ∗ = m∗ = 0, thus exhibiting emergent
chiral symmetry.

functional RG for a nonperturbative estimate. While the
d = 4 dimensional case does not extend to higher dimen-
sions and larger flavor number, we observe that it persists
for small flavor number in the d = 3 dimensional case
which is relevant for the layered condensed-matter systems.
Most interestingly, we find a UV fixed point C at finite Pauli
coupling κ, but zero gauge coupling e, cf. Fig. 1. Among
the renormalization group (RG) trajectories that emanate
from the fixed point, there are RG flows that cross over to
the strong coupling fixed point e∗ (D) at zero κ and at van-
ishing electron mass. This trajectories represent an exam-
ple of a UV-complete theory that shows an emergent chi-
ral symmetry in the long-range spectrum, the fate of which
is ultimately governed by the strong-coupling behavior of
QED3.
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