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Foreword

Dear friends and members of the Helmholtz Institute Jena,

we’d like to start this annual report with some good news: The scientific mutual exchange and life
has obviously returned to the institute during recent months. While the outbreak of the pandemic
in 2019 had a rather abrupt impact on our everyday lives, with home office, safety measures and
emphasis on health, it also restricted the social contacts and may occasionally have affected mo-
tivation and efficiency. With advancing vaccination efforts, and a steady decrease of incidence
rates, we now shall enjoy again joining physics discussions, workshops, and conferences, while
still managing the risks that remain with Covid and its possible resurgence in the autumn. Carpe
diem for doing good physics and science (again). Another, more somber, shadow that is cur-
rently lying over us and will likely affect many future developments, arose from Russia’s attack
upon the sovereign and independent Ukraine. This war not only encroaches on the territorial
integrity of Ukraine but also violates our values of freedom, peace and independence as basis for
all democratic developments, in science and society. It is this attack which forces us now to take
position and support scientists in Ukraine, as well as Russian colleagues who may have to leave
their country for political reasons.

Despite these quite serious challenges, however, research at the Helmholtz Institute has pro-
gressed actively during the past year with several – newly developed or ongoing – experiments
as well as a good number of well-received publications. Strategically, the recent focus of the
institute has been placed on enabling techniques for particle acceleration, quantum technology
and data science. As such, HI-Jena had in 2020 joined the common effort of research institutions
in Thuringia forming the “Quantum Hub Thuringia”, as well as the German “Consortium for
Cryogenic Detectors and Superconducting Electronics”, activities which demonstrate the close
contact between HI-Jena and the University of Jena, and especially with the Institutes of Quan-
tum Optics, Solid State Physics and Theoretical Physics. These contacts also constitute a crucial
part of the Helmholtz Quantum Strategy program, and in particular the Distributed Detector Lab
initiative, which was positively evaluated in 2021 and has been recommended for funding. Many
of these efforts are directly embedded into the research field “Matter” of the Helmholtz Asso-
ciation, where the institute participates in the programs “From Matter to Materials and Life” as
well as in “Matter and Technology”.

This continuous expansion of the institute’s research program has also caused lab and office
space at the institute to become increasingly scarce. Thanks to the generous support by the Fed-
eral State of Thuringia, the extension building of the HI-Jena will be inaugurated in the fall of
2022, and will provide room for further growth of HI Jena, as well as enhance the available
high-power laser infrastructure. The newly-constructed building is located at the campus of the
FSU Jena, in direct vicinity of the main institute building at Fröbelstieg 3, and impresses with
its austere charm and panorama windows on all sides. Both buildings are readily connected via
a tunnel that will facilitate the use of laser and experiment equipment from both buildings. A
long-time objective of the institute has been the promotion of young scientists during their PhD
studies and in the early phases of their scientific careers. Most of our doctoral students are sup-
ported by the research school RS-APS of HI Jena, whose scientific program has been continued
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in 2021 despite the pandemic, though often through digital formats. In particular, the RS-APS
seminars were held via Zoom, as was the annual Lecture Week of RS-APS in October 2021.
The virtual four-day event saw a record attendance of 24 participants, highlighting that such
opportunities for scientific exchange are sorely needed. In addition, together with the partner
graduate school HGS-HIRe for FAIR, a number of dedicated soft skills series for scientists were
offered by virtual workshop series. At present, the RS-APS supports 54 members, 7 of which
finished their PhD in 2021. Approximately half of the students are financed by 3rd party funding.

Since its foundation in 2010, the Helmholtz Institute Jena has provided excellent research op-
portunities by operating own infrastructures that have proven to be highly attractive for students
and young scientists. Being hosted at the campus of the FSU, the close contact of HI-Jena with
the research groups from the university helped establish not only the high-power laser systems
POLARIS and JETi200 but also specialized x-ray and cryo laboratories, bolstering the insti-
tute’s active involvement in the strategic missions of GSI, with the Helmholtz centers DESY
and HZDR as additional partners. Today, many experimental research projects are exploiting
the unique research infrastructures of the large-scale facilities at GSI at Darmstadt and DESY
including the flagship projects FAIR and XFEL. This Annual Report 2021 concisely documents
the progress and research highlights from the last year. In addition, quite a few important R&D
projects are currently pursued at the institute and reflect the important contributions by 3rd party
funding.

View of the existing Helmholtz Institute Jena building together with the new laboratory and office
building visible to its left (Photo by Felix Karbstein).
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Status of the Research School of Advanced Photon Science

R. Märtin∗1,2, C. Hahn1,2, G. Weber1,2, C. Spielmann1,3, and Th. Stöhlker1,2,3

1HI Jena, Fröbelstieg 3, 07743 Jena, Germany; 2GSI; 3IOQ, FSU Jena

The research school RS-APS exists now for 9 years
and is a well-established institution to support the PhD
projects of young researchers working at the Helmholtz
Institute or at its associated Helmholtz centres.

Compared to the early days of the pandemic in 2020, the
access to and the working conditions at the institute and
the Helmholtz centers was improved due to adaptation to
the various safety measures. The continuation of the re-
search work has been of great importance especially for
those students working on PhD projects focused on exper-
imental work, while others had at least the possibility to
continue their doctoral work from home. RS-APS also con-
tinues with its program and mission to provide doctoral stu-
dents with structured PhD education. Taking the still exist-
ing safety measures into consideration while fostering the
scientific exchange between the participants, the research
school RS-APS continued with their entire academic pro-
gram in a modified online version similar to 2020.

In October 2021 the Research School RS-APS of the
Helmholtz Institute Jena organized the already ninth edi-
tion of its annual Lecture Week. Due to the Covid-19
situation the lecture week could not be held as a face-to-
face event in the traditional format (see Fig. 1). Differ-
ent from the previous year’s installment, the online Lec-
ture Week consisted not only of a series of lectures but
was also complemented with group working sessions in
the afternoon. For four days the 24 doctoral students
learned about various aspects of “Novel applications trig-
gered by modern laser technologies”. RS-APS was for-
tunate to recruit four experts addressing subtopics of this
research field: César Jauregui (IAP, University of Jena)

Figure 1: Screenshot of the participants during the Lecture Week, conducted
virtually in October 2021.

gave an introduction to “Fundamen-
tals of ultrafast lasers” and Vincent
Bagnoud (GSI and TU Darmstadt)
continued with an “Introduction to
plasmas and relativistic laser–plasma
interactions”. Jens Osterhoff (DESY
Hamburg) contributed a lecture focus-
ing on the “Physics of Plasma and
Laser-Plasma-Accelerator systems”.
In addition, Peter Thirolf (LMU Mu-
nich) made an excursion to “High Pre-
cision Laser Spectroscopy” and gave
an inside view on the status of nuclear
clocks. Overall the online version of
the Lecture Week was very well re-
ceived and led to fruitful discussions
between students and lecturers.

∗r.maertin@hi-jena.gsi.de

During the biweekly RS-APS seminar the PhD students
have the possibility to present their research project in a
rather casual format to other students and members of the
Helmholtz Institute. The flexible online format paid off in
2021 since RS-APS encountered on average more atten-
dees compared to the years before.

To ensure the regular supervision and discussion of the
doctoral student with its supervisor regular PhD committee
meetings had been installed already long before the pan-
demic. Nevertheless home office and decentralized work-
ing in-creased the importance of the regular exchange and
hence was pushed by RS-APS even more.

The partnering Graduate School HGS-HIRe for FAIR
provided the members of the school with courses to foster
transferable skills, addressing topics such as career devel-
opment or working in research environments.

Despite the overall success of the pandemic-adapted pro-
gram the social aspect and triggered scientific exchange of
face-to-face events cannot be neglected. For this reason a
hybrid solution for the program for the upcoming time will
be considered.

By the end of 2021, 54 PhD students were actively par-
ticipating in the program of the research school of the
HI Jena. 25 doctoral researchers are directly financed by
the Helmholtz Institute while 29 students are third-party
funded. As was the case in the first year of the pandemic
(2020), seven students graduated successfully in 2021.

Two students received special honors for their scientific
work. One student received the SPARC PhD Award while
one student was awarded by the Giersch foundation for spe-
cial achievements during the doctoral work.
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POLARIS: Laser Frontend Upgrade

M. Hornung∗1,2, M. Hellwing1,2, F. Schorcht1, G. A. Becker2, M. B. Schwab2, A. Kessler1, J.
Hein1,2, and Malte C. Kaluza1,2

1Helmholtz Institute Jena, Fröbelstieg 3, 07743 Jena, Germany; 2Institute of Optics and Quantum Electronics FSU

Jena, 07743 Jena

The oscillator, parts of the first of two CPA stages and
the temporal contrast cleaning stage of the POLARIS
laser system were replaced by optimized versions. The
optimized version was developed during the last three
years within the ATHENA project.

The POLARIS laser [1] consists of two CPA stages
and an intermediate XPW-stage to temporally clean the
laser pulses before their final amplification. In order
to increase the performance of the POLARIS laser sys-
tem in terms of stability, temporal pulse contrast, timing
jitter and spectral phase an optimized frontend was in-
stalled. Within the ATHENA (Accelerator Technology
HElmholtz iNfrAstructure) project two identical frontend
systems were developed [2]. One system will be shipped
and installed to the PEnELOPE system located at HZDR.
The second system, which is subject of this report, was de-
veloped for the POLARIS laser system.

After more than 20 years of operation the POLARIS
oscillator was replaced by a commercial Kerr lens
mode-locked, directly diode-pumped Yb:KGW oscillator
(FLINT, Light Conversion UAB, Lithuania). The pulses
are emitted with a repetition rate of 75.84 MHz and an av-
erage power of 4.58 W which correspond to a pulse en-
ergy of 60 nJ. The pulse duration is 75 fs and the pulses
are emitted with a power stability < 0.09% during 15
hours. All parameters were significantly improved with re-
spect to the previously used oscillator and since this device
is a turn-key system, stable and simplified use of the PO-
LARIS frontend is ensured. The previously used stretcher-
compressor system for POLARIS’s first CPA system was
also replaced completely. The old system was limited in its
stretching/compression ratio, its efficiency, its general opti-
cal performance and its mechanical stability. The recently
installed pulse stretcher uses an Offner configuration with
a 1480 l/mm diffraction grating. The efficiency was mea-
sured with 79% and the oscillator seed pulse is stretched
to 80 ps. The corresponding pulse compressor also uses
1480 l/mm gold gratings and has a free circular aperture of
20 mm. The angle of incidence for both devices is close to
56° and the devices are separately housed for improved sta-
bility. The combination of enlarged compression aperture
and increased stretched pulse duration with respect to the
formerly used system allows for a significantly increased
output energy of POLARIS’s first CPA stage. Once the
system is finally commissioned the output energy could be
further enhanced if desired.

Currently, the frontend replacement is still ongoing and
the pulses were amplified with the POLARIS amplifier A1
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to a pulse energy of 1.5 mJ. Measurements of the high dy-
namic temporal pulse structure of the compressed 115 fs
(FWHM) laser pulses are shown in figure 1 and 2.

Figure 1: Wizzler measurement of the temporal pulse struc-
ture of the compressed pulses.

Figure 2: Preliminary temporal pulse contrast measure-
ment before the XPW cleaning process.

The subsequent XPW system is fully assembled and the
accurate position-controlled crystal mounting will ensure
stable and reproducible operation. The polarization con-
trast of the XPW polarizers was measured with an extinc-
tion ratio better than 10−6 with full aperture. Assuming a
conservative XPW efficiency of 10 % a temporal contrast
improvement of the amplified pulses (cf. Figs. 1 and 2) of
105 is expected.

The next steps are to finalize and characterize the newly
installed XPW stage to generate highly stable, ultra-high
temporal contrast seed pulses for POLARIS’s second CPA
stage.
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ATHENA: Frontend Development for PEnELOPE and POLARIS
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In this report we present the status of HI-Jena’s con-
tribution to the ATHENA project to develop technol-
ogy for generating ultra-high intensity laser pulses with
high temporal contrast. One scope of ATHENA was the
development of a frontend laser system for the PEnE-
LOPE laser system at HZDR. This system will soon be
transferred from HI-Jena to HZDR.

Within the ATHENA (Accelerator Technology
HElmholtz iNfrAstructure) project two basically identical
frontend systems have been developed during the last
three years [1]. One system will be used in the POLARIS
laser system [2] and the second system, which is subject
of this report, was developed for the PEnELOPE laser
system [3]. This system will be shipped to and installed
at the PEnELOPE laser. In order to simplify and share
further developments, e.g. about the essentially required
high-contrast frontends, for the diode-pumped solid-state
lasers PEnELOPE and POLARIS the decision was made to
use identical setups in both lasers. Due to space constraints
in the POALRIS laboratories the setup of the PEnELOPE
frontend system was split into two parts. The first part was
the CPA system consisting of an oscillator, a pulse picking
unit, a pulse stretcher, an amplifier and a pulse compressor.
This system was commissioned in Jena and presented in
2019 [4]. The amplifier is shown in Figure 1.

Figure 1: The amplifier section of the PEnELOPE frontend before packing and
preparation for transport.

The second part of the frontend con-
sists of a high polarization unit and an
XPW vacuum setup. This system was
presented in 2020 [1] and is operational
in parallel to the existing POLARIS
frontend. Here we generated high tem-
poral contrast seed-laser pulses, which
can either be used for PEnELOPE or
POLARIS. Without reaching the dam-
age threshold limitations of the system,
final pulse energies up to 150 µJ with a
35 nm spectral FWHM bandwidth were
generated. The system exhibits high
pulse to pulse stability with a repetition
rate of 1 Hz at a centre wavelength of
1033 nm.

As the next step, the frontend will
be transferred to the HZDR laborato-
ries and commissioned in the PEnE-
LOPE environment. For that, all re-
quired electronic drivers, vacuum ac-
cessories, chillers and corresponding
devices were procured with respect to
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compatibility. Also, a full diagnostic package consisting of
CCD cameras, spectrometers, photo diodes, oscilloscope
and a high dynamic Wizzler for temporal pulse characteri-
zation was acquired.

For the delivery of the system the main components
stretcher, compressor and amplifier were prepared in ad-
vance of the assembly with appropriate baseplates and
housings. They were packed under clean conditions and fi-
nally, with all the additional required technical equipment,
a bunch of four pallets and five additional boxes is currently
ready for transport.
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High power ultrafast laser souces in the short wave-
length infrared region emitting between 1.3 µm and
4 µm have become indispensable tools in industrial ap-
plications and research. Here, we report our results
on the coherent combination of 4 thulium-doped fiber
amplifiers at a central wavelength of 1920 nm. The
ultrafast chirped pulse amplification system produces
1.65 mJ of pulse energy at a repetition rate of 101 kHz
with a pulse duration of 85 fs and a peak power of
15 GW. This system proofs the scalability of coher-
ent combining techniques in the short wavelength in-
frared and paves the way towards multi-mJ, multi-
100 W thulium-doped fiber lasers .

In recent years the development of high power, ultrafast
laser sources around 2 µm wavelength have seen a rapid
development. This is a consequence of their applicabil-
ity to many wavelength regions, which well-established
1 µm sources fail to address power scalably. This holds
true, amongst others, in the field of high field sciences.
Here, the wavelength scaling of high harmonic generation
identifies sources around 2 µm wavelength as a resonable
tradeoff between efficiency and phase matched cut-off en-
ergy into the application relevant water window (300 eV-
500 eV) [1]. In this wavelength region water is trans-
parent, while biologically relevant compounds like carbon
and oxygen remain opaque. Addressing this wavelength
region with high photon flux could therefore be a major
game changer in the fields of biological research, enabling
techniques like time resolved spectroscopy [2] or coher-
ent diffractive imaging [3] in a tabletop format to study
fundamental biological processes with unprecedented res-
olution. Especially thulium-doped fiber lasers have been
identified as an easy power-scalable solution for the gener-
ation of 2 µm radiation. Due to the excellent transparency
of fused silica in this wavelength region, they can resort to
fiber designs, which have proven successful in the 1 µm-
wavelength region [4]. In this report we demonstrate an
ultrafast Tm-doped fiber laser system emitting 1.65mJ of
pulse energy and sub-100 fs pulses at 101 kHz repetition
rate. To the best of our knowledge, this represents not only
the first mJ class ultrafast Tm-doped fiber laser system, but
also the highest average power mJ-class SWIR laser system
to date. The front end of the laser system delivers stretched
pulses with a pulse duration of 1.2 ns and a pulse energy of
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Figure 1: Reconstructed output pulse of the system mea-
sured via frequency resolved optical gating.

9 µJ. The pulses are afterwards split into 4 replicas utilizing
intensity beamsplitters and launched into four Tm-doped
large pitch fibers with a core diameter of around 80 µm and
a length of 1.3m [4]. Each channel amplifies the signal to
a pulse energy of 495 µJ. The pulses are recombined us-
ing a similar set of intensity beam splitters and compressed
in a Treacy-type compressor. The interferometer is stabi-
lized using the LOCSET-Algorithm [5] and piezo-driven
mirrors in front of the main amplifiers. The combining ef-
ficiency of this system is around 90 % and the compression
efficiency is around 91 % resulting in an overall output en-
ergy of 1.65mJ. The output pulse of the system is depicted
in Figure 1. This system represents a milestone in Tm-
doped fiber laser development and can enable high-power
frequency conversion into the soft X-ray, THz and mid-
infrared spectral region. Further power scaling of the sys-
tem can not only be achieved by exploiting the scalability
of coherent beam combination via adding more amplifiers
channels, but also by further scaling the single channel per-
formance by increasing the fiber core size and the stretched
pulse duration. This would pave the way for multi-mJ,
multi-100W emission at around 2 µm wavelength.

The authors acknowledge funding from SALT (ERC,
835306) and MIRROR (BMBF, 01DR20009A).
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500W average power rod-type multicore fiber CPA system
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We present a femtosecond fiber laser system based on
coherent combination of the output from an in-house
designed rod-type multicore fiber. It delivers up to
500W of average power while maintaining a high com-
bination efficiency of 85%.

Multicore fibers have the potential to combine the advan-
tages of optical fibers (such as their high average power ca-
pability, high efficiency and good beam quality) with those
stemming from the large beam areas commonly used in
other laser architectures. Coherent combination can then
be employed to achieve a single, high-quality, output beam
[1]. However, to reach, and even surpass, the performance
of state-of-the-art laser systems comprising multiple sepa-
rate fiber amplifiers, multicore fibers need to leverage the
same technological advancements. One example is the use
of a rod-type geometry combined with large core diameters
to mitigate detrimental nonlinear effects.

Figure 1: Image of the fiber end-facet showing the 16 cores
and the octogonal cladding for guiding of the pupmp light.

We have realized an all-glass, rod-type, multicore fiber,
whose basic structure is shown in figure 1. The fiber con-
tains 16 ytterbium-doped cores in a square arrangement.
An embedded octagonal fluorine-doped ring enables for
pump light guidance with a NA up to 0.22. While the fiber
was drawn to different sizes, the one with 21 µm diameter
of the cores was chosen for the combination of femtosec-
ond pulses, since it provided a good compromise between
single-mode operation and sufficient core diameter for en-
ergy extraction. The core-to-core pitch is 58 µm in this case
and the pump cladding has a diameter of 310 µm. The fiber
length is 1.1 m to ensure sufficient pump absorption.

The fiber is seeded by a frontend that emits stretched
femtosecond pulses with a duration of 1 ns. The incoming
beam is split up into a 4x4 beam array using segmented-
mirror splitters (SMS). This beam array then goes through
a piezo actuator array to allow phasing of the beam for
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the beam combination step. Finally, the input beam ar-
ray is directly imaged to the fiber cores with a 4f optical
setup [2]. Due to the non-polarization maintaining struc-
ture of the fiber, waveplate arrays are inserted to ensure the
same polarization state of all cores at the output of the fiber.
The fiber is bi-directionally pumped with two fiber-coupled
pump diodes. At the output, the beam array from the fiber
is imaged again to SMS elements, here used for beam com-
bination. A fraction of the beam arrays, resulting from the
non-combining parts in the combination process, is guided
towards two photodiode arrays. These arrays are connected
to a multichannel phase detection system [3] that drives the
piezos, located at the input. This allows for a compensa-
tion of path length mismatches in the different channels and
with it for maximum output power. Finally, the combined
beam passes through a grating compressor which results in
the emission of femtosecond pulses at the output.

The so-called combination efficiency is determined as
the main quality factor for coherent combination. It is de-
fined as the combined output power over the total emit-
ted linearly-polarized power coming from the fiber. In our
experiments, a value of around 85% over a broad aver-
age power at 10 MHz repetition rate can be achieved. We
achieve up to 507 W of average power after the compres-
sor. Finally, the repetition rate is decreased to 687 kHz to
investigate the energy scalability of the setup. In this con-
figuration up to 412 W average power is achieved, which
corresponds to 600 µJ of pulse energy. The combination
efficiency drops marginally to 83% in this case.

Autocorrelation traces show a duration of 400 fs and
420 fs in the high and low repetition regimes, respectively.
The M2 measurement at full average power shows a value
of less than 1.1x1.1. In summary, the presented system
demonstrates a laser architecture that already shows com-
petitive performance while also having a large scaling po-
tential. Future developements will focus on realizing multi-
core fibers with larger core diameters and further increasing
the channel count to scale to the multi-100 mJ pulse energy
rande in combination with multi-kW average powers.

The authors acknowledge funding from BMBF PINT,
FhG CAPS, ERC SALT, ESF RATI, TAB-FGR0074, DFG
(416342637 and 259607349/GRK2101)
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Status of mid IR high intensity laser development
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Scaling the wavelengths of ultra-high intensity lasers
to longer wavelength offers a range of advantages com-
pared with today’s laser technology in the 1 micron
wavelength range. A promising approach is using
chromium doped host materials, which have a spec-
tral characterisitic comparable to titanium sapphire
but centered around 2.5 µm. The key technology re-
quired to be able to scale according laser systems to
high energy are multi-Joule nanosecond pump lasers
emitting around 1.8 µm. For this we develop laser sys-
tems based on thulium doped yttrium aluminum gar-
net (Tm:YAG). Our prototype recently achieved about
500 mJ output pulse energy from a compact unstable
cavity layout.

As pump lasers for future chromium doped ultra-high in-
tensity laser systems we developed a compact high energy
q-switch laser based on thulium doped yttrium aluminum
garnet (TM:YAG). The laser utilizes a novel unstable cav-
ity approach, which uses gain shaping instead of a graded
reflectivity mirror [1]. Such an approach allows for higher
round-trip feedback and therefore eases the application of
this technology for the low gain material Tm:YAG.

As the pump source we use a 3.5 kW laser diode stack
at a center wavelength of 781 nm. The beam was homoge-
nized to a hexagonal tophat profile using an imaging micro
lens array and was imaged directly into the Tm:YAG laser
crystal. The crystal was cooled to approx. 100 K to inten-
sify the 1.88 µm emission line corresponding to the desired
output wavelength [2].

The setup is shown in figure 1. To suppress the absorp-
tion of the laser radiation due to humidity in air and also
to prevent condensation on the cold laser crystal surfaces
the whole setup is placed in a high-vacuum chamber. The
unstable resonator consists of a concave (radius 5 m) and
a convex mirror (radius 4 m) in confocal configuration re-
sulting in a cavity length of 0.5 m and a magnification of
1.2. The cavity is folded by a dichroic mirror close to the
laser crystal allowing for a material double path for each
half round-trip. The q-switch is realized using a rubidium
titanyle phosphate (RTP) Pockels cell with an aperture of
15×15 mm2 in combination with a quarter wave plate and
a thin film polarizer.

In quasi CW operation mode the output pulse energy
scaled approximately linearly with pump pulse duration,
which was tested up to 3.7 ms sufficient for 1 J output en-
ergy. Up to 0.5 Hz repetition rate no significant influence
of thermal effects was observed. In Q-switch operation the
output energy was about 80%̇ of the output energy under
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Figure 1: Schematic layout of the laser system. It
is: PC...pockels cell, CCM...concave mirror (f = 2 m),
CXM...convex mirror (f=2.5 m), DM...dichroic mirror,
TM...turning mirror, PS...periscope, TFP...thin film polar-
izer, QWP...quarter wave plate, IP...image plane, L...lens
(f=250 mm).

Figure 2: Output pulse energy and pulse width as function
of pump duration in q-switch mode.

quasi CW operation. Stable operation was possible up to a
pump duration of nearly 3 ms, resulting in more than 0.5 J
output energy in a sub 30 ns pulse (c.f. figure 2). During
further scaling damage occurred on the laser crystal, which
seemed to be a secondary effect caused by ablation from
the Pockels cell’s aperture.

The achieved parameters fulfill the required parameters
for a pump laser system for Cr:ZnSe (or Cr:ZnS) exceeding
the TW-level. With further improvements on the setup, like
a non ablating aperture of the Pockels cell, we expect to
obtain output energies in excess of 1 J in the future.
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Enhancing compression factor and peak power in bulk spectral broadening
using multi-pass cells
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Spectral broadening and subsequent pulse compres-
sion is a highly efficient method for enhancing laser
peak power and likewise increasing temporal resolution
in pump-probe experiments. Post-compression based
on the optical Kerr effect in bulk nonlinear media has
mainly been exploited by lasers with tens of MW peak
power as operation deep in the critical self-focusing
regime limited the nonlinear phase. We have now
demonstrated that the use of multiple thin-plates in a
Herriott-type multi-pass cell overcomes the limitations
posed by self-focusing, reporting more than 30 times
pulse duration shortening to less than 40 fs at peak pow-
ers exceeding the GW regime. Furthermore, we have
employed simulations to show that the approach is scal-
able to TW peak powers by rearranging the multi-pass
cell employing a bow-tie configuration.

Multi-pass cells (MPCs) have leveraged nonlinear spec-
tral broadening and post-compression to new average
power and pulse energy levels as described in detail in
our recent review article [1]. For lasers with peak pow-
ers around 100 MW, MPCs typically rely on cumbersome
overpressure gas-filled chambers. Alternatively, solid Kerr
media can be inserted into an MPC. The latter approach
has been limited so-far to a nonlinear phase acumulated per
pass of less than π/5, which typically resulted in moderate
spectral broadening factors not exceeding 10 per stage. We
hybridized the MPC technique with the multi-plate method
where clearly higher nonlinear phases per Kerr medium
(≈ π) were reported [2]. Our approach yielded signifi-
cantly larger spectral broadening factors than achieved with
either method alone (see Figure 1) [3], supporting cleanly
compressed pulses with a high energy content in the main
peak (see Figure 2). The method has exhibited excellent
noise properties and is very robust while using only stan-
dard mirrors and anti reflection-coated windows. A ba-
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Figure 1: Reported single-stage compression factors from
bulk-MPC, multi-plate continuum and our hybrid schemes.
Adapted from [3].
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Figure 2: a. Hybrid pulse multi-pass multi-plate setup.
b. Pulses compressed to sub-40 fs with GW peak power.
Reprinted from [3].
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Figure 3: a. Bow-tie MPC consisting of a long, strongly
folded collimated beam path between the plane mirrors
(PM) and a shorter focusing beam path between the fo-
cusing mirrors (FM). b. Simulated compression of 125 mJ
energy, 1 ps duration pulses to 50 fs duration and 1.3 TW
peak power in an only 2 m long cell. Reprinted from [5].

sic version of our scheme was implemented in the most
frequently used pump-laser at DESY’s free-electron laser
(FEL) user facility FLASH [4]. It has been highly reliable
so-far, supporting multiple user-experiments.
In addition, we have theoretically and numerically studied
the energy-scalability of the MPC approach. We have pro-
posed the use of bow-tie MPCs to down-size high-power
MPCs to usual laboratory dimensions [5]. Figure 3 shows
a simulation that predicts compression of 125 mJ pulses to
TW-level peak powers by spectral broadening in a bow-tie
MPC with two 1 mm thin Kerr media, demonstrating at-
tractive energy and peak-power scaling options.

We acknowledge DESY, a member of the Helmholtz As-
sociation HGF, for the provision of experimental facilities.
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Focal spot imaging for precision high power laser diagnostics
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The LUXE (Laser Und XFEL Experiment) project
at DESY Hamburg aims to measure processes in the
strong-field quantum electrodynamics regime with high
precision by colliding electrons or a high-energy photon
beam with high-power, tightly focused laser beam at a
repetition rate of 1Hz. Simulations [1] predict that pair
production probability responds highly non-linearly to
the laser strength parameter. To achieve high precision
measurements, it is crucial to measure laser intensity
with precision of better than 1%. The laser beam must
be reimaged from the interaction point to a diagnostic
table 40 meters away for LUXE. Care must be taken to
avoid altering the beam profile and introducing system-
atic errors. In this report, we compare the simulation
results of two imaging setups using Zemax.

In the LUXE experiment [1], a 350 TW laser pulse is fo-
cused to intensity > 1020 W/cm2 and interacts with a 16.5
GeV electron bunch from the XFEL electron accelerator.
After the interaction, the laser propagates to the diagnostic
room which is about 40 meters away above the XFEL tun-
nel. To guarantee the precision of laser intensity diagnostic
< 1%, the focus at diagnostic table must be identical to the
interaction point (IP), but as shown in Fig. 1 free propa-
gation without imaging leads to significant changes in the
beam profile.

Aiming to reconstruct an identical focus at diagnostic
system, two setups are simulated as shown in Fig. 2. At
plane A in Fig. 2(a), the incident beam is defined the same
as in Fig. 1(a). The first off-axis parabolic mirror (OAP)
with f/3 focuses the laser to IP. The beam is recollimated
by OAP2 and transported through the 40m laser path to the
diagnostic table. An identical focus IP’ is obtained using
the same focusing OAP.

Figure 1: To show the importance of imaging the beam
to the diagnostic table, simulation using Zemax shows that
long-distance propagation causes significant distortion on
laser profile . (a) The initial beam is defined with top-hat
profile and flat wavefront with central wavelength 800 nm.
After propagation in vacuum for 40m, (b) beam intensity
profile distorts and (c) wavefront has peak-to-valley value
6.25λ and rms 1.8λ.
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Figure 2: The setup and simulation results of imaging IP to
diagnostic system. (c) is the intensity profile of the focus
cross section at IP and IP’ from setup (a) and (e) the wave-
front. (d) and (f) are the focus intensity and wavefront of
IP’ in setup (b).

While in principle feasible, this approach requires very
high surface precision for two imaging OAPs and all large
aperture mirrors in between. Any surface irregularity of the
optics introduces extra wavefront distortion and degrades
the imaging performance. What’s more, misalignment
of incident beam causes astigmatism of IP, which is
compensated by the recollimating OAP2.
An alternative system was considered in setup 2 in
Fig. 2(b). The initial beam settings and OAP1 are the same
as in (a). OAP2, instead of collimating the beam, shifts
slightly off position and converges beam over a distance of
40m, directly imaging IP to IP’. An OAP was considered
as off-axis ellipsoids are not readily available. This set-up
eliminates the uncertainties associated with the second
OAP and has smaller beam diameter on the subsequent
optics. The wavefront aberration in (f) for setup 2 with
PtV 0.07λ and rms 0.02λ is within acceptable range.
In conclusion, the imaging of the IP over 40 m is feasible
using a single OAP, greatly simplifying the setup and
minimizing risks. We will compare these simulation
results in an experiment in the near future.
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Neural Networks for HI Jena Laser Plasma Accelerators
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The beam pointing of a high power laser is crucial for
applications in high intensity experiments. Either to hit
a small target the size of the laser focal spot or to reduce
the pointing fluctuations in laser driven electron accel-
eration. A typical source for beam pointing issues are
air fluctuations and strong vibrations on optical tables.
Here we show that a neural network can be used to pre-
dict the position of the laser beam with good accuracy
and reduce the jitter by one order of magnitude

The JETi200 laser system at the Helmholtz Institute Jena
has been used in various experiments like laser and parti-
cle driven wake field acceleration, surface high harmonic
generation and ion acceleration from thin foils and mass
limited targets. These experiments require a high degree of
control of the used laser pulses and stable shot to shot op-
eration. JETi200 can provide compressed laser pulses up
to 5 J in energy with an rms jitter of < 0.5% and a pulse
duration < 20 fs with an rms jitter < 0.2 fs. The beam
quality, which is optimized by a deformable mirror, allows
for a nearly diffraction limited focal spot with a Strehl ratio
of > 0.95. Nevertheless, the direction of the laser pulses
and hence the position of the focal spot varies from shot
to shot. This is caused by a number of sources, e.g. air
fluctuations from the air conditioning, low frequency vi-
brations of the building and high frequency vibrations from
vacuum or cryo pumps. The latter one is the most domi-
nant in the JETi200 laser system. Its last power amplifier
is actively cooled to mitigate thermal lensing. To reach the
required temperature of -180 °C a closed cycle cryocooler
is used. Its strong vibration couples to the laser beam and
result in a pointing jitter of the laser focal spot of more
than 20 µrad rms with a broad frequency spectrum up to 30
Hz. This is much higher than the nominal repetition rate
of JETi200 and more so during single shot experiments.
Thus the pointing jitter can not be directly compensated us-
ing the JETi200 pulses themselves. Using a cw pilot laser
beam, which follows the same beam path through the final
three amplifiers, and a fast CCD camera enables to record
the pointing fluctuations in real time. Here, the centroid
of the laser focal spot was used and fed into a neural net-
work to predict the position of the laser beam ahead in time.
This was done purely in software for proof-of-concept. The
fully connected neural network was written in LABVIEW
and uses two hidden layers with 85 and 65 neurons. The
network was trained using a time series of 8 seconds (500
points, see Figure 1a) of just air fluctuations alone with the
cryocooler switched off.

When the algorithm converged it was possible to predict
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Figure 1: a): Recorded data used for teaching (blue). b):
Recorded (blue) and predicted data (red), residual (yellow)
results from the neutral network for the following 4 sec-
onds. c): Long term prediction showing strong deviations.

the position of the laser beam quite well for the next 8 sec-
onds and the rms pointing jitter was reduced from 3 µrad
rms to 0.3 µrad rms, see yellow curve in Figure 1b. How-
ever, at later times, Figure 1 c, the prediction got worse
until the jitter of the beam was in the same order as the
unoptimized beam. In this example it could be shown that
a neural network can be used to reliable predict the beam
fluctuation and in principle correct for them using a fast
steering mirror. Still, the training of the network took much
longer (10 min) compared to the required time frame (8 s)
for the prediction. This could be improved by using ded-
icated hardware, e.g. FPGAs, to do the calculations and
control of the mirror in the required time. Finally, to correct
the pointing fluctuation when the cryocooler is switched on
one needs a higher acquisition rate to better sample the po-
sition of the laser focal spot.
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Target Area Fraunhofer: Status Update
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Target Area Fraunhofer (TAF) is part of the new
extension building at the Helmholtz-Institute Jena. It
provides the opportunity to perform two beam experi-
ments, for example proton probing of a laser wake field
or pair production, with JETi200 and POLARIS, the
two high-power laser systems at HI Jena. The comple-
tion of the building is planned for Summer 2022 and
first hardware will be installed in late 2022. The first
experiment is scheduled for early 2024. In this report,
we provide a status update on the progress.

Target Area Fraunhofer provides an experimental plat-
form for two beam experiments with JETi200 and PO-
LARIS, for example proton probing of a laser wake field
or pair production and strong field QED experiments. For
many experiments, like LWFA, the f-number and thereby
the focal length is an essential parameter. As lasers can be
upgraded over time, the physical space in target areas is of-
ten the limiting factor. Therefore we planned TAF to be
future proof at 17 metres long and 6 metres wide. A photo-
graph of TAF in the current state can be seen on Fig. 1.

The heart of TAF is the target chamber, which is over 6
metres long and 2.5 metres wide. To accommodate large
optical assemblies, the target chamber contains a mono-
lithic 6 by 2.5 metre breadboard that is decoupled from
the chamber walls. Above the breadboard, 1 metre of free
space is available for the setup. A preliminary conceptual
design of the target chamber is shown on Fig. 2. The sched-
uled delivery date is October 2022.

Figure 1: Photograph of TAF taken in March of 2022.

To enable a wide variety of experiments with JETi200
and POLARIS, we plan a dedicated beam shaping cham-
ber containing a plasma mirror for contrast enhancement,
a hollow core fibre for pulse compression and focussing
optics for long focal lengths. This chamber will be in-
stalled inside TAF right before the target chamber within
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Figure 2: Conceptual design of the TAF target chamber.

the coming years after first experiments. It will be 6 metres
long, 2 metres wide and 2 metres high. The modular design
of this beam shaping chamber will allow us to manipulate
both JETi200 and POLARIS with any of the components,
providing great flexibility. For first experiments in 2024,
JETi200 and POLARIS will be sent into the target cham-
ber directly.

To extend the variety of experiments even further, we
will upgrade POLARIS by increasing the beam diameter
from 140 to 190mm. This is accompanied by a completely
new compressor design to handle the larger beam, which
will increase POLARIS compressed pulse energy by more
than a factor of two. The vacuum components for this up-
grade will be installed in Winter of 2022.

Any two beam experiment in TAF will require control
over the spatio temporal overlap between JETi200 and PO-
LARIS, where the exact requirements differ from setup
to setup. For proton probing or linear Breit-Wheeler pair
production experiments like Ref. [1], picosecond timing is
sufficient while other experiments like strong field QED
experiments [2] require femtosecond accuracy. For mod-
erate timing control above 200 fs rms, the oscillators of
both lasers will be synchronised with a commercial system
based on rf signals that will be available for first experi-
ments in 2024. For high precision timing control down to
20 fs rms, a synchronisation system based on optical com-
munication will be installed in the coming years.

Overall, the TAF project enables experiments with
JETi200 and POLARIS at the Helmholtz-Institute Jena.

The authors acknowledge funding from Thüringer Auf-
baubank and the Helmholtz Association.
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Dynamic studies in the extreme ultraviolet (XUV)
benefit from interferometric studies. In this contri-
bution, the implementation of a Michelson-type all-
reflective split-and-delay field autocorrelator (SD-AC)
in combination with a table-top, high harmonic gener-
ation (HHG) based XUV source is demonstrated. The
compact setup can achieve a scan length of 1 ps, corre-
sponding to an energy resolution of E/∆E = 2000. This
opens new opportunities for soft x-ray dynamic studies
on atomic time (attosecond)-scales.

Interferometry in the XUV plays a key role for attosec-
ond metrology and applications. Its capability lies in the
control of the relative phases of the two interfering beams
and enables to track the propagation of quantum objects on
atomic length (nanometer) and time scales (attosecond).

Many of the key requirements of an interferometer are
challenging to meet in the XUV. The SD-AC used herein
is an excellent device for this task [1]. It allows to split
the field amplitude of the incoming beam, delay the two
replicas and superpose them in a single optical element.

This common path interferometer consists of two inter-
leaved lamellar mirrors under gracing incidence. It enables
to split the XUV wavefront uniformly across the beam pro-
file and to generate two collinearly propagating pulse repli-
cas with a plane wave front, allowing for tight focusing
while keeping a high fringe contrast. Furthermore, the
grazing incidence angle results in a high transmission over
a wide spectral coverage (10 nm to 1µm).

The capability of this device has been already demon-
strated in previous experiments at large scale facilities [1].
In this contribution, the combination of the SD-AC with
a table-top XUV source is demonstrated [2]. For this, an
HHG source, similar to the one presented in [3], is used.
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Figure 1: Illustration of the XUV Fourier-transform spec-
troscopy experimental setup, using a SD-AC [2].

Figure 2: Spectra of HH11 at 26.5 eV measured with
flat field grating based XUV spectrometer (blue) and re-
trieved from the FT measurement (red). The original spec-
tral shape is shown in a) and the spectrum after propagating
through 1 m of 8 · 10−2 mbar of Ar is shown in b) [2].

At a repetition rate of 1 kHz and a wavelength of 47 nm
(26.5 eV), it delivers an average power of up to 1 mW at
a pulse duration of sub-6 fs. Upon reflection from the
lamellar-mirror assembly, the XUV pulses are focused with
a torroidal mirror onto a Ce:YAG scintillator. In order to
obtain the AC trace of the XUV beam, the spatially inte-
grated signal of the 0th diffraction order is measured for
each delay. Fourier transforming (FT) the measured AC
results in the spectrum, which is cross checked with a flat
field grating spectrometer.

The line width and shape can be manipulated by ex-
ploiting a window-type Fano resonance in argon [4]. For
this, the XUV beam is propagated trough an argon flooded
chamber. Two exemplary lines are shown in Fig. 2, demon-
strating an excellent agreement of the two methods.

This demonstration paves the way for table-top XUV-
pump XUV-probe experiments in the near future [5], which
pushes spectroscopic studies in time and frequency domain
to the ultimate limit given by the uncertainty principle.
Hence, this technique opens new opportunities for soft X-
ray pulse metrology, dynamic studies and nonlinear spec-
troscopy in matter, materials and life sciences.

This work was supported by CAPS, ECRAPS, EXC
2056 (390715994), SFB 925 (176020586), KI 482/20, LA
1431/5-1 and APPA R&D (13N12082).
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We present a broadband holography-enhanced imag-
ing approach, which enables the combination of high-
resolution coherent imaging with a large spectral band-
width. By implementing the method in the extreme ul-
traviolet, we demonstrate a spatial resolution of 34 nm
in combination with a large spectral bandwidth sup-
porting attosecond pulses.

‘Lensless’ coherent diffraction imaging techniques can
provide very high spatial resolution on the nanoscale.
Fourier transform holography (FTH) is a particularly ro-
bust lensless imaging method, which directly encodes the
phase of the object’s exit wave in the far-field interference
pattern by means of an adequately placed reference pin-
hole [1]. Then both amplitude and phase images can be
extracted from the cross-correlation of the reference wave
with the object’s exit wave by a simple Fourier transform
with a resolution in the order of the reference pinhole size.

For ultrafast studies, e.g. on electron- or spin-dynamics,
a combination of the high spatial resolution of lensless
imaging techniques with the high temporal resolution pro-
vided by attosecond pulses is desired. Unfortunately, the
broad bandwidth of attosecond pulses conflicts with the
temporal coherence requirement of lensless imaging. A
broad spectrum generally reduces the contrast of the spa-
tial diffraction pattern particularly at large diffraction an-
gles and reduces the spatial resolution. In FTH, this re-
sults in an anisotropic smearing effect spoiling the image
quality mostly along the axis from the object pointing to
the reference pinhole. The blurred reconstruction is shown
in Fig. 1a, in which the vertical smearing effect is way
stronger than the horizontal direction since the pinhole is
placed above the Siemens-star.

To solve the dilemma, we put forward a new method for
broadband FTH. We place several pinholes around the ob-
ject of interest and combine the high contrast parts of all
resulting cross-correlations with direction-selective Fourier
filters. This way, the nicely resolved (non-smeared) object
features are selected and can be combined in the Fourier
domain, generating an image with superior resolution and
quality (see Fig. 1b) by applying a simple Fourier trans-
form again.

We demonstrate our method in a proof-of-principle ex-
periment. For this purpose we select a bandwidth of 5.5
eV centered at 92 eV (13.5 nm) from a broad XUV con-
tinuum which was generated via high harmonic generation
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[2]. The Siemens star-like sample with five surrounding
pinholes was placed in the focus of the XUV beam. We
implemented high-resolution imaging (≈ 65 nm) which has
been improved a lot from the lineout in Fig. 1d, compared
with the resolution limit (110 nm) imposed by the broad
bandwidth, supporting a theoretical Fourier-limited pulse
duration of only 380 as [3]. In addition, the FTH-result
can be seeded as the primary guess into a broadband iter-
ative phase retrieval algorithm, which converges fast and
refines the reconstruction, achieving a spatial resolution of
34 nm (2.5 λ) (see Fig. 1c).The presented method allows
using much larger spectral bandwidth for imaging. As a re-
sult, shorter pulses are supported and ultimately temporal
resolution could be added to enable nanoscale imaging of
ultrafast dynamics with (sub)-fs XUV pulses after excita-
tion with synchronized IR to UV pulses. A detection with
simultaneous high temporal and spatial resolutions can be
expected by applying the presented method in combination
with pump-probe techniques.

(a) (b)

(d)

(c)

Figure 1: Reconstructions contrast before and after using
our method. (a): Traditional broadband FTH. (b): Apply-
ing our improved method. (c): Further refinement of itera-
tive phase retrieval algorithm.

This work was supported by the ESF, TAB-FGR 0076,
ERC SALT, FhG CAPS and the Helmholtz Initiative and
Networking Fund.
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We investigate the interplay between ionization and
target expansion during the interaction of intense laser
pulses (I < 1016 W/cm2) with 5 nm thick Diamond Like
Carbon (DLC) foil. Numerical calculations show that
the almost totally blocked probe light through the pro-
duced plasma cannot be explained by the fully ionized
target. We explore the possible expansion of the target
during the interaction which may play a role to induce
the very low transmission (. 10−2) of the probe.

Relativistic laser-thin foil interactions can produce
highly energetic ion beams. In this scheme, controlling
the features of the pre-plasma produced by the rising edge
of the laser pulse on the target is a key factor to enhance
the particle beam’s quality. For high power lasers, a sin-
gle shot time-resolved probing diagnostic is required to
overcome the shot-to-shot fluctuations. In [1] we success-
fully measured the spatio-temporal plasma dynamics using
a single probe illumination. Furthermore, using the mea-
sured temporal intensity contrast of the laser pulse as an
input parameter in our two-step numerical calculations, we
reproduced the measured time constant characterizing the
ionization dynamics for different materials [2]. First, the
time-dependent electron density is retrieved using the ion-
ization model. Then, the Drude model is applied together
with a Maxwell solver for a plane wave to calculate the
probe transmission through the plasma. In this work, we
propose a reverse approach which aims to retrieve numeri-
cally the required electron density from the measured time-
dependent transmission of the probe for the 5 nm thick
DLC foil. First, the transmission of the probe through a
5 nm plasma slab characterized by its electron density ne,
is calculated. The result is depicted in Figure 1.

Figure 1: Calculated Transmission for the plasma electron density ne ex-
pressed in in critical density nc units, up to full ionization value for the
DLC target, assuming that no target expansion occurs.
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ne ranges from 0 (pristine target) to the fully ionized
state of the DLC nemax = 375 nc, nc is the critical density
which corresponds to the probe wavelength λ = 800 nm.
The calculation assumes no expansion of the plasma. In
addition, the corresponding plasma optical properties for
each ne are calculated using a Drude Model with a colli-
sion time τ = 2 fs. The transmission is then calculated us-
ing a Maxwell solver for the probe propagation through the
plasma. In Figure 2, the measured time-dependent trans-
mission of the probe for a pulse intensity I ∼ 1015 W/cm2,
together with the required electron density based on the re-
sults of Figure 1 are shown.

Figure 2: The measured transmission of the probe for 5 nm thick DLC tar-
get and for a pulse intensity I ∼ 1015 W/cm2 in blue/green line. The cor-
responding required plasma electron density ne (red line) deduced from
Figure 1. The inset is the measured pulse temporal intensity contrast.

Figure 2 shows that the low transmission (. 10−2) of the
probe requires a plasma density that exceeds nemax corre-
sponding to the fully ionized target which is not possible.
However, the model assumes that no expansion of the target
occurs. This result indicates that the target expansion may
play a role. In the future, to elucidate the target behavior
during the interaction, we will first describe the transition
from solid state to a melted target or a ”cold” plasma state
using the ionization model and a two-temperature model
to retrieve the electron density and temperature. Finally,
we will employ a Particle In Cell (PIC) code using these
results as input parameters to retrieve the kinetic descrip-
tion of the plasma during the interaction and investigate its
possible expansion. This original calculation strategy is ex-
pected to bring an unprecedented detailed insight into the
target behavior during the interaction, which may help to
identify the key parameters to reach high quality particle
beams in laser-based accelerators.
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Micro-droplets are a promising target for laser-
driven proton acceleration due to their limited volume
and their availability at a high repetition rate. To char-
acterize a micro-droplet source for an upcoming exper-
imental campaign at the POLARIS laser system, a test
chamber in a separate laboratory was constructed. The
laboratory is equipped with a chirped pulse amplifica-
tion laser system (CPA) to investigate the generation
of a (pre-)plasma. Such studies are essential since the
characteristics of a pre-plasma are crucial for the cou-
pling of laser energy into the plasma and consequently
for the strength of the electric field that accelerates ions.

Laser-driven ion acceleration has seen a lot of research
during the last two decades. The dominant ion acceler-
ation mechanism is the so-called Target Normal Sheath
Acceleration mechanism. A high-intensity laser (IL >
1018 W/cm2) is usually focused onto a foil with a thick-
ness between a few nanometers and micrometers. The ris-
ing edge of the laser pulse on a picosecond time-scale, or
artificial pre-pulses, ionize the foil’s front side, and a pre-
plasma is generated. When the pulse peak arrives, it trans-
fers its energy to the electrons. These electrons form a neg-
atively charged cloud in the vacuum close to the foil’s rear
(and front) surface. Consequently, a quasi-static electric
field between the negative space charge and the positively
charged foil arises that accelerates ions and, in particular,
protons to kinetic energies of several Megaelectronvolts.
For applications that require a high repetition rate of pro-
ton pulses (≫ 1Hz), foil targets are not suitable since they
have to be replaced after every laser shot with microme-
ter accuracy. Additionally, the lateral extension of a foil
allows electrons to escape the interaction region, which re-
duces the accelerating electric field. Targets with a limited
spatial extension that can be generated in the interaction
region with a very high repetition rate are micro-droplets.
Such water droplets with a diameter of 20 µm generated
by a commercial nozzle (Micro Jet Components) were suc-
cessfully used in an experiment at the JETI 40 laser system.
In that experiment, the second harmonic of the main pulse
was used to accelerate ions, and with the broadband optical
probe, the laser-plasma interaction was observed [1]. With
the help of a controlled pre-pulse, the significant effect of
an artificial pre-plasma on proton acceleration and plasma
expansion was observed. Due to the limited laser pulse
energy of the 2ω laser pulses, the maximum proton ener-
gies were only slightly above 3MeV in that experiment.
Consequently, a follow-up experiment with high-energy
laser pulses delivered by the POLARIS laser system at the
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Figure 1: Top view of the test setup.

Figure 2: Part of a droplet chain. Image was taken 100 ps
after the central droplet was irradiated by a laser pulse with
an intensity of 1016 W/cm2

Helmholtz-Institute Jena [2] is planned. To test and charac-
terize nozzles before the actual experiment, a test chamber
was built that is situated in a separated laboratory equipped
with a laser system delivering laser pulses at a repetition
rate of 1Hz with an energy between 2mJ and 3mJ, and
a pulse duration of about 100 fs [3]. A photo of the test
chamber is shown in Fig. 1. The laser pulse is split by
a beam splitter (90:10) before entering the target chamber.
The higher energy pulse (pump) is focused by an off-axis
parabola (here f = 50.8mm) onto the droplets to generate
a plasma that can be back-lighted by the pulse with low en-
ergy (probe). With a delay-stage in the probe’s beam path
outside the vacuum chamber, the time of the probe beam’s
arrival at the plasma’s location can be changed with respect
to the pump laser. Thus, the plasma’s evolution as a func-
tion of time can be investigated. Fig. 2 shows an exem-
plary image of an expanded droplet captured 100 ps after
the ≈ 20 µm diameter droplet was irradiated by the pump
with an intensity of 1016 W/cm2. For an optimal coupling
of laser energy to electrons it is necessary to find the opti-
mal extent and density of the pre-plasma, which is coupled,
e.g., to the delay of the pre-pulse.
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We explore the possibilities of developing a time-
resolved single-shot probing diagnostic for relativistic
laser interactions with water droplets. The tempo-
rally stretched broadband probe pulse is used to record
information on the spatio-temporal evolution of the
plasma during the interaction. For the standard pump-
probe configuration, we describe a different scheme to
generate high energy wavelength-shifted probe pulses
using self-phase modulation.

The first approach [1] utilizes a non-collinear optical
parametric amplifier (NOPA) with µJ-level probe energy
and broad bandwidth. The NOPA is pumped by a 2mJ,
120 fs Yb3+-based CPA system [1], and seeded with the
second harmonic of the same system. An optimized cross
angle and delay between pump and white light supercon-
tinuum generates NOPA pulses. The signal’s group delay
dispersion (GDD) is precompensated using a chirped mir-
ror pair to produce a nearly Fourier transform limited pulse
at the output. The NOPA setup generates 12.7 µJ pulses
with a spectral range from 750 to 950 nm (c. f. figure 1).
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Figure 1: Spectrum of the measured NOPA beam. Inset:
Spatial beam profile (dimensions at FWHM).

The second scheme [2] utilizes a simple, low-cost
method of self-phase modulation (SPM) in post-CPA
pulses to increase their spectral bandwidth and uses a
chirped mirror pair for dispersion control. We can em-
ploy thin plastics (1mm) with high nonlinear refractive
index n2 like allyl diglycol carbonate (CR39), which has
n2 = 6.24× 10−7 cm2 GW−1 [2] to generate strong SPM.
CR39 was chosen because in addition to its high nonlinear-
ity, the absorption across the laser pulse’s spectrum should
be low, particularly for the high fluences of high peak-
power pulses. For the experimental setup we used the laser
pulses generated from the CPA system of the supporting
facility in the Abbeanum and directed them into the mea-
surement setup depicted in Figure 2.
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Figure 2: Schematics of the pulse compression setup. The
pulse is spectrally broadened by the thin nonlinear plastic
and then compressed by a chirped mirror pair.

The setup consists of a 1:1 Keplerian telescope with
100mm focal length. A 10% beam splitter sends part of
the pulse to a VIS-NIR spectrometer (Ocean Optics Flame-
S) and transmits the remaining part to a chirped mirror pair
and finally to a TOPAG ASF-15 single shot autocorrelator.
Without the plastic sample, the 2mJ, 130 fs (FWHM) laser
pulse was already sufficient to produce SPM in air. We in-
serted the 1.1mm nonlinear CR39 plastic at its Brewster
angle into the telescope at a position near the focal plane
with a neutral density filter placed directly after the sample
to prevent ionization of the air. The resulting spectra are
shown in Figure 3.
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Figure 3: Spectrum of SPM (red) and reference at 2mJ.
For the green curve an ND= 1 filter was placed in front of
the telescope.

We successfully generated spectral intensity far away
from the central wavelength in the range of 900 nm to
950 nm with an estimated 30% of the original pulse en-
ergy, which can be cut out and used for the probing appli-
cation. The loss of energy is not prohibitive, since the ini-
tial pulse energy was magnitudes above the energy needed
for the probing experiments.
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We report on the first ion acceleration experiment
in the newly installed JeTi 200 Target Area 2 which is
optimised for high intensity, short focal length experi-
ments. The experiment used a Paul-trap to position a
micrometer sized targets into the focus of the JeTi200
laser. A dedicated pre-pulse allowed the target-size and
density to be controlled by pre-expansion prior to the
main pulse.

The interaction of a relativistically intense light field
(I > 1018 W/cm2) with a target, is mainly defined by the
size and the density of the target. Targets with an elec-
tron density smaller than the critical plasma electron den-
sity nc are transparent for the light, overcritical targets are
opaque. Laser ion acceleration typically uses solid state tar-
gets such as thin foils with densities ranging from 100nc

to 400nc. Targets with small spatial extent and densities
close to nc represent an interesting parameter space. Un-
fortunately this parameter space represents a technological
challenge since it can not easily be addressed via standard
techniques, such as gas-jets or solid state targets.
In this experiment we used levitated spherical polystyrene
targets with an diameter of d ≈ 1 µm. We used an electro-
dynamic trap to position those targets[1]. This target sys-
tem was already used on petawatt class lasers such as the
Phelix laser in Darmstadt [2] and the Texas petawatt laser
[3]. In [2] it was found that the pre-expansion in the rising
edge of the 500 fs long laser pulse is crucial for the accel-
eration dynamics.
It is the first time that this target system is used on a 30fs-
class laser. A dedicated pre-pulse with I ≈ 1016 W/cm2

was installed to mimic the pre-expansion encountered
in [2]. The pre-pulse allowed us to pre-expand the target.
Due to the three dimensional nature of the expansion the
target can significantly alter its density.
Two spectra are shown in fig 1. The upper spectrum shows
the proton and carbon spectra without a pre-pulse. The
lower spectrum shows the spectra with a pre-pulse. Via
inline holography (also backed up by 3D PIC simulations)
the peak density of the pre-expanded sphere was estimated
to ne ≈ 10nc.
The spectra extend up to 20MeV. To our knowledge this
represents an efficiency record of 20 − 40MeV/J. It is
also clearly visible that the maximum ion energy increases
slightly in the pre-expanded case. Also the number of ac-
celerated ions increases.
Since the total number of particles taking place in the inter-
action is well know it can be inferred from the spectra that
the acceleration must be volumentric and directed into the
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Figure 1: Obtained ion spectra without and with pre-pulse.

forward direction.
3D PIC simulations indicate a two staged acceleration pro-
cess for the pre-expanded sphere. In a first stage the tar-
get is volumetrically accelerated followed by an directed
coulomb explosion. It is interesting to note that the effi-
ciency of the first stage is in the order of 20MeV/J. This is
ten times more than the previous result using longer pulses
2MeV/J found in [2]. In conclusion, out preliminary anal-
ysis shows volumetric acceleration to be a highly efficient
approach to laser-ion acceleration.
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The measurement of the reflected light in laser-
plasma-interaction experiments shows promising pos-
sibilities to be used as a preplasma diagnostic tool, as
its properties are modified by the interaction. However,
in order to utilize such a measurement, a sufficient de-
scription of the holeboring process is necessary, espe-
cially in the presence of a non-uniform density distribu-
tion. Therefore, we developed an analytical description
of holeboring into an arbitrary density profile, which
correlates its velocity to the scale length of the plasma,
picoseconds prior to the laser peak intensity.

In laser-driven ion acceleration experiments, the proper-
ties of the dense plasma developing during the last instant
prior to the arrival of the peak laser irradiation is critical
for the outcome of the acceleration process. During such
an interaction, the spectral properties of the reflected laser
pulse, which is modulated by Doppler-broadening due to
the laser-holeboring process, can be used to get insights
into the interaction process itself [1]. We therefore de-
veloped an analytical model which describes the temporal
evolution of holeboring, using realistic plasma-density and
laser-intensity profiles. This extends the standard equation
for the holeboring velocity, by Kruer, et al. [2], by consid-
ering a temporally varying electron density ne(t). The cor-
responding profile can be described by the so-called plasma
density scale length Lc = nc/∇nc, with a given gradient
∇nc at the critical density nc. Using the assumption of a
constant scale length behind the interaction point results in
a novel description of the holeboring velocity v(t) which is
strongly influenced by the scale length of the plasma [3]:

v(t) =
2Lc

√
I(t)∫ t

−∞

√
I(τ)dτ + 2Lc

√
cncMi

Zcos(θ)

. (1)

Here, c describes the speed of light, Mi and Z the mass
and charge state of the ions and θ the incidence angle be-
tween laser and target. Equation (1) shows that the hole-
boring velocity reduces in the presence of a shorter scale
length. Increasing the scale length towards infinity results
in the well known equation for the holeboring velocity for
a constant electron density [2]. The influence of the scale
length also changes the holeboring acceleration, e.g. the
temporal derivative of the holeboring velocity, which can
be extracted from the reflected light during the interaction
and can therefore be used as an observable in experiments.
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Figure 1: Maximum acceleration of the critical density sur-
face taken from 2-D Particle-In-Cell simulations and the
presented analytical description of the holeboring velocity
for different density scale length and laser intensities [3].

This behavior and therefore the analytical description has
been confirmed by performing 2-D Particle-In-Cell (PIC)
simulations and extracting the holeboring acceleration. The
results are visible in Fig. 1, showing the maximum ac-
celeration of the critical density surface for different ini-
tial plasma scale lengths and various laser intensities, from
1018 W cm−2 to 1021 W cm−2. The calculated maximum
acceleration for the same laser and plasma parameters is
visible by the dashed lines for the respective laser intensity,
which shows a very good agreement with the simulations.

Comparing measurements of the spectral shift, intro-
duced by the moving reflective surface, with the analytical
spectral shift additionally enables the possibility to indi-
rectly measure the gradient of the plasma in experimental
conditions [3]. This would ease the measurement of short
scale lengths in the sub-micrometer regime, which is re-
quired for many advanced laser-ion acceleration schemes.

This work was carried out within the framework of the
EUROfusion Consortium and received funding from the
Euratom Research and Training Programme 2014-2018
and 2019-2020 under Grant Agreement No. 633053. The
views and opinions expressed herein do not necessarily re-
flect those of the European Commission.
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T. Käsebier3, U. Zeitner3,5, A. Szeghalmi3,5, O. Rosmej2, D. Kartashov1, and C. Spielmann1,4

1IOQ, FSU Jena; 2IAP, GU Frankfurt am Main; 3IAP, FSU Jena; 4HI Jena, Fröbelstieg 3, 07743 Jena, Germany;
5Fraunhofer IOF, Albert-Einstein-Str. 7, 07745 Jena, Germany

Structuring the target surface at micro and nanoscale
significantly improves the laser energy deposition into
the target volume resulting in remarkable enhancement
of the flux and energy of generated particles and also
yield of X-rays [1, 2]. We report strong enhancement in
energy and flux of protons and existence of kiloelectron-
volt temperature, high-density plasma with nanosecond
scale lifetime from composite nanowire arrays, irradi-
ated by ultrahigh temporal contrast, relativistically in-
tense laser pulses.

The experiments were conducted at the JETI 40 laser
system delivering 0.7 J, 30 fs, 0.8 µm, 10 Hz laser pulses.
To ensure high temporal contrast, the laser pulses were fre-
quency doubled to 400 nm resulted in a temporal contrast
≤ 10−12. The second harmonic beam was focused nor-
mally on the target reaching intensities ≥ 3× 1019W/cm2

(a0 ≈ 2). Two crystal spectrometers equipped with X-ray
CCD cameras as detectors were used for high resolution
measurements of X-ray line emission from Si and Ti ions.
We also employed particle diagnostics consisting of elec-
tron and ion magnet spectrometers with image plates as
detectors, located at the front and at the rear sides of the
targets. The targets consist of low-Z (Si), 100 nm diameter,
core NWs that were etched into a 50 µm thick Si mem-
brane and subsequently coated by a 25 nm thick layer of
TiO2 (high-Z cladding) using the atomic layer deposition
technique. The fabricated NWs are ≥ 5 µm long, and have
400 nm regular spacing and an overall diameter of 150 nm
(44% of solid density) (Fig. 1a). As reference targets we
employed a 50 µm thick Si substrate coated with 25 nm Ti
layer.

The measured proton spectra ejected from the front side
of the NWs show 3× increase in the effective proton tem-
perature and also > 3x increase in cut-off energy as com-
pared with protons generated from the reference target (Fig.
1b). Cut-off energy of high energetic protons from NWs
exceeds 5 MeV and was out of the detection range of our
spectrometers (inset in Fig. 1(b)). Meanwhile, measured
electron spectra at the front and rear sides of the targets
demonstrate almost equal effective hot electron tempera-
ture for both flat and NWs. However, the total number of
electrons with energies in the range of 0.4-8 MeV which
were accelerated from NWs is by a factor of 4 higher than
from the reference target.

The spectral analysis of K-shell X-ray emission lines re-
vealed stronger (>4×) emission from Si12+ and Si13+ ionic
states of Si from NWs compared to the reference target.
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Figure 1: Side view SEM images of NWs (a), measured
proton spectra (c) for nanowires (solid red line) and for ref-
erence target (solid blue line). In-sets: raw IP images of
proton spectra for the reference and NWs.

Also, the X-ray emission from He-like ionic state (Ti20+)
ions show more than an order of magnitude increase for the
NWs compared to the reference target (Fig. 2). The emis-
sion of He-like Ti20+ X-ray originates from a thin layer
near the target surface for the reference target (Fig. 2a),
whereas for the NW arrays the emitting volume is spatially
extended up to 1 mm from the target surface (Fig. 2b).
Considering extremely high radiative decay rate of excited
states in He-like Ti ions (2.4 × 1014 s−1) responsible for
the observed emission lines, and 4.7 keV transition energy,
Fig. 2b suggests existence of relatively dense, keV temper-
ature plasma long after the interaction with the laser pulse.
Namely, estimating the speed of hydrodynamic expansion
of this plasma, the 1 mm spatial extension corresponds to
several ns’ life time. We assume that hot and relatively
dense plasma living at ns time scale is the result of strong
magnetic fields generated in the process of plasma evolu-
tion after the laser pulse interaction with NWs.

Figure 2: CCD X-ray images for the reference target (a)
and composite NWs (b) providing 1D spatial imaging of
the Ti X-ray source. Insets: spatially integrated X-ray spec-
tra.
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Rear side optical radiation emitted by relativistic
(hot) electrons in high-intensity laser-plasma experi-
ments has been studied as a function of target thickness
and laser intensity. Fitting a coherent transition radi-
ation model to the experimental results, the changes in
plasma heating at the target front and hot electron tem-
perature with laser intensity have been investigated.

During high-intensity laser-solid interactions, hot elec-
trons are periodically accelerated by the laser once every
optical cycle TL (through resonance absorption and vac-
uum heating mechanisms) and twice every TL (through rel-
ativistic~j× ~B heating) at the target front towards the target
rear [1] where they emit coherent optical radiation (COR).
The COR spectrum shows peaks at multiples of the central
laser frequency ωL [2].

Laser pulses of the POLARIS laser system were fo-
cused at normal incidence onto thin aluminum foil tar-
gets (d0 = 0.4 − 8 µm) to reach relativistic intensities
(IL ∼ 1019 W/cm2) at which the target is rapidly ionized.
Using beam splitters, the rear side COR was imaged at an
angle of 37° by a microscope objective and a field lens onto
three cameras. Camera 1 investigated the COR at 2ωL us-
ing a (520± 20) nm bandpass filter, camera 2 was equipped
with a 1000 nm longpass filter to image COR at ωL and
camera 3 measured COR between 900 nm and 1000 nm.

Comparing the area of the COR emission spot imaged
onto camera 1 and 3 shows that the COR’s source size in-
creased from 1.2 µm to 2.3 µm with target thickness, which
is significantly smaller than the laser focal width (4 µm).
Thus, the propagation of the diverging hot electron current
was probably influenced by filamentation or pinching [3].

The total emitted COR energy WCOR (proportional to
the total camera pixel count) decreases strongly with in-
creasing target thickness d0 (see Fig. 1). Due to the vary-
ing velocities of the hot electrons in a bunch, the longitu-
dinal extend of the hot electron bunches increases with d0.
This results in a coherence loss which rapidly decreases
the COR intensity at multiples of ωL. A 1D CTR model
[3], which assumes hot electron bunches accelerated at ωL

and 2ωL with a relativistic Maxwellian energy distribution,
has been fitted to the data in Fig. 1. The CTR fit converged
for Th ≈ (292± 22) keV. Additionally, the converged fit
parameters show that ' 60% of the hot electrons were ac-
celerated at 2ωL and' 40% at ωL, in very good agreement
with [2] and unaffected by IL between 7.5× 1018 W/cm2

and 1.9× 1019 W/cm2. Hence, hole boring deformed the
plasma surface an thus resulted in a large fraction of elec-
trons accelerated at ωL. The scaling of Th with IL can be
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Figure 1: The COR energy WCOR emitted at 515 nm and
at 1030 nm as a function of target thickness for a fixed laser
intensity IL = 1019 W/cm2. Additionally, a CTR model
[3] is fitted to the experimental data.
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Figure 2: The hot electron temperature Th obtained from
CTR model fits (see Fig. 1) as a function of IL. The pre-
dicted hot electron temperature [4] is plotted in red.

obtained from repeating the CTR model fit in Fig. 1 for var-
ious IL, as shown in Fig. 2. Th increases with IL but less
than predicted1 by Kluge et al. [4]. Acquiring more data
for a larger range of d0 and IL should be profitable for fu-
ture experiments to investigate the interplay of the absorp-
tion processes and the transport of hot electrons through
dense matter. This may lead to an optimal relativistic elec-
tron beam suitable for laser-based ion acceleration.
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Since the experimental demonstration of Laser
Wakefield Accelerated (LWFA) electrons in 2004 [1],
there have been various techniques developed [2] to
control the injection process of electrons in the plasma
bubble, which in turn affect the resultant electron
beam characteristics. With a goal to produce a mono-
energetic electron beam at JETI200, we implemented
shock-induced density down-ramp injection and by ro-
tating this shockfront we anticipated a change in the Be-
tatron radiation, which is a by-product of LWFA pro-
cesses. With µm source size, fs pulse duration and high
photon energy (1-100 keV), Betatron radiation hence
produced has multiple applications namely in pump-
probe experiments and in material and biological sci-
ences [4].

As stated in [3], the steep density drop in the down-ramp
region, induced by a shock, triggers the localised injection
of electrons in plasma bubble only in the down-ramp re-
gion resulting in narrow energy spread and low emittance
of the electron beam. This was achieved by using Jet-
Blade assembly (with He+N2 (95% + 5%) mixture) and
by varying the shock profile, position, angle and the blade
coverage of the 5mm gas jet. The electron beam pro-
duced has charge ≈ 40 pC, divergence < 10 mrad, and
∆E/EFWHM < 10 % (Figure 2).

It has been experimentally observed that Betatron os-
cillations occur in the wiggler regime [4]. The radiation
spectrum is a function of electron γ-factor and the electron
transverse oscillation amplitude and is similar to that pro-
duced by synchrotrons. The on-axis radiated spectrum can
be simplified as:

d2I

dwdΩ

∣∣∣∣
θ=0

' Nβ
3e2

2π3~ε0c
γ2ξ2κ2

2/3(ξ) ,

where Nβ is the number of oscillations, ~ the reduced
Planck constant, κ2/3 the modified Bessel function of the
second kind and ξ = E

Ecrit
[3]. Ecrit is the energy within

the distribution above and below which lies half of the ra-
diated power and is given as:

Ecrit = ~wcrit ' 5× 10−24γ2 ne
cm3

rβ
µm

keV ,

where ne is plasma density and rβ is the source size [4].
One of the methods to find the betatron energy spectrum
and photon number density is to use Ross filters [4]. By
using least squares method for the filter transmission T ,

χ2
Ecrit

=
∑
filter

[T filterpredicted − T
filter
measured]

2 ,
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Figure 1: The beam size was 5 × 10 mrad2 (FWHM),
source-detector distance was 2300 mm and the source
size < 5 µm. The betatron spectrum peaked at 4.3
keV and Ecrit = 10.41 keV. The peak brilliance was
∼ 1022 [Photons/(s.mm2.mrad2.0.1%BW)], taking
source size as 1 µm and 10 fs pulse duration. A 50 µm
Be filter provides the low energy cut-off (> 1 keV).

we determine the critical energy (Ecrit) where the fit-
residual χ2

Ecrit
reaches a minimum. Using the transmission

data of the used filters from [5], quantum efficiency (QE) of
the ANDOR CCD used and experimental data, we get the
betatron spectrum from the shock-front injected electrons
(Figure 1).

Figure 2: Quasi mono-energetic electron beam from shock-
front injection recorded on a Lanex screen having ∆E

E <
10 % and < 10 mrad divergence. The blade coverage of
the jet was 30%, plasma density = 2 × 1018 cm−3, with
laser spot size ≈ 20 µm, and ≈ 20 fs pulse duration.

The authors acknowledge funding from ESF, EU and
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References

[1] S. P. D. Mangles et al., Nature 431, 535 (2004).
[2] S. Karsch, arXiv:2007.04622v1
[3] H.-E. Tsai et al., Phys. Plasmas 25, 043107 (2018).
[4] M. Schnell et al., Phys. Rev. Lett. 108, 075001 (2012).
[5] https://henke.lbl.gov/.html

36
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We have performed experiments to characterize the
effect of laser polarization on the electron pointing jit-
ter. Results have shown, pointing stability in most sce-
narios is ultimately limited by polarization induced os-
cillations in the rising edge of the drive pulse.

Laser wakefield acceleration is a proven concept for the
generation of extremely short electron bunches (fs) at very
high energies (GeV) [1]. In the past decade, many im-
provements have been made to increase the performance
of LWFAs in terms of reaching higher electron energies [2]
and a smaller energy bandwidth [3]. However, most stud-
ies neglect the investigation of the electron pointing and its
possible reduction to enable high precision electron beam
positioning for subsequent applications. We conducted ex-
periments at the Jeti200 facility to study the electron point-
ing. The laser delivered 2.5J on target at a wavelength
λ0 = 800 nm and pulse duration τ = 23 fs resulting with
an f/24 focusing off-axis parabola in an laser strength of
a0 ≈ 2.4. As target, a self-developed gas cell [4] was
used with an acceleration length of around 7 mm. Pure
helium and a helium nitrogen gas mixture were used to de-
liver a plasma density in the range of np = 2 . . . 5 × 1018

cm−3 enabling pure self-injection in the former case and
ionization-injection in the latter one.

Experimental results for the electron pointing for hori-
zontal(blue) and vertical(red) laser polarization indicate an
increased electron pointing jitter in the direction of the laser
polarization as it is shown in Figure 1. Other effects such
as laser-nearfild, laser-farfield, and plasma-density gradi-
ent modulations contribute to an increased electron point-
ing jitter too. Note that the overall electron pointing jitter
for self-injection is larger by a factor of 1.5 compared to the
ionization-injection case. To estimate the effect of laser po-
larization on electron jitter, the ratio of horizontal and verti-
cal electron jitter was calculated for horizontal and vertical
polarization respectively as shown in Figure 2. Assuming
that the total electron jitter σT = σ0 + σP is a superpo-
sition of polarization independent part σ0 and polarization
dependent part σP one can write (σP /σ0)2 ≈ σH/σV . Av-
eraging over all the different electron densities gives for
σP /σ0 ≈ 1.2 and estimates the average effect of laser po-
larization on the total electron jitter to be 20% of the total
electron jitter. However many factors such as the electron
acceleration length, electron injection position, the blowout
bubble size, and the laser pulse length are factors that con-
tribute to the final pointing of an electron bunch. Here we
reported on our experimental observation of laser polariza-
tion dependent electron beam pointing jitter. The emer-
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Figure 1: Experimentally measured electron pointing data
in red for vertical laser polarization and blue for horizontal
laser polarization. (a-c) pure Helium (self injection), and
(d-f) a 95% Helium + 5% Nitrogen mixture (ionization
injection).
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Figure 2: Magnitude of laser polarization induced electron
jitter. The ratio σH/σV was calculated from data with both
vertical and horizontal laser polarization.

gence of this phenomenon can be understood in terms of a
resonance between betatron oscillations and polariztion de-
pendent bubble wobble oscillations. A detailed description
of this theoretical model can be found in [5].
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Ultrafast shadowgraphy with few-cycle transverse
probe pulses enabled direct observation of laser-plasma
interactions. However, in previous studies, only one
shadowgram could be captured from each shot of the
laser-plasma interaction processes. This limits our
understanding of laser-plasma interactions due to the
shot-to-shot fluctuations of a high-power laser system.
In this study, we introduce a feasible single-shot multi-
frame shadowgraphy technique based on sequentially
timed all-optical mapping photography (STAMP). The
experimental plans and some preliminary results are
discussed in this report.

Ultrafast shadowgraphy has been successfully utilized in
investigating laser-plasma interactions, which has reached
femtosecond time and micrometer space resolution. In pre-
vious studies, a lengthening of the first plasma period was
visualized by ultrafast shadowgraphy with near-infrared
probe-pulses, providing a deeper understanding of the self-
injection in laser wakefield accelerators (LWFAs) [1, 2].
However, in previous studies, only one shadowgram could
be captured from each shot of the laser-plasma interaction
processes. This limits our understanding of laser-plasma
interaction processes because the influence of shot -to-shot
fluctuations of a high-power laser system is not negligible.

In this study, we are developing a single-shot multi-
frame shadowgraphy technique based on sequentially
timed all-optical mapping photography (STAMP) to inves-
tigate laser-plasma interactions [3,4]. Instead of using few-
cycle femtosecond probe pulses in a conventional ultrafast
shadowgraphy setup, linearly chirped pulses are used as the
probe. After the probe propagates through the interaction
area, it is imaged by a microscopic STAMP system, which
is shown in Fig. 1. A diffractive beam splitter (DE 224)
is used to split the probe into five replicas (not shown in
Fig. 1). Five different narrow bandpass filters (BPFs) are
placed in front of a CCD camera to capture five frames that
correspond to different time delays from a laser-plasma in-
teraction. To keep the visibility of images after filtering,
10 nm (FWHM) BPFs are chosen in the current setup. The
phase velocity of the laser wakefield is close to the speed
of light. Thus, a sub-10 fs temporal resolution is neces-
sary to resolve the fine structures in laser-plasma interac-
tions. The temporal resolution of STAMP system can be
estimated by [4, 5]

∆t = D · z · ∆λBPF

where D (ps/km·nm) is the dispersion parameter, z (km)
is the length of the dispersive media, and ∆λBPF (nm)
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Figure 1: Schematics of the microscopic STAMP system.
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Figure 2: (a) The first-order diffraction image of a USAF
1951 resolution test target. The target was illuminated by a
halogen lamp, a 10 nm (FWHM) BPF with a center wave-
length at 532 nm is placed in front of the camera. The width
of one line inside the red rectangular is 4.92 µm. (b) The
lineout of a group of horizontal lines and vertical lines in
(a), respectively.

is the spectral bandwidth (FWHM) of a BPF. The trans-
mitted wavelength of a BPF depends on the incident an-
gle [6]. Therefore, it is vital to keep all the BPFs at normal
incidence. Since a diffractive beam splitter is used to split
the probe, the spatial resolution of the first-order diffraction
image will be distorted by chromatic dispersion. A resolu-
tion test result (Fig. 2) shows even with chromatic disper-
sion, the microscopic STAMP system can resolve ∼ 5 µm
lines. With this resolving power, one should be able to
resolve ∼ 10 µm fine structures in laser wakefields. This
setup is planned to be tested in the upcoming beam time at
the JETi200 lab this year.

References

[1] M. B. Schwab et al., Appl. Phys. Lett. 103, 191118 (2013).
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Second Harmonic Generation in the XUV
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Nonlinear responses of matter enable unique insight
into properties and dynamics of matter itself. Most
notably, second harmonic generation (SHG) and sum-
frequency generation spectroscopy in the near infrared
and optical range have enabled intriguing insights into
surface properties. We report the first generation of
second harmonic emission in the extreme ultraviolet
(XUV) at the titanium M-edge with a high-harmonic
seeded soft X-ray laser, bringing nonlinear XUV spec-
troscopy with atomic specificity to the table-top.

SHG facilitate that the second-order nonlinear response
is only allowed at inversion symmetry broken surfaces and
interfaces in otherwise inversion symmetric bulk materials
[1]. A high-harmonic seeded SXRL beam [2] with an input
energy of (111±23) nJ, pulse duration of (1.73±0.13) ps,
wavelength of 32.8 nm (37.8 eV) and a Gaussian-like beam
profile was tightly focused, using an Au-coated ellipsoidal
mirror, onto a 50 nm Ti foil (4.5 ± 1.5) µm, and average
intensity of (4.1 ± 1.9) × 1011 W/cm2. The fundamental
SXRL beam and second harmonic at 75.6 eV, are refocused
using a toroidal mirror onto a deep-cooled charged coupled
device (CCD) [3]. The observed line width is poorly re-
solved in this experiment where the spectrometer was op-
timized to cover more than one octave at low resolution to
achieve a high sensitivity to observe the SHG signal (see
Fig. 1).

-1st +1st

0th

SHG

Figure 1: Experimental results. Accumulation of 146 raw
shots. Zeroth and ±1st order of diffraction can been seen,
arrows pointing at the weak SHG-signal.

An additional observed broadened line width of the sec-
ond harmonic is due to aberrations of the imaging spec-
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trometer. Each laser shot was sorted into a histogram, clas-
sified by the yield of the first diffraction order signal (pos-
itive and negative) of the fundamental and SHG signal. As
a result, Fig. 2 depicts a quadratic dependence of the SHG
signal (red curve). result, Fig. 2b depicts a quadratic de-
pendence of the SHG signal (see red curve in Fig. 2b).
Using the measured mean yield of the SHG and fundamen-
tal, one can estimate the photon flux at the titanium foil.
The pulse energies of (6.2±0.2) pJ and (3.04±0.2) nJ for
the SHG and the fundamental, respectively, correspond to
a conversion efficiency η = (0.023± 0.005).

Figure 2: SHG-Intensity dependence from fundamental in-
put. Back-calculated intensities at the surface of the Ti-foil.
The quadratic dependence of the SHG is indicated with a
quadratic fit, red line.

In conclusion, we have shown the first successful
demonstration of SHG in the XUV. The experiments were
done at a table-top source showing great promise for more
widespread use of this new realm.

The authors acknowledge funding from European Com-
munity’s Horizon 2020 research and innovation program
under grant agreement No. 654148. This work is supported
by Investissements dAvenir Labex PALM (ANR-10-LABX-
0039-PALM).
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We present results of the characterization of graphene
flakes buried beneath 200 nm of silicon using extreme
ultraviolet coherence tomography. In the tomograms,
mono-, bi- and trilayers of graphene can be identi-
fied and the thickness of a capping layer is character-
ized. Furthermore, we can estimate the quality of the
graphene interface by incorporating a model that in-
cludes the interface roughness.

Extreme ultraviolet coherence tomography (XCT) is a
non-destructive cross-sectional imaging technique [1] with
high sensitivity and an axial resolution on the order of a
few ten nanometers. XCT is performed in a common-path
interferometric scheme (Fig. 1a)). Broadband extreme
ultraviolet light from a high-harmonic source is focused
onto a sample and the reflection is measured with a high-
resolution spectrometer. Interference from light reflected
in different depths of the sample modulates the reflected
spectrum. Hence, the depth structure can be recovered
by a Fourier-based algorithm. However, this method re-
constructs the autocorrelation of the sample’s depth struc-
ture rather than the actual structure because the necessary
phase information is lost in the detection process. Never-
theless, with a one-dimensional phase retrieval algorithm
(PR-XCT) the reconstruction of the sample structure from
its autocorrelation becomes possible [2]. Combined with
lateral scanning of the sample, three-dimensional artifact-
free tomograms can be generated.

Here, we used XCT to investigate graphene layers en-
capsulated in a Si matrix. Different sample consisting of
different amounts of graphene buried under 200 nm thick
capping layers of amorphous silicon [3] have been char-
acterized. In order to investigate areas of 25 mm2, a lat-
eral stepsize of 250µm was chosen. The depth resolution
is about ∆z = 27 nm. 3D tomographic images (Fig. 1b))
show that the reflectivity is enhanced in the area where the
graphene layer is deposited. A weak background signal of
a native oxide layer beneath the graphene is also visible.
XCT is able to differentiate between monolayers, bilayers,
and trilayers of graphene by measuring a reflectivity that
increases with the number of layers (Fig. 1c)). In addi-
tion to the number of graphene layers, the reflectivity is
strongly affected by roughness and the formation of native
oxides at the interfaces. We show that by incorporating
these effects in a parameterized model, the experimentally
obtained reflectivities can be reproduced. As a result, even
the roughnesses and oxide thicknesses can be quantified.
The application of XCT on the characterization of 2D ma-
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Figure 1: Measurement of encapsulated graphene using
XUV coherence tomography: a) Broadband XUV is fo-
cused onto a sample which consists of graphene encapsu-
lated in silicon. Interference of the reflections at differ-
ent depths modulates the reflected spectrum. Through a
Fourier-based reconstruction algorithm the sample struc-
ture can be obtained. b) Tomogram of a graphene mono-
layer under a 200-nm capping layer. c) Averaged normal-
ized reflectivities for three samples with monolayer, bilayer
and trilayer of graphene in comparison to a model incorpo-
rating interface roughness and native oxidation.

terials is not restricted to graphene encapsulated in Si. A
wide range of functional layers and encapsulating materi-
als can be imaged. We expect that XCT can be developed
as an important tool for quality control of nanoelectronic
devices and as a method for studying the physics of such
devices.

The authors acknowledge funding from the Thüringer
Aufbaubank (2015FGR0094, 2018FGR0080) , the DFG
(Beethoven 2 Lab-XCT) and the Helmholtz excellence net-
work (ExNet).
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We present, in a proof-of-concept experiment, that
superconducting nanowire single-photon detectors
(SNSPD) can be utilized for photon counting of a
laser-driven extreme ultraviolet (EUV) source based
on high harmonic generation (HHG). SNSPDs are
dark-count free and accommodate very high count
rates - a perfect match for high repetition rate HHG
sources. The ability to count single photons paves the
way for very promising applications in quantum optics
and quantum imaging with high energetic radiation.

In the past, photon counting in the EUV and SXR range
has usually been implemented by applying electron mul-
tiplier multichannel plates (MCP). However, these devices
suffer from low efficiencies limited by the open area ra-
tio of the device, high dark count rates, and limited count
rates. For harder X-rays, CCD cameras can detect single
photons and thus can be used as counting detectors, but the
above-mentioned readout-time limits persist. For lower en-
ergy photons, counting with CCDs is not possible due to
read-out noise.

Here, we demonstrate that superconducting nanowire
single-photon detectors (SNSPDs) [1], which originally
were designed for infrared radiation, can directly be uti-
lized for photon counting of EUV radiation from laser-
driven high harmonic sources [2]. These detectors, in-
vented almost two decades ago, are based on breaking
cryo-cooled superconductivity in a very thin and narrow
cryogenic-cooled nanowire when a photon is absorbed.
When applied to EUV radiation, SNSPDs have two major
advantages in comparison to other single-photon detectors
like above-mentioned avalanche photo diodes or multiplier
tubes. The recovery time lies in the range of a few nanosec-
onds or even picoseconds and thus SNSPDs can achieve
count rates up to several GHz. This makes SNSPDs a per-
fect match to the repetition rate of state-of-the-art high-flux
HHG sources driven by a repetition rate of several 100 kHz.

For the proof-of-concept study a SNSPD was illumi-
nated with EUV radiation from an HHG source. EUV pho-
tons up to an energy of 72 eV were used. The SNSPD con-
sists of a 10 nm thick and 100 nm wide meandered niobium
nitride nanowire with a gap size of 100 nm, resulting in an
active area of about 4.8 × 4.8µm2. It was placed in the
diverging EUV beam. At a bias current of 62µA, a photon
count rate of 940 events per minute was achieved.
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wire is up to 35 % including the filling factor of 0.5. The 
remaining radiation is absorbed in the bulk material (Al2O3 ). 
The absorption in the wire and thus the nominal detection 
efficiency could be drastically enhanced by a larger filling 
factor and increased wire thickness. Nevertheless, even in its 
current form, we demonstrate that the SNSPD is capable to 
count single photons of an HHG source.

3  Results

When the SNSPD was irradiated with the broadband EUV 
radiation, the detector registered single-photon events. Fig-
ure 3 shows several typical signal traces of such events at 
an operating temperature of the SNSPD of 3.0 K and a bias 
current of 62�휇 A ( 74 % of critical current Ic , Ic = 84�휇A).

Fig. 2  a Experimental Setup: the laser radiation of an OPA is focused 
into an argon gas jet. EUV radiation is produced and filtered from 
laser light by thin metal foils. After that, the EUV beam is focused 
by a toroidal mirror to an intermediate focus and then propagates to 
the SNSPD. Additionally, a mirror can be moved to the focus area to 
steer the beam into an XUV spectrometer. The signal of the SNSPD 
is amplified with a room temperature amplifier (Mini-Circuits 
ZX60–33LN-S+) and measured with an oscilloscope. Furthermore, 
the signal of an IR diode is used to register the incoming IR pulses 
in coincidence. b Spectrum of the HHG radiation with an aluminum 

filter foil used to separate the EUV radiation from the remaining 
infrared laser light. The filter has a transmission window of 15–72 eV, 
which determines the bandwidth of the EUV photons incident on the 
SNSPD. c Caluculated penetration depth of EUV radiation into the 
SNSPD, which consists of a meandered 10  nm thick NbN layer on 
a sapphire substrate. Up to 35 % of the radiation is directly absorbed 
in the NbN layer. The remaining part is absorbed in the substrate. 
The area lling factor of the meandered wire of 0.5 has been already 
included in this calculation

Fig. 3  Typical signal traces of the SNSPD in case of EUV photon 
illumination. In total 23 event traces are shown in the graph. The 
pulse height is determined by the operating current IB = 62�휇 A, the 
matching of the detector to the readout circuit and the signal amplifi-
cation. The operating temperature of the SNSPD was T = 3.0K
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ideal Gaussian beam shape and perfect alignment of the 
small detector area directly at the center of the beam. 
However, as mentioned above, the measured count rate 
was 940counts/min or ∼ 16counts/s. This can be explained 
by two effects. On the one hand, the real beam shape is 
distorted and no longer Gaussian since a toroidal mirror 
(see Fig. 2a) was used for an intermediate focusing of the 
beam as well as for steering the beam to the fixed detector 
position. By aiming with the toroidal mirror to the detec-
tor, the angles are adjusted and the former Gaussian beam 
profile becomes strongly elongated at the detector due to 
astigmatism. We roughly estimate this effect to lower the 
incident photon number by at least one order of magnitude. 
On the other hand, only a part of the incident photons is 
actually detected by the SNSPD due to the restricted effi-
ciency. It is limited by the absorption in the nanowire and 
lies around 10–35 % for the given spectral window (see 
Fig. 2c). However, as literature predicts, it is possible to 
absorb a high energetic photon also in the substrate and 
afterwards dissipate the energy into the nanowire and still 
break superconductivity [36]. Consequently, this effect can 
increase the efficiency of the used detector in a trade-off 
with the timing jitter, since the duration of the dissipation 
process is randomly distributed. Due to the small numbers 
of measurements within this first proof-of-concept experi-
ment, a robust analysis of the delay times with regard to 
substrate absorption is not possible. It will be investigated 
in continuative experiments.

Nanowires with thicknesses in the range of the penetra-
tion depth of EUV photons into NbN would ensure that the 
photons are absorbed by the SNSPD and not by the under-
lying substrate. This will significantly increase the overall 
detection efficiency of the detector from which the targeted 
EUV imaging applications would heavily benefit. Therefore, 
SNSPDs can be optimized for the EUV range as they have 
been developed for the x-ray range [37].

To quantify the effect of the bias current on the detec-
tion rate of the SNSPD, the count rates for different currents 
were measured by keeping all other parameters constant. 
The result is depicted in Fig. 5.

With increased bias current the count rate is also 
increased. This effect can be explained by the spectral band-
width of the HHG radiation. The detector is illuminated with 
broadband harmonic radiation between ∼ 35 − 72eV. For a 
low bias current only photons with very high energies are 
able to break superconductivity and thus are registered. In 
other words, the detector is blinded for all photons below a 
certain energy depending on the bias current. For higher bias 
currents this detection limit shifts to lower photon energies. 
This gives rise to a certain integrated energy resolution of 
the detection scheme by altering the bias current. Spectrally-
resolved measurements will be conducted in the future to 
investigate this effect in more detail.

The HHG source is capable of producing photons up to 
an energy of ∼ 100eV. To demonstrate the capabilities of 
the SNSPD in this higher energetic region, we interchanged 
the aluminum filter of the HHG source with a zirconium 
foil. Thus, radiation between ∼ 60 − 100 eV hits the detec-
tor and could be registered. However, the IR-transmission 
of the used zirconium foils for the driving laser wavelength 
was higher in comparison to the aluminum filter. Therefore, 
infrared photons reached the detector and caused high count 
rates in the order of 20counts per second even without actual 
harmonic radiation. By exploiting the above-mentioned 
dependence of the detection process on the bias current it 
was however possible to select a current ( IB = 30�휇A), which 
switched the sensitivity of the SNSPD for infrared photons 
almost completely off while simultaneously maintaining 
the EUV sensitivity. Therefore, the detector can be used to 
count EUV photons even if remaining infrared laser light 
is present. The ability to blind the detector for IR light is a 
significant advantage over other detector technologies. To 
preserve the detector from too high infrared photon-flux, we 
had to slightly changed the beam direction for measurements 
at higher photon energies to hit the detector only at the edge 
of the Gaussian light distribution. For this reason, we meas-
ured an EUV count rate of 5 counts/minute for EUV photons 
above 60eV. The background count rate with infrared laser 
only (gas supply off) was 0.6counts/minute.

4  Conclusion

Our findings prove that a single-photon detector based on 
superconducting nanowires can be utilized for photon count-
ing of EUV photons in particular from a laser-driven HHG 
source with very low dark count rates. The laser repetition 
rate in the presented experiment is 1kHz. Novel fiber-laser 
approaches for high-power laboratory-based HHG sources 
however are realized by drastically increasing the repetition 
rate up to the MHz [45] regime so that the high possible 
count-rate of the SNSPD can be exploited in the future. The 

Fig. 5  Count rate of the SNSPD ( Ic = 84�휇 A, T = 3.03 K) in depend-
ence of the bias current

HHG source spectrum

Count rate of the SNSPD

a)

b)

Figure 1: a) Spectrum of the HHG source. b) Count rate
of the SNSPD depending on the bias current through the
nanowire

Our findings prove that a single-photon detector based
on superconducting nanowires can be utilized for photon
counting of EUV photons in particular from a laser-driven
HHG source with very low dark count rates. The pre-
sented proof-of-concept paves the way for future applica-
tions of SNSPDs and other cryogenic detector schemes like
microcalorimeters or superconducting tunnel junctions for
laser-based high harmonic light sources in coherent imag-
ing, EUV quantum optics, and quantum imaging.

The authors acknowledge funding from the Thüringer
Aufbaubank (2015FGR0094, 2018FGR0080 and Quan-
tum Hub 2021FGI0049), the German Federal Ministry
for Education (BMBF) (VIP “X-CoherenT”); AppQuant
(ZF4006821DF9) and German Research Foundation FG
IR-TG Meta Active (DFG-RTG 2675).
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In this report, the influence of the sequenced speckle
pattern on the contrast-to-noise ratio (CNR) is exam-
ined in Computational Ghost imaging. The result shows
that the sequential Ghost Imaging method provides
ghost images with a better CNR compared to the tra-
ditional GI (TGI) at the almost same resolution. We
verify also better CNR in certain speckle composition
groups, which is over 10 times faster than traditional
methods with close resolution.

Ghost imaging (GI) nonlocally obtains the object in-
formation by correlating two beams, one beam interacts
with an object and is collected by a single-pixel detector,
the other beam has never interacted with the object and is
recorded by a spatially resolved array detector. The first
GI experiment relied on quantum entangled photons gener-
ated by spontaneous parametric down-conversion. Later,
the GI was also demonstrated with thermal and pseudo-
thermal light based on random patterns [1]. In the compu-
tational GI (CGI), the scatter beam generated after a laser
beam transmitted through a spatial light modulator (SLM)
or a digital micro-mirror device (DMD) [2]. In this way, GI
can be simplified as one beam path with only a single-pixel
detector, by precomputing the speckle patterns. An indi-
rect imaging method that acquires the image of an object
through spatial intensity correlation measurements both in
the PGI and the CGI [3, 4].

Figure 1: Side view SEM images of NWs (a), measured
proton spectra (c) for nanowires (solid red line) and for ref-
erence target (solid blue line). Insets: raw IP images of
proton spectra for the reference and NWs.

The experimental setup to study the influence of the se-
quenced speckle pattern on the CNR of ghost image is
shown in Figure 1. A He-Ne laser is expanded and then
randomly modulated by the DMD. The random speckle
pattern projection system was based on a DMD as the in-
tensity modulation element. In the experiment, we sequen-
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tially displayed a set of 1024×768 digitally micro-scanned
patterns on DMD. The sequenced random speckle patterns
pass through the object to be imaged. The transmitted in-
tensity signals are received by the bucket detector. The
retrieved ghost image is reconstructed by the correlation
of the intensity signals and the sequenced random speckle
patterns. To demonstrate the feasibility and performance
of SGI, a laser-cut window-shaped transmitting object was
prepared as the object.

Figure 2: CCD X-ray images for the reference target (a)
and composite NWs (b) providing 1D spatial imaging of
the Ti X-ray source. Insets: spatially integrated X-ray spec-
tra.

In conclusion, the sequenced random speckle patterns
with different speckle sizes are beneficial to the quality of
the reconstructed image in the DMD-based CGI. Compared
to the traditional random speckle patterns, better CNR and
resolution can be achieved with fewer iterations, espe-
cially when reconstructing images with suitable sequenced
speckle patterns is used. The best image quality in the SGI
is obtained when the speckles area is in the range of 1/10 to
3/10 of the reference object area. This provides a reference
to further optimize the imaging quality of the SGI.

Work supported by State of Thuringia within the project
“Quantum Hub Thüringen”; DAAD (Deutscher Akad-
emischer Austauschdienst) German Academic Exchange
Service, Funding programme.
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We have developed an advanced X-ray polarimeter
for nuclear resonant scattering experiments, which is
now available for users at beamline P01 of the stor-
age ring PETRA III. The new polarimeter provides
a hitherto unachieved degree of polarization purity of
2× 10−9 for the nuclear resonance of 57Fe. The mount-
ing of the analyzer on a 2θ-arm of a θ − 2θ goniometer
allows users to perform polarization-dependent investi-
gations of layer systems in reflection geometry.

Nuclear resonant scattering of synchrotron radiation
(NRS) is an established methodology ranging from the
study of structure and dynamics of condensed matter to the
realization of quantum optical phenomena. Nuclear reso-
nances have a very narrow energy bandwidth of typically
10−7 to 10−11 eV. In case of 57Fe the natural linewidth is
4.7 neV. One possibility to separate the resonantly scattered
photons from the energetically broad synchrotron beam is
to use the time discrimination method in combination with
polarization filtering. The polarization filtering technique
makes use of the strong optical activity that is inherent to
the nuclear scattering process. By using an X-ray polarime-
ter it is possible to filter the resonantly scattered photons
that have undergone a change in their polarization state, e.g.
if the nuclei are exposed to a symmetry breaking magnetic
or electric hyperfine interaction. Our polarimeter was de-
veloped for a permanent installation at the High-Resolution
Dynamics Beamline P01 at PETRA III (DESY, Hamburg).
To polarize the radiation, we use crystalline reflections with
Bragg angles close to 45◦ which is the Brewster angle for
hard X-rays. The silicon (840) reflection provides a Bragg
angle of θB = 45.1◦ for the 14.4 keV nuclear resonance
of 57Fe. The use of four asymmetric reflections at asym-

Figure 1: Schematic setup of the polarimeter. This con-
sists of a four-reflection polarizer without beam offset and
a four-reflection analyzer.

metry angles of α1 = −28◦,α2 = 28◦,α3 = −28◦ and
α4 = 28◦ for the polarizer as well as the analyzer (see Fig.
1) allows on the one hand a better suppression of the π-
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Figure 2: Temporal beat pattern of a 9.3 µm thick foil of
57Fe, magnetized at 45◦ to the incident σ polarization.

component and on the other hand an improvement of the
angular acceptance for the incoming radiation. For a per-
manent installation of the polarimeter on beamline P01 the
four-reflection channel-cut of the polarizer is separated into
two two-reflection channel-cuts in antiparallel (n,+n) set-
ting. This allows the polarimeter to be inserted into the
beam path without leading to a beam offset. We have char-
acterized the performance of the polarimeter at beamline
P01 by measuring the degree of polarization purity. The
degree of polarization purity δ0 is defined as the ratio of
the transmission of the π-polarization component to the
transmission of the σ-polarization component. We could
determine δ0 to 2.2 · 10−9. Fig. 2 shows as an example
a temporal beat pattern from a 9.3µm 57Fe enriched film,
measured with the designed polarimeter. The use of the
polarimeter allows for an almost full suppression of non-
resonantly scattered photons, indicated by the green arrow
in Fig.2. In contrast to other NRS methods, in this experi-
ment the polarization filtering allows to record the delayed
nuclear resonant scattering already 1.5 ns after excitation.
This will enable, for example, to probe short-lived isotopes
like 169Tm and 187Os with lifetimes of 5.9 and 3.4 ns, re-
spectively. Moreover, the early times after resonance exci-
tation are highly interesting to reveal the early-stage tem-
poral dynamics of cooperative effects like superradiance or
the collective Lamb shift in x-ray quantum optics.

The authors acknowledge funding from the BMBF
project 05K2013 PolarX..
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Analyzing the angular distribution of Rayleigh scat-
tered x-rays allows for a determination of the polariza-
tion of the incident photon beam when relying on pre-
cise theoretical calculations.

For photon energies below 1 MeV elastic scattering of
photons on atomic targets is dominated by Rayleigh scat-
tering. This second order quantum electrodynamical pro-
cess describes scattering of a photon by an atomic electron
without loss or gain of energy [1]. The angular-differential
scattering cross section of a linearly polarized incident pho-
ton beam is given by [2]

dσ

dΩ
=

(∣∣A∥
∣∣2 + |A⊥|2

)
+

(∣∣A∥
∣∣2 − |A⊥|2

)
· (P1i cos (2φ) + P2i sin (2φ))

(1)
with P1i and P2i being the Stokes parameters of the in-
cident beam polarization and φ being the azimuthal scat-
tering angle between the polarization plane of the incident
beam and the wave vector of the scattered photon. The par-
allel A∥ and perpendicular A⊥ scattering amplitudes, de-
pending on the photon energy ℏω and the polar scattering
angle θ between incident and scattered photon, describe the
scattering process. They were calculated within the inde-
pendent particle approximation (IPA) which is known to
work well in the regarded energy regime [3].

In October 2020 we performed a measurement at PE-
TRA III facility at DESY on scattering of a highly linearly
polarized synchrotron beam (ℏω = 175 keV) on a thin gold
target. This experiment focused mainly on the polarization
characteristics of the scattered photon beam under different
polar and azimuthal scattering angles utilizing a 2D sensi-
tive Si(Li) strip detector as Compton polarimeter [4]. Ad-
ditionally the angular scattering distribution was analyzed
both with a standard Germanium detector that was posi-
tioned within the synchrotron plane (φ = 0◦) and with the
Si(Li) detector under different azimuthal scattering angles.

The angular-differential scattering cross sections mea-
sured with the Germanium detector is shown in Fig. 1. We
also present theoretical predictions, based on IPA theory in
which the summation over occupied electron shells is re-
stricted to K, KL and KLM shells. For the comparison with
the experimental data eq. 1 is fitted to the data with φ = 0◦

and P1i as fitting parameter. While for larger scattering an-
gles the cross section is dominated by scattering on K-shell
electrons, contributions from higher electron shells become
dominant at forward scattering angles. Fig. 2 shows the
angular-differential scattering cross section, also including
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the data taken with the Si(Li)-detector for φ ̸= 0◦. A fit of
eq. 1 allowed us to determine the linear polarization of the
incident synchrotron beam to Pli = (0.989± 0.003). The
shown results are only preliminary and so far unpublished.

Figure 1: Angular-differential cross section of Rayleigh
scattering of 175 keV x-rays on a gold target. The sact-
tered photons were detected within the polarization plane
of incident radiation. The theoretical curves rely on calcu-
lations within the IPA were only the K , KL or KLM shells
were considered.

Figure 2: Angular-differential cross section for Rayleigh
scattering of 175 keV x-rays on gold within and out of the
polarization plane of the incident beam. The lines provide
a theoretical fit according to eq. 1.

The authors acknowledge funding from ErUM-FSP
APPA (BMBF n◦ 05P19SJFAA).
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1HI Jena, Fröbelstieg 3, 07743 Jena, Germany; 2IOQ, FSU Jena

High purity X-ray channel-cut polarizers are based
on Bragg diffraction at 45◦. Umweganregungen, i.e.
Bragg diffraction involving more than one lattice plane,
can lead to a degradation of polarization purity. In or-
der to avoid it, the azimuthal orientation of the channel-
cut crystal has to be adjusted very precisely. We de-
veloped a new method to accomplish this by measuring
the Umweganregungen directly with the Borrmann ef-
fect. With this method, the crystal can be aligned as
precisely as 0.01◦ in a comparatively short time.

Following the development of polarimeters with ex-
tremely high linear polarization purities, new interesting
experiments come into reach of experimental capabili-
ties. One of these is the measurement of the birefringence
of vacuum exposed to very strong electromagnetic fields.
However, there are two fundamental limitations for the po-
larization purity of channel-cut polarizers, namely the di-
vergence of the source and Umweganregungen inside the
polarizer crystals. Calculations for different channel-cuts,
especially for high photon energies, show that polarization
purities of better than 10−11 are only achievable, if the
azimuthal angle with respect to the incident beam is very
precisely adjusted. Often an alignment better than ±0.01◦

around the sweet spot of an azimuthal angle of 45◦ is re-
quired [1].
The developed method to achieve this is based on the
anomalous transmission close to Bragg reflections, known
as Borrmann effect. Besides the incident angle Θ and the
azimuthal angle, the tilt of the crystal turned out to be very
important as well. In Fig. 1 the dependence of the simulated
transmission of Cu-Kα-radiation through a 1-mm Silicon
crystal on Θ and the azimuthal angle is shown for two dif-
ferent tilt angles. The 400 Bragg reflection is at Θ = 34.5◦.
The basic idea of the adjustment method is to find inter-

Figure 1: Simulated Transmission of Cu-Kα-radiation
through a 1-mm Silicon crystal.

section points of reflections, that are symmetrical to the az-
imuthal angle of 45◦. These intersections are exactly on the

∗willi.hippler@uni-jena.de

azimuthal sweat spot, provided the tilt angle is zero. There-
fore, in a first step, the tilt has to be adjusted by measuring
the difference of the azimuthal angles of two intersection
points. The tilt is zero, when this difference equals zero.
With adjusted tilt, the intersection points already mark the
right azimuthal angle.
In a proof-of-principle experiment, we performed this
method on a thin silicon crystal and a thin diamond crystal,
both with a 400 surface. The experiment was set up at a
rotating anode X-ray tube. Within one hour, it was possible
to adjust the tilt such that two intersection points had the
same azimuthal angle and to measure this angle with an er-
ror of ±0.01◦. Fig. 2 documents the alignment process for
the diamond crystal. Since diamond absorbs much more
intensity than silicon, here we did not use the anomalous
transmission, but the anomalous absorption. At brilliant

Figure 2: Measured Transmission of Cu-Kα-radiation
through a 1-mm diamond crystal.

sources such as XFELs or synchrotrons, first results show
that this method will work there even better than with the
test setup. For a recent campaign at the HED beamline of
EU-XFEL, a Si-800 cannel-cut polarizer was modified by
extruding one of its walls to a thin ”lip”, that served for the
procedure just described. For future experiments, our new
method offers an approach to achieve excellent polarization
purities in a short time.
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X-ray scattering experiments are frequently limited
by direct x-rays from the primary beam masking the
desired scattering signal. We investigate the level of
primary beam suppression that can be achieved in a
matched aperture set-up with the aim of eliminating
primary beam components which are indistinguishable
from the scattered signal just prior to the experiment.

X-ray scattering techniques are ubiquitous in modern
synchrotrons and FELs. For FELs the short pulse dura-
tion and excellent focusability allow ultrafast phenomena
to be probed efficiently. The typical limit of any scattering
set-up are the primary beam photons that propagate along
the same path as the scattered x-ray signal. For an x-ray
beam with a notional Gaussian distribution, the actual sig-
nal level can exceed that of an ideal Gaussian by many or-
ders of magnitude.

We report on an experiment using an X-ray tube set-up
to estimate the improvement that is possible with a matched
aperture set-up. Figure 1 depicts the experimental concept.
The collimated x-ray beam is shaped using a beam block
matched to a selecting aperture with the aim of establish-
ing the reduction that is available in such a straightforward
set-up. A portion of the beam is blocked by an opaque ob-
ject, e.g. by an Au wire, therefore generating a shadow
blocking certain spatial/angular components of the beam.
A matched downstream aperture blocks the remaining pri-
mary beam resulting in a dark-field type set-up, with any
scattering taking place between block and the aperture pro-
viding signal against a low back-ground. We note that ge-
ometries with a focusing geometry should deliver funda-
mentally the same results.

The success of this concept crucially depends on the effi-
ciency of the x-ray block. We quantified the shadow purity
in a series of experiments at the Helmholtz Institute Jena
using a 1.2 kW copper anode. This beam is collimated by
a confocal multilayer optic yielding approximately 5× 109

Cu-Kα 8 keV photons per second with a divergence of
0.4 mrad within a rhombic beam profile with side lengths
of 2 mm. An Au wire of 500 µm diameter serves as beam-
stop and photons beyond this region are blocked by a 2 mm
tungsten slit. We reduce the scattering from the wire and
slit by placing the wire-slit assembly between two parallel,
polished Si crystals using the 400 reflex. The resulting sig-
nal is recorded on an x-ray CCD (Roper PI-MTE:2048B).
Images without the slit and wire were acquired over 500 ms
and serve as reference for the results of the shadow images,
which were exposed for 1000 s.

The background subtracted results are projected along
the shadow axis and shown in Fig. 2. In case of the un-

Wire

Slit

CCD

Si
Crystal

Si
Crystal

Figure 1: Experimental setup. The x-ray beam (blue) is
blocked by a wire and casts a x-ray shadow. The remain-
ing beam fraction is stopped by the slit. The shadow is
recorded on a CCD camera.

Figure 2: Resulting x-ray profile after background subtrac-
tion and projection along the wire shadow. Shown are the
full profile (black), full profile with inserted Au wire and
the resulting shadow for installed wire and slit. The green
box indicates the slit position.

blocked beam, approximately 75× 103 photons/s were de-
tected within the slit region, whereas 3 photons were ob-
served in a 1000 s exposure in case of the shadow setup.
Including the different exposure times, we obtain a signal
reduction by 8 orders of magnitude, 100 × less than the
scatter observed from a Si-crystal.

Clearly, the reduction of the background significantly
improves the signal to noise ratio. This enables labora-
tory investigation of very low scattering levels in a vari-
ety of experiments ranging from linear to non-linear scat-
tering phenomena. We anticipate benefits for experimen-
tal exploration of scattering phenomena at the Helmholtz
International Beamline for Extreme Fields (HIBEF) at the
European XFEL.
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Coherent control of quantum dynamics is key to
a multitude of fundamental studies and applications.
In the visible or longer-wavelength domains, near-
resonant light fields have become the primary tool with
which to control electron dynamics. At hard-X-ray en-
ergies, Mössbauer nuclei feature narrow nuclear reso-
nances due to their recoilless absorption and emission
of light, and spectroscopy of these resonances is widely
used to study the magnetic, structural and dynamical
properties of matter. It has been shown that the power
and scope of Mössbauer spectroscopy can be greatly
improved using various control techniques. Here we
employ the tunable phase between two X-ray pulses to
switch the nuclear exciton dynamics between coherent
enhanced excitation and coherent enhanced emission.

Here we demonstrate the coherent control of the dynam-
ics of Mössbauer nuclei using X-ray light. To achieve this
goal, we shape double-pulse sequences from given incident
X-ray pulses with a tunable relative phase using the me-
chanical motion of a resonant absorber (Fig. 1a). In the
experiment, we use the first (excitation) pulse of such se-
quences to induce a nuclear exciton in the target; that is,
a single excitation coherently distributed over a large en-
semble of nuclei. Controlling the relative phase of the
second (control) pulse then enables us to switch the sub-
sequent target dynamics between coherent enhanced exci-
tation and coherent enhanced emission of the nuclear ex-
citon (Fig. 1b). Using an event-based time- and energy-
resolved detection scheme, we experimentally access the
time-dependent magnitude and phase of the spatially aver-
aged transition dipole moment induced in the target, and
demonstrate the few-zeptosecond temporal stability of our
phase-control scheme. We note that the coherent enhanced
emission, reminiscent of stimulated emission, is possible
here because of the coherent nature of the exciton, which
enhances the coupling to the controlling light, whereas the
observation of stimulated emission of incoherently excited
nuclear states remains challenging even at present-day X-
ray sources.

As a result of our experiment, we have developed a
method of shaping single pulses delivered by state-of-the-
art X-ray facilities into tunable double pulses, and demon-
strate a temporal stability of the phase control on the few-
zeptosecond timescale. Our results unlock coherent optical
control for nuclei, and pave the way for nuclear Ramsey
spectroscopy and spin-echo-like techniques, which should
not only advance nuclear quantum optics, but also help to

(a)

(b)

Figure 1: (a) A short synchrotron (SR) X-ray pulse is
shaped into a double pulse using a resonant absorber acting
as a delay stage, which we denote as the split-and-control
unit (SCU). A fast displacement ∆x of the SCU controls
the relative phase φ between the two pulses correspond-
ing to a relative delay ∆t, thus forming a tunable X-ray
double-pulse source. The double-pulses are used to coher-
ently control the dynamics of the target nuclei. (b) Time-
resolved intensities recorded in the forward direction for
two different double-pulse sequences corresponding to co-
herent enhanced emission and enhanced excitation of the
target nuclei.

realize X-ray clocks and frequency standards. In the long
term, we envision time-resolved studies of nuclear out-of-
equilibrium dynamics, which is a long-standing challenge
in Mössbauer science.

We acknowledge a consolidator grant from the European
Research Council (X-MuSiC-616783) and support by the
DFG SFB 1225 (ISOQUANT)
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The compact electron beam ion trap PolarX-EBIT
provides targets of trapped highly charged ions for UV
and X-ray radiation at ultrabrillant synchrotron light
sources, allowing studies of processes involving reso-
nant excitation of ions by absorbtion of single photons.
Such measurements can provide valuable data about
atomic processes, relevant for X-ray astrophysics and
fundamental atomic structure theory.

In PolarX-EBIT, a monoenergetic electron beam is used
to get ions into high charge states by electron impact ion-
ization. These ions are trapped by the electron beam
and additional electrodes, and are overlapped with a syn-
chrotron photon beam. The trap’s compact structure, based
on permanent magnets [1], and its unique off-axis elec-
tron gun facilitate novel experiments, in which the pho-
ton beam can pass the trap and is available for downstream
setups, providing complementary data. Such experiments
have been conducted at beamline P04 of the PETRA III
synchrotron facility.

A decades long disagreement between experiment and
theory regarding the oscillator-strength ratio of two 2p–3d
transitions in Ne-like Fe16+, commonly called 3C and 3D,
has been one of the most investigated problems in X-ray
astrophysics. While our own measurements with PolarX-
EBIT just recently seemed to deepen this disagreement [2],
improvements is the experiment setup and measurement
schemes allowed us to increase spectral resolving power
by a factor of 2.5 and signal-to-noise ratio by three or-
ders of magnitude, which allowed us to identify hitherto
unaccounted-for contributions to the measured line inten-
sities [3]. Taking these into account, experiment and the-
ory finally seem to agree. Additionally, it was possible to
reconstruct the natural line widths of both lines from the
measured line shapes. They also agree with theory within
the experimental uncertainties.

In a new experiment at beamline P04 PolarX-EBIT pro-
vided few-electron ions of N, O, F, and Ne. Transitions in
Li-like ions were resonantly excited, while transitions in H-
and He-like ions, which can be calculated to sub-meV ac-
curacy, served as energy references. The ASPHERE photo-
electron spectrometer was recording energy spectra of pho-
toelectrons from an Au target simultaneously with the flu-
orescence measurements (see figure 1), providing precise
corrections for thermal drifts and nonlinearities in angular-
encoder readouts. These were the dominant sources of sys-

Figure 1: Resonantly excited fluorescence from few-
electron ions of F and Ne (bottom), recorded simultane-
ously with photoelectrons from an Au target (top), which
serve as precise energy reference, showing deviations of
the actual photon energy from the requested one.

tematic uncertainties in previous experiments, limiting the
accuracy of absolute transition energy determinations. The
combination of PolarX and ASPHERE has demonstrated
the ability to overcome these limitations and to provide re-
liable energy calibrations with meV-level accuracy. Data
analysis is still ongoing, expected to deliver benchmarks
of QED calculations for Li-like systems, and future exper-
iments with the setup are planned.

The authors acknowledge funding from MPG, DFG,
NASA, and BMBF through project 05K13SJ2.
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Precision spectroscopy of x-ray transitions in few-
electron, high-Z systems is an indispensable tool for
the study of relativistic effects and bound-state quan-
tum electrodynamics (QED) in the presence of strong
electromagnetic fields. Such measurements are ex-
pected to significantly profit from the development of
low-temperature calorimetric detectors, such as metal-
lic magnetic microcalorimeters (MMC). Such detectors
combine a high spectral resolution, similar to crystal
spectrometers, with a broad bandwith acceptance that
is comparable to semiconductor detectors. We report
on their first application in a FAIR phase 0 experiment.

Figure 1: Photograph of the experimental setup at the elec-
tron cooler of CRYRING@ESR.

Within the spring 2021 beamtime block we studied x-
ray emission from stored U91+ as a result of recombination
between ions and electrons in the electron cooler section
of CRYRING@ESR. We employed two novel maXs-100
detectors, which are optimized for photon energies of up
to 100 keV [1]. The measurement was aimed at obtaining
L → K transition energies with a precision of at least 1
eV to test second-order QED contributions in the regime
of extreme field strengths. The experimental setup with
the detectors being located at 0° and 180° view ports is
depicted in Fig 1.

The ion beam was provided by the ESR with a ki-
netic energy of 10.255MeVu−1 and typical intensities of
1× 106 to 2× 106 ions per injection. In CRYRING@ESR
the beam was continuously electron-cooled at a voltage of
5634.5V and an electron current of 30.5mA. The beam
lifetime of 7 s to 8 s was determined in approximately equal
proportions by charge exchange in the residual gas and RR
in the electron cooler. As the preparation time of the beam
in ESR was almost 60 s, there was a significant time gap
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from the moment when the beam intensity was almost gone
in CRYRING to the next injection from ESR. This time
window was used for taking calibration data from gamma
reference sources, that were placed in front of the detectors
in synchronization with the accelerator cycle.

Figure 2: Preliminary spectral data of the L→K transitions
in U90+.

X-ray spectroscopy studies can often significantly bene-
fit from the use of coincidence techniques, e. g. between
photons and charge-changed projectile ions, to discrimi-
nate the photons of interest from unrelated radiative pro-
cesses. In the present experiment we exploited for the first
time the timing capabilities of MMC detectors in combi-
nation with the signals of a particle detector downstream
from the electron cooler to suppress all photons that were
not associated with a recombination event in the cooler.

Preliminary spectra of the L → K transitions in U90+

recorded at both observation angles are presented in Fig 2.
The achieved spectral resolution is sufficient to resolve the
splitting of the z and y lines (≈ 140 eV in the emitter sys-
tem) for the first time in a high-Z system.

This work was conducted in the framework of the SPARC
collaboration, experiment E138 of FAIR Phase-0 supported
by GSI. We acknowledge support by the ERC under the
European Union’s Horizon 2020 research, by the innova-
tion program (grants 824109 “EMP”) as well as by ErUM
FSP T05 - “Aufbau von APPA bei FAIR” (BMBF grants
05P19SJFAA and 05P19VHFA1).
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By applying novel low-temperature metallic mag-
netic microcalorimeter (MMC) detectors at the electron
cooler of CRYRING@ESR we obtained high-resolution
x-ray spectra of transitions in U90+. As this type of de-
tector combines high resolution with broad bandwidth
acceptance, it allows us to conduct the Doppler cor-
rection of the observed line positions intrinsically from
the measured spectra itself by utilizing characteristic
transitions with well-known line positions. Here we
present a proof-of-principle of this newly available ap-
proach, which may be of critical importance for up-
coming high-precision x-ray spectroscopy experiments
at storage rings.

Precision x-ray spectroscopy of fast moving ions in stor-
age rings requires an exact knowledge of the projectile ve-
locity to transform the Doppler-shifted photon energy from
the laboratory to the emitter system. Usually, this quantity
is derived from the electron cooler settings, i.e. the ap-
plied voltage, to which non-trivial corrections for the space
charge of the electron beam, as well as for the contact po-
tential between cathode and collector have to be applied.
Alternatively, projectile transitions with well-known ener-
gies could be employed to determine the Doppler shift, pro-
vided that such lines are observed with sufficient spectral
precision. However, up to now the used detectors were
either limited in their resolution (e.g. semiconductor de-
tectors), or their spectral acceptance was too narrow to si-
multaneously detect the lines of interest and the aforemen-
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Figure 1: Preliminary fit of the data measured with the 0◦ detector.

tioned reference transitions (e.g. crystal spectrometers).
In our experiment 2021 were applied for the first time

novel MMC detectors at an electron cooler of a storage
ring, namely the recently commissioned CRYRING@ESR
at GSI. Here we studied the x-ray emission associated
with radiative recombination between cooler electrons and
stored U91+ ions. The two ‘maXs’ MMC detectors used [1]
achieved a resolution below 100 eV FWHM at 100 keV in-
cident photon energy, comparable with the resolution of the
FOCAL transmission crystal spectrometer [2]. In addition,
the MMC detectors have a broad spectral acceptance down
to a few keV. This enabled us to use selected ‘M→L’ tran-
sitions between states with well-known binding energies
for a determination of the Doppler shift, and consequently
ion beam velocity. This is illustrated in figure 1, showing
the low-energetic region where these transitions in the L-
shells were recorded at 0◦ with respect to the ion beam axis.
A fit of the spectrum with the ion beam velocity as a free
parameter yields β = 0.14676(9), while from the settings
of the electron cooler one would expect β = 0.14696(3).
Note that these are all preliminary values as data analysis
is still ongoing.

This research was conducted in the framework of the
SPARC collaboration, experiment E138 of FAIR Phase-0
supported by GSI. We acknowledge support by the ERC un-
der the European Union’s Horizon 2020 research, by the
innovation program (grants 824109 ‘EMP’) as well as by
ErUM FSP T05 - ”Aufbau von APPA bei FAIR” (BMBF
grants 05P19SJFAA and 05P19VHFA1).

[1] D. Hengstler et al., Phys. Scr. T166, 014054 (2015).
[2] T. Gassner et al., New J. Phys. 20, 073033 (2018).
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X-ray emission as a result of Radiative Recombina-
tion (RR) at threshold energies in the electron cooler of
CRYRING@ESR was studied for decelerated bare lead
ions at 10 MeV/u beam energy. The recorded spectra
are dominated by characteristic transitions in Pb81+,
namely the Lyman, Balmer and Paschen series, as a re-
sult of decay cascades from high-n states that are pref-
erentially populated by the RR process. We present
a comparison between our rigorous theoretical model
and the experimental data.

Radiative Recombination (RR), the time-reversal of pho-
toionization, can be considered as one of the most elemen-
tary and fundamental atomic processes and is the major re-
combination process occurring for electron beams and bare
ions. In particular, it is of utmost importance for plasma
population kinetics, ionization equilibrium, and radiative
power losses. In this process, a free electron recombines
into a bound state of an ion via the emission of a photon,
carrying away the difference in energy between the initial
(continuum) and final (bound) electronic states and satisfy-
ing momentum conservation.

Most of RR experiments were performed at electron
cooler devices of storage rings for the low velocity regime.
Recently, the first x-ray spectroscopy production runs of
hydrogen-like lead was successfully conducted at the elec-
tron cooler of CRYRING@ESR [1], shipped from the
Manne Siegbahn Laboratory in Stockholm to Darmstadt as
a Swedish in-kind contribution to FAIR. By utilizing ded-
icated x-ray detection chambers installed at 0◦ and 180◦

observation geometry, it enabled us for the first time to ob-
serve the full x-ray emission pattern in a wide energy range,
spanning the Paschen series up to the K-RR transition with-
out any line distortion effects.

For the analysis of radiative cascade processes in cur-
rent electron-ion recombination experiment, an elaborate
theoretical model is established following the technique as
discussed in detail in Ref. [2]. At a high nuclear charge
of the Pb nucleus, transitions from L-, M- and N-shell to
the ground state of Pb81+ ions are fast, even the M1 mag-
netic dipole transitions have to be considered as prompt.
Likewise, the L-RR populating the excited L-shell sub-
levels in Pb81+ should represent the initial line intensities
of Lyman-α1,2 transitions as prompt contributions. Also,
the population of M-RR contributes to the initial Balmer
series and Lyman-β line via fast decay at the time interval
of ∆t ≲ 10−13 s. The results are displayed by the shaded
areas in Fig. 1 whereby the unshaded areas are identified as
the delayed cascade feeding to the observed characteristic

∗b.zhu@hi-jena.gsi.de

projectile x-rays. To gain further insight, we present in Ta-
ble 1 the contributions from highly excited states and sub-
sequent feeding transitions to the formation of pronounced
Lyman-α1 and Lyman-α2 lines observed, as the transitions
into different j-states of the L-shell are clearly resolved.

10 20 30 40 50 60 70 80 90 100 110 120
0

10

20

30

40

50

60

70

80

10 20 30 40 50 60 70 80 90 100 110 120
0

10

20

30

40

50

60

70

80

10 20 30 40 50 60 70 80 90
0

50

100

150

200

250

10 20 30 40 50 60 70 80 90
0

50

100

150

200

250

(a)

C
o

u
n

ts
 p

er
 2

2
5

 e
V

X-ray energy (keV)

K-RRLyβ

Lyα1

Lyα2

j=
3

/2
j=

1
/2

3
(j

=5
/2

) 


2
(j

=3
/2

)

Paα

3
(j

=3
/2

) 


2
(j

=1
/2

)

L-RR

M
-R

R

Lyγ

4
(j

=
5

/2
) 


2
(j

=3
/2

)
4

(j
=3

/2
) 


2
(j

=1
/2

)

(b)

C
o

u
n

ts
 p

er
 2

2
5

 e
V

X-ray energy (keV)

K-RR
Lyβ

Lyα1

Lyα2

j=
3

/2
j=

1
/2

3
(j

=5
/2

) 


2
(j

=3
/2

)

3
(j

=3
/2

) 


2
(j

=1
/2

)

L-RR

M
-R

R

Lyγ4
(j

=5
/2

) 


2
(j

=3
/2

)
4

(j
=3

/2
) 


2
(j

=1
/2

)

Figure 1: X-ray spectra measured (black lines) at observa-
tion angles of (a) 0◦ and (b) 180◦ by two Ge(i) detectors
in coincidence with down-charged Pb81+ ions. The red
lines give the result of time integrated spectra based on a
cascade calculation. The shaded areas represent the con-
tribution from prompt transitions assuming within the time
interval of ∆t ≲ 10−13 s.

Table 1: Contribution from feeding cascades to the for-
mation of Lyman-α1 and Lyman-α2 lines. Uncertainties
shown here are due to counting statistics whereas system-
atic uncertainties are neglected.

0 deg 180 deg Theory
Lyα1 93.6% ± 12.0% 94.0% ± 5.5% 93.9%
Lyα2 86.3% ± 15.6% 87.4% ± 6.5% 86.8%

The authors acknowledge funding from ErUM-FSP
APPA (BMBF n◦ 05P19SJFAA and n◦ 05P19RGFA1).
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Quantum systems lie at the heart of many future
technologies. In order to use quantum systems in prac-
tical applications, it is necessary to control and manip-
ulate them with great precision. In the experiment re-
ported here we have succeeded in controlling and mea-
suring a quantum system with hitherto unattainable
temporal precision in the regime of hard X-rays. We
have managed to control and detect oscillations of a col-
lectively excited nuclear state via the gamma radiation
emitted, to within an accuracy of a few zeptoseconds.
This method makes use of fundamental quasiparticle
excitations that occur within a solid. Precise control
of this kind is important when building novel quantum
sensors, to establish extreme time standards or to detect
minute changes of physical parameters.

The quantum system in our experiment was an ensemble
of 57Fe nuclei embedded in a solid. The solid was a thin
magnetic film, just a few nanometres thick, containing the
iron atoms. We used short pulses of synchrotron radiation
to collectively excite the 14.4 keV nuclear resonance in the
57Fe nuclei. The extremely rapid oscillation of the nuclear
transition dipole moment, with a period of just 287 zep-
toseconds, causes the atomic nuclei to emit gamma radia-
tion or X-rays. The time evolution of the collective nuclear
state can be controlled by short microwave pulses which
cause the entire magnetic system of the solid to oscillate.
The collective magnetic excitation, known as magnon, has
a period on the order of nanoseconds which is much slower
than the oscillation period of the atomic nucleus. This tran-
sient magnon has a pronounced effect on the temporal evo-
lution of the collectively excited nuclear state: It induces a
well defined phase shift of the emitted X-rays. Thus, after
the magnon has decayed, the emitted radiation displays a
brief time delay, see Fig. 1. This delay can be controlled
very precisely and has been measured in our experiment
with zeptosecond accuracy.

For the detection of such small temporal shifts, we used a
heterodyne detection scheme that employed two hyperfine-
split nuclear resonances of the 57Fe, which emit gamma ra-
diation of different frequencies, leading to a temporal beat
node in the measured superposition signal. One of these
two resonances is only slightly affected by the transient
magnon, thus serving as a reference frequency. Therefore,
if the transient magnon shifts the oscillation phase of the
other resonance by a few zeptoseconds, so that the beat
node in the measured signal shifts by a few nanoseconds

[1]. This means that zeptosecond temporal shifts of the
X-ray carrier frequency can be deduced from nanosecond
shifts of the measured beat nodes in the heterodyne signal.

This illustrates that magnons enable a tremendous flex-
ibility in controlling nuclear quantum systems via adjust-
ing the duration and strength of the exciting microwave
pulse. Due to the intrinsic relative stability of the detection
scheme, temporal shifts can be measured to an accuracy of
less than 50 yoctoseconds.

Our experiments mark a first step towards using this
novel method of controlling an embedded quantum sys-
tem by exciting the surrounding solid. Apart from magnon
excitation, a number of other solid-state excitations exist,
such as oscillations of the crystal lattice or the electron sys-
tem which could be excited, e.g., by impulsive optical stim-
uli.

Figure 1: A) A 57Fe nucleus in a ferromagnetic film is hit
by a 14.4 keV X-ray pulse to excite two of its hyperfine-
split nuclear resonances. A microwave pulse with delay
∆tp excites a magnon |m〉 which leads to a neV energy
shift of one of the resonance lines. B) During the presence
of the magnon indicated by the blue bar, a phase shift ∆ϕ
developes that prevails even if the magnon is gone.

Financial support of the DFG via Cluster of excellence
“The Hamburg Centre for Ultrafast Imaging” (EXC 1074,
project ID 194651731) is gratefully acknowledged
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Within the LISEL@DREAMS project laser photode-
tachment of negative ions will be used to suppress iso-
bars in high sensitive mass spectrometry. To this end
an ion beam cooler for negative ions is being con-
structed at the University of Jena. The required tunable
Ti:sapphire laser is built by the University of Mainz and
currently installed at the low–energy electrostatic stor-
age ring at the Goethe–University Frankfurt.

Laser photodetachment of negative ions can be used as
an element sensitive method for the suppression of iso-
bars. By careful tuning of the laser wavelength it is pos-
sible to neutralise the unwanted isobars while keeping the
ions of interest unaffected. This method was first demon-
strated successfully at the VERA AMS facility in Vienna
[1]. In the BMBF funded joint project 05K2019 – LISE-
LatDREAMS a laser photodetachment setup will be con-
structed at Jena for use at the DREAMS (Dresden AMS)
facility at HZDR. Despite significant delays due to the
SARS-CoV-2 situation the construction of the LISEL setup
is progressing. Recently, the ion beam cooler was finalised
and the high voltage cage was installed. High voltage tests
up to the nominal voltage of 35 kV have been conducted
successfully. The rf part of the cooler has been machined
at the University workshop and is going to be installed in
the first quarter of 2022. Fig. 1 show the current status of
the LISEL setup in the dedicated laboratory at the Univer-
sity of Jena.

The project partner of the University of Mainz is in
charge of providing the laser for LISEL. For the LISEL
project a tunable Ti:Sapphire laser system has been de-

Figure 1: LISEL cooler setup with high voltage cage.

∗o.forstner@hi-jena.gsi.de

Figure 2: Top: LISEL Laser setup. Bottom: FLSR setup

veloped by the project partner at the University of Mainz.
Pumped by a 10 kHz frequency doubled Nd:YAG laser the
Ti:sapphire laser produces laser radiation in the range of
690 to 960 nm with a maximum output of 3 W. The system
has been installed at the low–energy electrostatic storage
ring FLSR at the Goethe–University Frankfurt to perform
laser photodetachment studies on stored atomic and molec-
ular ions [2]. Fig. 2 on top shows the Ti:sapphire laser.
The bottom part shows the laser hut on the right together
with the laser tube (grey tube on the wall) guiding the laser
to the interaction section in the ring. The laser neutralises
negative ions in the ring if the photon energy is above the
electron affinity of the respective ion. The neutral particles
continue straight onto a position sensitive silicon strip de-
tector. First experiments will take place in the beginning of
2022.

This project is supported by funding from the Ger-
man Ministry of Science BMBF, joint project 05K2019 –
LISELatDREAMS.
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1DESY, Hamburg, Germany; 2The Hamburg Centre for Ultrafast Imaging, Hamburg, Germany; 3Friedrich-Schiller-

Universität Jena, Germany; 4Helmholtz Institute Jena, Jena, Germany; 5Max-Planck Institute for the Structure and

Dynamics of Matter, Hamburg, Germany

We show that Fano interference can be realized in
a macroscopic microwave cavity coupled to a spin en-
semble at room temperature. A generalized Fano in-
terference emerges from the photon–magnon interac-
tion at low cooperativity. In this regime, the reflec-
tivity of the cavity approximates the scattering cross-
section derived from the Fano-Anderson model. Al-
though asymmetric lineshapes in this system are of-
ten associated with the Fano formalism, we show that
whilst Fano interference is actually present, an exact
Fano form cannot be achieved from the linear Jaynes-
Cummings (JC) model. In the Fano model an addi-
tional contribution arises, which is attributed to deco-
herence in other systems, and in this case is due to the
resonant nature of the photonic mode. The formalism
is experimentally verified and accounts for the asym-
metric lineshapes arising from the interaction between
magnon and photon channels. As the magnon–photon
coupling strength is increased, these channels merge
into hybridized magnon–photon modes and the gener-
alized Fano interference picture breaks down. Our re-
sults are universally applicable to systems underlying
the linearized Jaynes-Cummings Hamiltonian at low
cooperativity.

Resonances in atoms, molecules, or matter reflect many
of their properties. Coupling of resonances to the environ-
ment or to other resonances leads to emerging phenomena
in a large variety of systems. Spurred by the possibility of
coherent photon–magnon interaction and associated poten-
tial for quantum information processing, the field of cav-
ity electromagnonics has experienced enormous growth in
the past decade. A single photonic mode can be strongly
coupled to a single magnon mode. Classical coherence
effects reproduce the behavior predicted by quantum op-
tical models both at cryogenic and at room temperatures.
Strong magnon–photon coupling via the so-called cavity-
magnon polariton has been vital to reaching photon detec-
tion via electrical spin pumping probes, dark mode mem-
ories, and magnon coupling to a qubit. Invoking the de-
scription of the polariton as a classical interaction between
an electromagnetic wave and a matter polarization, strong
magnon–photon coupling may be understood as the hy-
bridization of the magnonic and photonic modes.

We have shown that a generalized Fano form emerges
from the linearized JC model and verify this experimen-
tally in a microwave cavity coupled to the Kittel mode of
a permalloy film in the Purcell regime, see Fig. 1. Our

model connects the microscopic parameters of the lin-
earized JC model to the phenomenological parameters of
the generalized Fano form [1]. In this way we uncover
magnon–photon coupling at low cooperativity as interfer-
ence between scattering of a background cavity channel
and the magnon channel. These two channels have well-
defined phases in accordance with the Fano interference
picture. Remarkably, the physics of Fano interference be-
comes apparent even though the system consists of two
coupled modes with finite linewidths. This opens a new
view on the connection between the Fano-Anderson and
the linearized JC models at low cooperativities.

Depending on the coupling strength, the magnon–photon
coupling can be understood in terms of either Fano in-
terference or mode hybridization. Finally, the linear JC
model describes many types of systems in which a cavity
mode interacts weakly with a matter-based harmonic reso-
nance. The wide applicability of the linear JC model hence
makes the results presented here important to many areas of
physics including hard X-ray quantum optics, atomic inter-
actions with optical cavities, and cavity electromagnonics.

Figure 1: Measured cavity reflectivity of the interaction be-
tween a microwave cavity mode and a magnon mode for
two different cavity detunings ∆c. The data show the Pur-
cell effect for a 10 nm thick permalloy film inserted into
the cavity. The Kittel mode of the permalloy film couples
to the cavity photon, which is manifested as a distortion in
the cavity resonance. Red lines are fits of the lineshapes
according to our theory [1] .

Financial support of the DFG via Cluster of excellence
“The Hamburg Centre for Ultrafast Imaging” (EXC 1074,
project ID 194651731) is gratefully acknowledged.
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We present a measurement of the 2s-Lamb shift
of lithium-like uranium utilizing metallic-magnetic
calorimeter detectors for high precision X-ray spec-
troscopy. The experiment was performed at the internal
gas target of the ESR of GSI and highlights the advan-
tages of the novel detector technology.

With metallic-magnetic calorimeters – like the maXs-
series detectors developed in cooperation with the group
of C. Enss in Heidelberg – a novel type of energy dis-
persive photon detectors for high precision X-ray spec-
troscopy experiments is available within the SPARC col-
laboration. Their unique working principle gives rise to
several advantages compared to conventional spectrometer
detectors. They combine the broad spectral bandwidth of
semiconductor detectors with a high resolution power up
to E/∆E > 6000 [1] comparable to crystal spectrometers.
In the past years several high precision spectroscopy ex-
periments were performed at storage rings of GSI exploit-
ing the exceptional performance of several different maXs-
series detectors.

During an experiment carried out at the internal target
of the ESR, X-ray photons stemming from the collision of
U89+ ions at 75.91 MeV/u with a gas-jet of N2 [2] were
observed by a maXs-30 [3] detector located at the 90°-
port. The recorded spectrum (fig. 1) contains different lines
from transitions into and within the L-shell of two differ-
ent charge states of uranium. Subsequent relaxations re-
sulting from the impact excitation of U89+ ions and non-
radiative electron capture into excited states of U88+ ions
were identified. The absolute calibration of the spectrum
was performed using a 241Am γ-source. Due to the fact,
that at the time of recording a proper temperature correc-
tion procedure for the detector was still in development,
a comparably low combined energy resolution of 36.7 eV
(at < 26 keV) was achieved. Sudden shifts of the oper-
ation point of the used SQUID amplifiers led to the ob-
servation of two satellites besides each main peak. This
was taken into account by using a modified fitting model.
The Doppler-correction was performed by assuming that
the L-α and L-β transition energies for U89+ and U88+

are sufficiently well known. A linear regression between
the measured peak energies and theoretical values (pro-
vided by P. Indelicato, p.c.) was performed to determine
the Doppler-shift. For the calculation of the 2s-Lamb shift
of U89+, initially, the assumption was made that the bind-
ing energies of the electron states E(3d3/2) ≈ E(3p3/2) are
degenerated as they are sufficiently far away from the nu-
cleus. This allowed us to compare the transition energy of
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Figure 1: The spectrum containing X-ray photons from the
collision of U89+ ions at 75.91 MeV/u on a N2-target. A
level scheme of U89+ is included and relevant transitions
are indicated.

3p3/2 → 2s1/2 and 3d3/2 → 2p1/2 which yields an energy
difference between the 2p1/2 → 2s1/2 of 273.5(51) eV (the
provided error is purely statistical, all results are prelim-
inary). The slight discrepancy to literature values of the-
ory 280.76(14) eV [4] and previous experimental findings
280.645(15) eV [5] might be explained by the unresolved
actual non-degeneracy of the 3d3/2 and 3p3/2 states. In or-
der to obtain the energy difference between the 2s1/2 and
2p1/2 we also made use of the prominent ∆n = 0 tran-
sition clearly visible in the same spectrum: E(2p1/2) −
E(2s1/2) = ∆E(2p3/2 → 2s1/2)− (∆E(3d3/2 → 2p1/2)−
∆E(3d3/2 → 2p3/2)) = 276.4(74) eV.

Despite the overall low event rates a determination of the
2s-Lamb shift of U89+ was possible demonstrating the ad-
vantage of using high resolution MMC detectors with their
broad spectral bandwidth. This allowed for the simulta-
neous observation of highly resolved lines from multiple
transitions enabled the determination of the Doppler-shift
from within the spectrum, thus eliminating systematic un-
certainties arsing from the experiment setup. It also made
alternative approaches to the examined physics case possi-
ble.

We acknowledge financial support by the European
Union and the federal state of Thuringia via Thüringer Auf-
baubank within the ESF project (2018 FGR 0080).
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The advent of high power, short pulsed lasers sheds
light on the experimental realization of quantum vac-
uum effects, such as photon-photon scattering. The first
challenge is the detection of few signal photons from
a vast number of driving photons, O(1020). Here we
represent the experimental results to quantify the back-
ground level.

The quantum vacuum is filled with fluctuations of virtual
electron-positron pairs. Extremely strong electro-magnetic
fields, e.g. high power ultrashort optical lasers, can couple
to the virtual pairs which can then exhibit unique effects,
inconceivable in classical vacuum, such as photon-photon
scattering [1]. To produce photon-photon scattering sig-
nal, one collides two high intensity laser pulses in vacuum.
This signal, due to its faint nature and presence of numer-
ous driving beams photons, is challenging to detect. Also
scattered photons from the rest gas particles and surfaces in
the experimental chamber overwhelm the signal. Therefore
one has to identify light from these noise sources i.e. back-
ground (BG), to obtain the quantum vacuum signature. To
quantify the BG level, we used the JETi-200 Ti:sapphire
laser at Helmholtz Institute Jena. An 800 nm, 24 fs laser
pulse with 175mJ energy was focused to 2.2 µm with an
f/1.5 off-axis parabolic (OAP) mirror in vacuum with 34%
of energy inside the 1/e2 radius, resulting in the peak in-
tensity of 5× 1019 Wcm−2. An ICCD gated camera with
16% quantum efficiency at 800 nm and 1 ns gate-time de-
tected the photons through an imaging system with 20×
magnification, perpendicular to the beam axis at the focus,
with collection efficiency of 11% for 800 nm. The detec-
tion was timed to the arrival of main pulse at focus. Fig1
presents detected BG photons. The main pulse follows a
pedestal with enough energy to ionize the atoms in focal
region (ROI). At the ROI, electrons scatter the main pulse,
Thomson scattering (TS), into the imaging cone. The pres-
sure dependence was measured with air at high pressures
and He at low pressures, for horizontal and vertical polar-
ization. Normal to the laser polarisation, TS is suppressed
and a constant BG of multiple diffuse scattering is visible,
Fig1. Due to 1 ns gate window of the camera, objects at
≤ 30 cm scatter light in the collection cone. The main con-
tributors are OAP and λ/2-plate (only for V-pol), with 42
and 19 photons per 1 J per 100 µm2 ROI, respectively. Sup-
pressing the BG from all the sources requires better spatio-
temporal filtering of ROI. Although static scattering can
be mitigated with cleverer geometry and shorter temporal-
gated detection (∼Rayleigh range), the TS depends on par-
ticle numbers in ROI. For an intense laser such as one used
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Figure 1: Pressure dependence of rest gas scattered sig-
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comes the dominant at lower pressures. Scaled to 1 J [2].
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Figure 2: a) Photons per shot Np per µm2, averaged over
242 shots at ≈ 1.3× 10−3 mbar with 175mJ pulse energy.
b) Image a) integrated along vertical extent (±70 µm),
number of photons per µm slice along the optical axis.
Here, the reduction factor between minimum in focus and
maximum peak is 5.6× (N). c) Simulation with a Gaussian
pulse, d) Image c) integrated along vertical extent [2].

here, the ponderomotive cavitation can clear the ROI by
repelling the electrons outside the laser axis. This effect
was both measured and simulated, Fig 2. In conclusion, up
scaling the results of this study to 103× higher pulse en-
ergy suggests BG photons from TS are likely manageable,
with utilizing the ponderomotive cavitation. Furthermore,
better optical surfaces quality, avoiding direct beam paths
to collection cone and shorter gating times (ns to fs), can
improve reduction of static scatter by 5-6 orders of magni-
tude [2], providing the basis for the future experiments.
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gen cation with a two-color pump-probe scheme
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We present time-resolved measurements of the pho-
todissociation dynamics in the simplest molecular sys-
tem, the dihydrogen cation H+

2 , utilizing a pump-probe
technique involving two different colors. In the exper-
iment, H+

2 ions from our ion beam source are dissoci-
ated by a first laser pulse, and the ensuing dynamics
are probed by a second pulse. The measured delay-
dependent energy distribution of the fragments allow
us to follow the breakage of the simplest molecule on the
femtosecond time scale. This capability paves the way
to investigate the temporal dynamics of hitherto unex-
plored molecular ion targets.

Observing and tracking the formation and breakage of
molecular bonds on the femtosecond time scale is the cen-
tral goal of femtochemistry [1] and molecular physics.
This is often achieved using ultrashort laser pulses, typi-
cally inducing ionization of the neutral precursor. In the
present work, we report a time-resolved measurement of
photodissociation of an ionic precursor molecule, namely
H+

2 , avoiding ionization in the pump step.
Our experiment relies on a pulse pair at the fundamental

wavelength of 1030 nm and its second harmonic at 515 nm,
with a variable delay. The pulses are focused into a molecu-
lar ion beam target and the resulting fragments are detected
using coincidence 3D momentum spectroscopy. The exper-
imental scheme displayed in Figure 1 allows us to probe the
dissociation process in real time.

Figure 1: Schematic of the pump-probe experiment. The
first pulse starts the dissociation (green arrow). After a
variable time interval τ , the second pulse ionizes the dis-
sociating molecule (red arrow).

The experimental results are displayed in Figure 2.
Shown is the kinetic energy release (KER) distribution of
the protonic fragments as a function of pump-probe delay.
The delay dependence of the low-energy part of the sig-
nal arises from the interaction of the molecule with both
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laser pulses, as described above. The measured kinetic en-
ergy release (KER) depends on the internuclear distance at
which the molecule interacted with the probe pulse, hence
probing the dissociation dynamics. From the recorded data,
we conclude that the nuclear wave packet detaches from the
bound part within less than 50 fs.

Delay (fs)

-200 -150 -100 -50   0 50 100 150

K
E

R
 (

e
V

)

0.0

1.5

3.0

4.5

6.0

Figure 2: Measured kinetic energy release (KER) spectra
for varying delay between the two laser pulses. The dashed
lines show the classical estimate of the kinetic energy after
coulomb explosion. On the left side of the diagram, disso-
ciation is triggered by 515 nm and ionization by 1030 nm,
on the right side vice versa.

Interestingly, our experiment allows us to observe the
difference in the ionization dynamics after photodissocia-
tion by either 1030 nm or 515 nm light. In the former case
(1030 nm, positive delays), the asymptotic dissociation en-
ergy is well described (dashed blue line) by a simple clas-
sical model in which we assume that dissociation starts at
precisely the internuclear distance where the energy dif-
ference between the Σg and Σu states corresponds to the
photon energy. In the case of 515 nm photodissociation,
however, the measurement does not agree with the simple
predictions (dashed green line). Further quantum mechani-
cal simulations are on the way to clarify this disagreement.

Future experiments will aim at investigation of more
complex ionic targets such as the argon dimer Ar+2 or ex-
otic targets provided by our liquid metal ion source, such
as the gold dimer Au+2 [2].

The authors acknowledge funding from the Deutsche
Forschungsgemeinschaft (Priority program 1840, Quan-
tum Dynamics in Tailored Intense Fields).
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We have successfully employed high-brightness liq-
uid metal ion sources (LMIS) for the investigation of the
interaction of metal and metalloid ions with strong field
laser beams. The gold and silicon ions, generated in the
LMIS by electrostatic field ionization, can be further
ionized up to Au11+ and Si4+ with Thales laser (1 kHz)
at intensities of up to 4·1016 W/cm2. Furthermore, we
employed the fiber laser with 100 kHz to manipulate
the recoil momenta with subcycle resolution.

With ionic laser targets it is possible to investigate the
light-matter interaction of fundamental systems, such as
He+, H+

2 [1]. Also molecules that only arise in the ion
source, can be investigated, e.g. HeH+ [2]. In this work we
generated ion beam targets for the investigation of strong-
field laser interactions with metal and metalloid ions. We
adapted a high-brightness liquid metal ion source (LMIS),
originally applied in focused ion beam systems [3], to an
ion system for 3D coincidence momentum spectroscopy
(Fig. 1). Using an E × B filter in the beamline, several
different ion species could be detected: Si+, Si2+, Au+,
Au2+, Au+

2 , Au+
3 and Au2+3 . Monoatomic and noble metal

molecular ions can be used to carry out studies on the ul-
trafast laser-induced fragmentation and ionization.

Moreover, we investigated the ultrafast laser-induced
ionization resulting in higher charge states after the mul-
tiple ionization of Au+ and Si2+ ions. Laser intensities of
4·1016 W/cm2 allow the tenfold ionization of the Au+-ions
and triple ionization of Si2+-ions.

To control the single and double ionization processes on
the attosecond time scale we applied two-color sculpted
laser fields. The momentum distributions depend strongly
on the relative phase of the two-color laser field. Figure
2 shows the relative phase-dependent momentum distribu-
tion, both measured and simulated, of Au2+ and Au3+ ions
after single and double ionization of Au+.

The results show that LMIS with alloys as source materi-
als can provide a broad range of ion species for experiments
of attosecond physics.

The authors acknowledge funding from the Deutsche
Forschungsgemeinschaft (Priority program 1840, Quan-
tum Dynamics in Tailored Intense Fields). We thank the
IBC at Helmholtz-Zentrum Dresden-Rossendorf e.V. for
support at the experiments.
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Figure 1: Fs-pulses are focused onto a 10 keV ion beam
of Au+ produced from the liquid metal ion source (LMIS),
blocked by a Faraday Cup (FC). The higher charge states
of Auq+ are detected by a combination of a multichannel
plate (MCP) and a delay-line detector. Electrostatic fields
perpendicular to the ion beam allow the charge state sep-
aration after laser-induced ionization [4]. On the right the
asymmetric two-color electric field is shown.
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Figure 2: Momentum distribution in laser polarization di-
rection for ionization of Au+ ions with a laser peak inten-
sity of 4·1014 W/cm2, and a pulse duration of 40 fs. Rela-
tive phase-dependent momentum distribution p∥ measured
(a) of Au2+ produced by single ionization and (b) for Au3+

produced by double ionization, (c) and (d) are the respec-
tive corresponding simulated distributions with a peak in-
tensity of 2.5·1014 W/cm2 and a pulse duration of 40 fs [4].
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With the advent of high-brilliance, accelerator-
driven light sources such as modern synchrotron ra-
diation sources or x-ray lasers, it has become possi-
ble to extend quantum optical concepts into the x-ray
regime. Owing to the availability of single photon x-
ray detectors with quantum efficiencies close to unity
and photon-number resolving capabilities, fundamen-
tal phenomena of quantum optics can now also be stud-
ied at Angstrom wavelengths. A key role in the emerg-
ing field of x-ray quantum optics is taken by the nuclear
resonances of Mössbauer isotopes. Their narrow res-
onance bandwidth facilitates high-precision studies of
fundamental aspects of the light-matter interaction at
X-ray wavelengths.

A very accurate tuning of the interaction of X-rays
with matter is facilitated via a controlled placement of
Mössbauer nuclei in planar thin-film waveguides that act
as cavities for X-rays. A decisive aspect in contrast to con-
ventional forward scattering is that the cavity geometry fa-
cilitates the excitation of cooperative radiative eigenstates
of the embedded nuclei, as elaborated in a recent review
article [1]. The multiple interaction of real and virtual pho-
tons with a nuclear ensemble in a cavity leads to a super-
radiant enhancement of the resonant emission and a strong
radiative level shift, known as collective Lamb shift [2].

Meanwhile, thin-film x-ray cavities and multilayers have
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Figure 1: Left: Bound states of electrons or nucleons in
atoms are the origin of electromagnetic resonances in mat-
ter with resonance energies from eV to several 100 keV.
Right: Real and imaginary parts of the atomic scattering
amplitudes f ′ and f ′′, respectively, in the vicinities of the
Fe K-edge at 7.1 keV and the 14.4 keV nuclear resonance
of 57Fe. Please note their largely different energy ranges
and spectral shapes. While the Fe K-edge absorption pro-
ceeds from a bound state into the continuum, the 14.4 keV
transition can be considered as an almost ideal two-level
system connecting two discrete nuclear levels.
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Figure 2: Top row: Geometry of a planar X-ray cavity con-
taining two thin layers of 57Fe (red) shown together with
the normalized field intensity in the third-order cavity mode
(solid line). Bottom row: Superradiantly broadened energy
spectra of the cavity reflectivity around the nuclear reso-
nance. The radiative coupling of the two nuclear ensembles
depends on their position relative to the cavity wavefield,
leading to a strong EIT transparency dip in (a) that gradu-
ally vanishes with change to configuration (c) [3].

evolved into an enabling technology for nuclear quantum
optics [1]. The radiative coupling of such ensembles in the
cavity field can be employed to generate atomic coherences
between different nuclear levels, resulting in phenomena
including electromagnetically induced transparency (see
Fig. 2), spontaneously generated coherences, Fano reso-
nances and others. Enhancing the interaction strength be-
tween nuclei in photonic structures like superlattices and
coupled cavities facilitates to reach the regime of collective
strong coupling of light and matter where phenomena like
normal mode splitting and Rabi oscillations appear. These
developments establish Mössbauer nuclei as a promising
platform to study quantum optical effects at x-ray ener-
gies. In turn, these effects bear potential to advance the
instrumentation and applications of Mössbauer science as
a whole.
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Phonon modes play a vital role in the cooperative
phenomenon of light-induced spin transitions in spin
crossover (SCO) molecular complexes. Although the
cooperative vibrations, which occur over several hun-
dreds of picoseconds to nanoseconds after photoexci-
tation, are understood to play a crucial role in this
phase transition, their precise identification had been
elusive. Therefore, we have performed a novel optical
laser pump-nuclear resonance probe experiment to de-
termine changes in the Fe-projected vibrational density
of states (pDOS) during the first few nanoseconds after
laser excitation of the mononuclear Fe(II) SCO complex
[Fe(PM-BiA)2(NCS)2]. By simulating these changes us-
ing density functional theory calculations, we identify of
transient inter- and intramolecular vibrational modes
activated by the light-induced spin transition.

The quest to make ever smaller and faster memory de-
vices drives the need to understand switching of the phys-
ical state in molecular systems such as FeII-based metal-
organic complexes, also called spin crossover (SCO) com-
plexes. Various stimuli such as short laser pulses can cause
a reversible switching of the Fe atom between the low spin
(S=0) and the high spin (S=2) states in these complexes.
Due to the small difference of energies between the two
states, the dynamics of the switching transition depend on
the accompanying the change in entropy of the system. The
entropy changes are also caused by changes of the metal-
ligand bond lengths corresponding to changes of the elec-
tron configuration during the transition. Thus, the light-
driven spin transition is a cooperative phenomenon, where
the switching of a few molecules can trigger the switching
of a large number of molecules. Phonons play a crucial
role in the cooperativity between molecules. Thus, iden-
tification of the exact inter- and intramolecular vibrational
modes in the laser excited transient state, which stabilises
the final state, is crucial to the understanding the light-
driven SCO transition. This identification, however, has
been elusive because of limitations of available techniques.

We report here on a novel optical laser pump - nu-
clear inelastic scattering (NIS) probe experiment using the
57Fe nucleus to directly probe the vibrations involving the
iron atoms, which occur within nanoseconds after photoex-
citation of the SCO complex [Fe(PM-BiA)2(NCS)2] [1].
Synchrotron-based NIS can be regarded as an extension of

∗s.sadashivaiah@gsi.de

the conventional, energy-resolved Mössbauer spectroscopy
to energies of molecular vibrations. It is a highly sensitive
technique because the metal-ligand bond lengths, and thus
the vibrational modes, are specific to the spin states of the
SCO complexes. It provides the full Fe-projected phonon
density of states (pDOS) in a solid.

In this experiment, performed at the synchrotron source
PETRA III at DESY in Hamburg, we measured the pDOS
of the ground and laser-excited transient states (see Fig-
ure 1). By simulating the individual pDOS and their differ-
ence using density functional theory, we could identify the
specific vibrational modes active in the transient state.

This technique can be applied to any optically excitable
bulk or nanostructured solid containing the Mössbauer-
active nucleus. Free electron X-ray laser sources allow
a significant improvement of the time resolution of the
pump-probe measurement. The experiment reported here
already indicates ways for laser based coherent control of
nuclear excitonic states through hyperfine interactions.
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Figure 1: (a) pDOS obtained from the pump-probe experi-
ments. (b) Difference of the ground and excited states. (c)
DFT simulation of the difference. (d) The transient vibra-
tions (green arrows) in a unit cell at various wavenumbers.
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The advent of ultra-intense lasers and GeV elec-
tron beams generated by plasma-based accelerators are
ideal to experimentally test strong-field QED phenom-
ena that remain untested in the laboratory. The col-
lision of γ-ray photons generated from the interac-
tion of GeV electron beams and highly-intense laser
beams produces field strengths above the Schwinger
limit (1.3 × 1018 V/m) in the center-of-momentum
(COM) frame [1], where the probability of converting
a γ-ray photon to a pair becomes high. Here, we re-
port about 80 pairs/h generated by the nonlinear Breit-
Wheeler process at the upcoming FOR2783 experiment
that will be realized at the Centre for Advanced Laser
Applications (CALA) for 10 pC bunch charge.

The FOR2783/E3 project is an all-optical experiment
to probe electron-positron pairs, generated by photon-laser
collisions for the first time - the so called nonlinear Breit-
Wheeler process. High-energy γ-ray photons are produced
through the interaction of monoenergetic 2.5 GeV laser ac-
celerated electron beams with a bunch charge of 10 pC,
and FWHM divergence angle of θe = 0.5 mrad with a thin
50 µm-thick tungsten converter target. The bremsstrahlung
γ-photons propagate towards the interaction point (IP) -
60 cm away from its generation, and collide with a laser
beam of intensity 9.5× 1021 W cm−2, which corresponds
to an a0 ≈ 66, and pulse duration of 30 fs focused in a
spot size of approximately ω0 ≈ 2 µm. For details on the
FOR2783/E3 experiment at CALA, please see Ref. [2].

The pair creation probability from the photon-laser col-
lision is given by [1]

dP

dt
= −αm

2
eχγ

16ωγ

∞∫
z0

dz
8u+ 1

√
z
√
u3(u− 1)

Ai′(z) , (1)

with z0 = (4/χγ)2/3 and u = (z/z0)3/2. The parameter
χγ is the photon quantum nonlinear parameter, and it in-
dicates the relation between laser and Schwinger fields in
the COM frame. The laser-photon interaction regime is de-
fined by χγ and a0. In the case of the FOR2783/E3 exper-
iment, pair production is achieved in the non-perturbative,
quasi-static strong-field regime where a0 � 1 and χγ � 1.

Using the experimental parameters above, the number
of expected pairs can be calculated using the following re-
lation: Npairs = Φgamma · Alaser · θdiv · Ncycles · P ,
where Φgamma is the γ-photon flux of 1.7 photons/µm2

provided in Ref. [2], Alaser is the collider laser focal spot
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area, Ncycles is the number of laser cycles and P is the av-
erage pair production probability per cycle calculated us-
ing equation (1). The parameter θdiv represents the yield
reduction due to the overlap between the large γ-ray spot
and electron beam such that θdiv = θ2γ/(θ

2
e + θ2γ) ≈ 0.14

for θγ = 1/γ ≈ 204 µrad.
Figure 1 shows the pair creation probability rate for dif-

ferent laser intensities and converter target thickness. The
design point of the experiment is chosen for a primary elec-
tron bunch of 2.5 GeV and 10 pC charge, tungsten con-
verter target of 50 µm thickness which reduces significantly
the background noise level at the detectors [2], and collider
laser with a0 = 66. A total of 0.22 pairs per shot which
corresponds to about 80 pairs/h is expected at the design
point for a laser repetition rate of 0.1 Hz.
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Figure 1: Pair creation rate per hour for different intensi-
ties (at constant laser spot size) and converter thickness (λ
= 800 nm, w0 ≈ 2 µm, 30 fs, 2.5 GeV monoenergetic elec-
tron beam energy with 0.5 mrad FWHM divergence). A
pair rate of 80 pairs/h is expected at the experiment design
point for 10 pC bunches and laser repetition rate of 0.1 Hz.

In conclusion, pair creation through the nonlinear Breit-
Wheeler process at the FOR2783/E3 experiment is achiev-
able for the first time with LWFA electron beams at a PW-
facility. By introducing plasma-lens to focus the electron
beam, the pair yield can be increased up to an order of
magnitude. The FOR2783/E3 experiment therefore paves
the way for the first observation of pairs from photon-laser
collisions in all-optical setups.

This work has been funded by the Deutsche Forschungsgemein-
schaft (DFG) under Project No. 416708866 within the Research
Unit FOR2783/1.
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The goal of the High-Intensity Laser-Ion-Trap Ex-
periment (HILITE) is to investigate the interaction of
stored highly-charged ions with high-energy or high-
intensity radiation. Based on the results from our
beamtime at FLASH in 2020, we have updated the elec-
trode configuration which comprises a harmonic poten-
tial as well as small apertures to protect the interaction
region from ambient residual gas.

The HILITE (High-Intensity Laser Ion-Trap Experi-
ment) is intended to prepare well-defined ion targets for
laser-interaction experiments with laser pulses of high pho-
ton energies or high laser intensities. The setup is designed
in a transportable fashion, so it can be combined with dif-
ferent lasers systems at different laser facilities. In early
2020 we have connected the setup for the first time with
the FLASH laser in Hamburg successfully. Unfortunately,
we have not been able to form a rigid ion cloud due to high
residual gas pressure of unknown origin. In order to protect
the interaction region of our trap from residual gas from
the surrounding setup or the laser beamline, we have up-
dated the setup significantly. The new main features are
the new aperture electrodes which have a free inner diam-
eter of only 4mm. To allow strong laser focussing also
the trap length was decreased to 66mm. A photo of the
assembled trap is shown in figure 1.

In recent investigations, we have found the ion energy

Figure 1: Photo of the new HILITE Penning trap. The
Trap consists of nine electrodes. The low-pass filters are
placed on one endplate.

distribution of captured ions from an external source is
about 20 eV/q which results in a widely distributed axial
frequency of the stored ions. In consequence, efficient ion
cooling will last for several minutes up to an hour. That
is why, the new trap is equipped with a set of correction
electrodes which are used to created a harmonic electric
potential. We have simulated the expected frequency width
in detail and found that with the new setup the frequency
width is less than 1% of the zero-energy frequency. This is
essential for efficient ion cooling and will allow for a cool-
ing time of the order of one minute.

The ions for the laser experiments are delivered by an
Electron-beam ion trap (EBIT). In order to decouple the
laser path from the ion path, the ions are deflected by an
electrostatic ion-beam deflector (see figure 2). The outer
electrode of the deflector has a hole with a free diameter
of 10mm to achieve full transparency of the setup for the
laser beam. Since the ions are guided perpendicularly to
the stray field of the magnet, they experience a deflection
off the experiment axis. This deflection is compensated
by two four-fold segmented electrostatic ion lenses (Sikler
lenses) at both the entrance and the exit of the ion beam
deflector. This device is in operation reliably and is tested
in detail.
For the year 2022 we prepared for laser-ion experiments at
the Jena high-power laser system JETi200.

Figure 2: In-house produced electrostatic ion-beam de-
flector. To compensate the deflection by the magnetic stray
field, segmented einzellenses (Sikler lenses) are used.
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Platz 1

Cryogenic Current Comparator (CCC) is a non-
destructive beam, easy to calibrate current measuring
system for the nA range. The first CCC with FAIR-
compatible dimensions (GSI-Nb-CCC-XD with 250 mm
inner sensor diameter) ran in its newly designed beam
cryostat. In order to adapt to currents in the µA range,
it was necessary to specifically dampen the in-put cir-
cuit to avoid SQUID slew-rate overtaxing. SPICE sim-
ulations and cryo experiments at the Cryo Detector
Lab in Jena were undertaken to compromise between
frequency response, current noise and implementation
possibilities on site.

The high linear current or magnetic field sensitivity of
the CCCs is realized by superconducting quantum interfer-
ence devices (SQUIDs) in Flux Locked Loop (FLL) mode.
The FLL mode linearizes the periodic SQUID function by
holding it in a set point. As a result, the feedback signal
be-comes the actual measured value. The slew rate (here
ultimately ampere per second) of the system defines how
fast changes at the input may be without leaving the set
point and incorrect measurements occur.

At the CRYRING@ESR, measurements are made in the
nA and µA ranges. For the larger currents, however, a
retrofit with a low pass filter in front of the SQUID had to
be carried out. With the inductor L of a second, unused cal-
ibration winding of the pickup coil and a resistor R, an RL
low pass was realized. In the run-up, spice simulations of
current noise (Fig. 1) and frequency response (Fig. 2) with
RL(C) combinations took place, which were checked with
cryogenic measurements in the Cryo Detector Lab Jena.

Figure 1: SPICE current noise simulation of the Nb-CCC-
XD with RL(C) pre-SQUID low pass filter @ 4 Kelvin.

∗v.tympel@hi-jena.gsi.de

Figure 2: SPICE frequency response simulation of the Nb-
CCC-XD with RL(C) pre-SQUID low pass filter.

Figure 3: µ-Amp beam current measurements, CCC (black)
compared to Parametric Current Transformer (green).

As a compromise, a 10 kHz low pass with R = 2 Ω at
L = 80 µH was realized on the cold side. The beam cur-
rent measurements showed that it is thus possible to mea-
sure in the µA range (Fig. 3) [1]. For 2022, an upgrade
of the SQUID cartridge is planned, with a second SQUID
extending the dynamic range so that measurements can be
made in nA and µA range without modifications.

The authors acknowledge funding from BMBF, project
numbers 05P18SJRB1 and 05P121SJRB1.
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Within the spring 2021 beamtime block at GSI two
metallic magnetic calorimeter detectors (MMCs), de-
veloped within SPARC, have been used at the electron
cooler of CRYRING@ESR. These novel x-ray detectors
combine a high spectral resolution typical for crystal
spectrometers with the broad spectral acceptance com-
monly found in semiconductor detectors [1, 2]. Using
a new readout system which was fully integrated into
the GSI data acquisition infrastructure it was possible
to exploit the time resolution of the detectors for the
first time. This enables setting of coincidence condi-
tions between x-rays and charge-changed ions to sup-
press background radiation.
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Figure 1: Difference in arrival time of photons at the MMC
detector and corresponding hits on the particle detector.
The peak is caused by the fixed time relation between pho-
tons which are emitted by radiative recombination of stored
ions with the cooler electrons, and the detection of the re-
spective ions by the particle detector.

X-ray spectroscopy studies can often benefit from the
use of coincidence techniques to discriminate the photons
of interest from unrelated radiative processes. In ion stor-
age rings, when the photon emission is accompanied by
a change in the projectile charge, this can be achieved by
combining the signals of a particle detector with the time
information from the photon detectors. With conventional
semiconductor detectors this is a well established tech-
nique. However, to the best of our knowledge the extraction
of time information from the pulses of MMC detectors has
never been demonstrated before. In the present experiment,
U91+ ions were stored in CRYRING@ESR. Their photon
emission as a result of recombination inside the electron
cooler was recorded by the MMC detectors in combination
with counting the down-charged ions using a particle de-
tector. The observed time-of-flight spectrum can be found
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Figure 2: X-ray spectra recorded by a MMC detector at
the electron cooler of CRYRING@ESR demonstrating the
feasibility of coincidence measurements with MMC-based
microcalorimeters. The spectrum containing all photons
from the accelerator (blue) is compared to the coincident
spectrum (orange). The marked peaks correspond to the
[1s1/2, 3d5/2] → [1s1/2, 2p3/2] (1) and [1s1/2, 3d3/2] →
[1s1/2, 2p1/2] (2) transitions, respectively; (3) arises from
bremsstrahlung.

in figure 1. A coincidence peak of less then 400 ns width is
visible at around 7 µs.

The effect of applying a coincidence condition is de-
picted in figure 2. The entire spectrum recorded from the
electron cooler and including background is shown in blue.
Filtering only those events that can be associated with a
charge exchanged ion, i.e. a hit on the particle detector, re-
sults in the orange spectrum demonstrating a massive back-
ground reduction. The analysis of the now clearly revealed
atomic transitions is currently ongoing.

In conclusion, the timing capability of MMC detectors
has been demonstrated and applied for the first time for
recording coincident x-ray spectra.

This research has been conducted in the framework of
the SPARC collaboration, experiment E138 of FAIR Phase-
0 supported by GSI. It is further supported by the Euro-
pean Research Council (ERC) under the European Union’s
Horizon 2020 research as well as by the innovation pro-
gram (Grant No. 824109 “EMP”). We also acknowl-
edge the support provided by ErUM FSP T05 - “Auf-
bau von APPA bei FAIR” (BMBF n° 05P19SJFAA and n°
05P19VHFA1).
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Controlling the magnetic properties of ultrathin films
remains one of the main challenges to the further de-
velopment of tunnel magnetoresistive (TMR) device ap-
plications. The magnetic response in such devices is
mainly governed by extending the primary TMR tri-
layer with the use of suitable contact materials. The
transfer of magnetic anisotropy to ferromagnetic elec-
trodes consisting of CoFeB layers results in a field-
dependent TMR response, which is determined by the
magnetic properties of the CoFeB as well as the con-
tact materials. We flexibly apply oblique-incidence de-
position (OID) to introduce arbitrary intrinsic in-plane
anisotropy profiles into the magnetic layers. The OID-
induced anisotropy shapes the magnetic response and
eliminates the requirement of additional magnetic con-
tact materials. Functional control is achieved via an ad-
justable shape anisotropy that is selectively tailored for
the ultrathin CoFeB layers. This approach circumvents
previous limitations on TMR devices and allows for the
design of new sensing functionalities, which can be pre-
cisely customized to a specific application.

Since the discovery of spin-dependent tunneling and tun-
nel magnetoresistance the race for ever increasing effect
strengths of magnetic tunnel junctions (MTJs) has been on-
going. A huge leap forward was made with the invention
of grain-to-grain epitaxy in amorphous CoFeB layers an-
nealed in contact with MgO. This approach combines the
advantages of smooth amorphous materials with the spin-
selective properties of epitaxial interfaces and a crystalline
tunnel barrier. Sensors based on the tunnel magnetoresis-
tive (TMR) effect can be small, are robust, provide contact-
free measurement, and excel in energy efficiency due to
an inherently large resistance. Hence, TMR sensors are
widely used in a variety of different applications.

However, great effort is required to shape the sensor re-
sponse to a specific application. A given sensor is com-
prised of a number of sophisticated layer stacks which in-
clude various buffer layers as well as natural antiferromag-
nets. The latter ones are used for exchange-bias pinning
of the magnetic reference layer and for the occasional soft
pinning of the magnetic free layer. Modifying a given stack
design to a new magnetic field sensing range has proven to
be quite challenging.

Here we use oblique-incidence deposition (OID) to in-
dependently tailor the strength and orientation of the mag-
netic anisotropies in each of the CoFeB layers in a TMR

Figure 1: Oblique-incidence deposition of thin mag-
netic layers and induced magnetic anisotropy due to an
anisotropic periodic surface roughness of the film. Typical
magnetic hysteresis curves for field sweeps perpendicular
and parallel to the oblique-incidence direction are shown.

stack [1]. The pronounced shape anisotropy induced via
OID enables tuning of the magnetic properties of an-
nealed CoFeB layers. Thus, the coercivity and direction
of the magnetization axis in each ferromagnetic layer of
a CoFeB/MgO/CoFeB magnetic tunnel junction can be
freely adjusted through proper selection of both OID de-
position angles (polar and azimuthal) and layer thickness.
The OID thin films are in particular characterized by well-
defined sharp magnetic switching fields. Moreover, hys-
teresis curves indicate domain-free remanent states.

Together, these unique features enable novel TMR sen-
sor functionalities and allow for extremely flexible cus-
tomization of the sensor properties to the particular ap-
plication. Moreover, it eliminates the need for an elabo-
rate exchange-bias pinning for certain sensing tasks. Our
approach combines the well-known CoFeB/MgO material
system with the possibility to imprint a wide range of mag-
netic anisotropy profiles into the layer stack, hence opening
new possibilities for the design and economic realization of
TMR sensors with archetypal high signal strength [1].

We acknowledge support by the Partnership for Innova-
tion, Education and Research (PIER) between DESY and
the University of Hamburg. This work is supported by the
Cluster of Excellence “CUI: Advanced Imaging of Matter“
of the DFG (EXC 2056, project ID 390715994)
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The ultrafast wave-front rotation of a femtosecond
laser pulse at its focus can lead to the generation of iso-
lated attosecond pulses if the rotation velocity exceeds
the radiation cone angle. Here, a non-collinear gating
scheme is applied to surface high harmonic generation
due to which attosecond pulses are angularly separated
from each other this is shown through 2D-PIC simula-
tions.

Significant effort has been made for the development
of methods to generate isolated attosecond pulses. These
pulses are suitable for probing ultrafast electronic pro-
cesses in matter [1]. When a multi-cycle laser pulse with
wavefront rotation is used as the driving pulse, it produces
a train of attosecond pulses but the propagation direction of
each pulses is angularly and spatially separated [2] . If the
angular shift of these pulses is greater than the divergence
of each attosecond pulses an isolated pulse can be extracted
using an aperature.

Heyl et al. [3] proposed the non-collinear gating scheme
and employed it in gaseous high harmonics generation. In
this work, this scheme is to be applied to surface harmonic
generation. Here, a non-collinear gating scheme is used
to angularly streak the train of attosecond pulses in space.
Two identical pulses (τfwhm = 10 fs) having angular and
peak-to-peak separation are incident on a target oriented
45° to the laser focus. Due to the non-collinear interac-
tion of the beams, wave-front rotations take place at the fo-
cus which emits attosecond pulses each spatially separated.
The schematic diagram is shown in Fig 1.

Figure 1: The geometry of the non-collinear gating scheme
with two identical, temporally and angularly separated
laser pulses incident on a target which is rotated 45◦at the
laser focus (x = y = 0) reproduced from [4].

The set-up in figure 1 consists of two identical pulses
having peak-to-peak separation by a time ∆t and angular
separation by 2θ. When these pulses interact with the target
∗dipti.bharti@hi-jena.gsi.de
† m.zepf@hi-jena.gsi.de
‡ m.yeung@qub.ac.uk

oriented at 45◦, ultra-fast wavefront rotation occurs at the
focus which generates an isolated attosecond pulse which is
separated from fundamental laser [2][3]. To isolate a pulse
from the train of attosecond pulses several parameters such
as: the intensity of laser pulse, the scale length and, the
temporal separation between the two pulses (∆t) should be
considered. The high intensity can cause denting of the
plasma surface. The varying scale length affects the diver-
gence of the individual attosecond pulses. ∆t can directly
affect the angular separation between central and adjacent
attosecond pulses [4] since, increasing temporal delay be-
tween input pulses is responsible for increase in separation
of central pulse from the neighbouring pulses but at the cost
of reduced intensity.

The effectiveness of this scheme was investigated by per-
forming 2D PIC simulations using EPOCH [5] and the ob-
tained results are shown in Fig2.

Figure 2: Plot of 2D PIC simulations of reflected intensity
from the plasma surface. The simulation parameters are
taken as: ∆t = 13.3 fs, θ = 10◦, τfwhm = 10 fs, a0 = 10,
L = λ/10, and ne > nc [3].

Figure 2 shows the logarithm of the reflected intensity
from the plasma surface. It can be observed that the gat-
ing scheme applied to Surface High Harmonic Generation
was able to angularly streak the train of attosecond pulses.
These results will be compared with the experimental re-
sults in coming few months. Experiment is currently being
designed and plan for late this year.
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[2] F. Quéré et al.J. Phys. B 47, 124004 (2014).
[3] C. M. Heyl et al.New J. Phys., 16, 52001 (2014).
[4] J. P. Kennedy et al., ”Isolated Ultra-bright Attosecond Pulses

via Non-collinear Gating”, unpublished.
[5] T. D. Arber et al., PPCF 57, 113001 (2015).

68





Theory



Derivative corrections to the Heisenberg-Euler effective action

Felix Karbstein∗1,2

1Helmholtz Institute Jena, Germany; 2Theoretisch-Physikalisches Institut, FSU Jena, Germany

We show that the leading derivative corrections to the
Heisenberg-Euler effective action can be determined ef-
ficiently from the vacuum polarization tensor evaluated
in a homogeneous constant background field. After
deriving the explicit parameter-integral representation
for the leading derivative corrections in generic electro-
magnetic fields at one loop, we specialize to the cases
of magnetic- and electric-like field configurations char-
acterized by the vanishing of one of the secular invari-
ants of the electromagnetic field. In these cases, closed-
form results and the associated all-orders weak- and
strong-field expansions can be worked out. One imme-
diate application is the leading derivative correction to
the renowned Schwinger-formula describing the decay
of the quantum vacuum via electron-positron pair pro-
duction in slowly-varying electric fields.

In contrast to the classical notion of vacuum, describ-
ing the absence of everything, the vacuum of a quantum
field theory (QFT) amounts to a highly non-trivial state. It
is characterized by the omnipresence of quantum fluctua-
tions of all the dynamical degrees of freedom of the under-
lying QFT. These fluctuations effectively endow the quan-
tum vacuum with medium-like properties, such as a non-
vanishing non-linear response to applied electromagnetic
fields. The latter is in particular triggered by fluctuations of
charged particles, which couple directly to electromagnetic
fields, and depends on the charges and masses of all fluctu-
ating particles. Within the Standard Model the leading ef-
fective interactions between electromagnetic fields are gov-
erned by quantum electrodynamics (QED).

A central quantity in the study of the effective nonlinear
interactions of macroscopic electromagnetic fields in the
QED vacuum is the Heisenberg-Euler effective Lagrangian
LHE [1]. The latter arises from the microscopic theory of
QED in a given prescribed electromagnetic field Fµν by in-
tegrating out the dynamical degrees of freedom, namely the
quantized spinor fields, describing electrons and positrons,
and the quantum photon field. This supplements the clas-
sical Maxwell Lagrangian LMW = − 1

4FµνF
µν with ef-

fective, nonlinear self-interactions of the prescribed field.
Apart from the applied electromagnetic field Fµν and
derivatives thereof the only physical parameters character-
izing the latter are the electron mass m, and the elementary
charge e mediating the coupling between charges and elec-
tromagnetic fields. In terms of Feynman diagrams LHE

can be represented as an infinite set of vacuum diagrams,
with the charged particle lines dressed to all orders in the
external electromagnetic field and its derivatives. The sim-

∗f.karbstein@hi-jena.gsi.de

plest diagram is a one-loop diagram. Diagrams featuring
more loops are parametrically suppressed with powers of
the fine-structure constant α = e2/(4π) ' 1/137.

Reference [2] is devoted to the study of the leading
derivative corrections to LHE. Here, we demonstrate that
the leading derivative correction to LHE can be determined
from the vacuum polarization tensor evaluated in a generic
constant and homogeneous background field. Our deriva-
tion constitutes an alternative route to the result of Ref. [3].
Using the explicit results available in the literature for the
one-loop vacuum polarization tensor in the presence of a
constant electromagnetic field as central input, we arrive
at a rather compact expression for the quadratic derivative
correction to LHE at one loop. In position space, this cor-
rection contains exactly two derivatives but arbitrary pow-
ers of the electromagnetic field Fµν .

The leading derivative correction to the effective interac-
tion of four electromagnetic fields reads [2]

L∂(F ) =
m2

4π2

( e

m2

)4[ 1

180
FµνF

µν∂αFρσ∂αF
ρσ

+
1

280
FµνFρσ∂

αFµν∂αF
ρσ

− 2

63
FρµF

σµ∂αFσν∂αF
ρν

− 1

420
FρσF

ρα∂σFµν∂αF
µν
]
. (1)

Especially for the special cases of magnetic- and electric-
like field configurations characterized by the vanishing of
one of the secular invariants of the electromagnetic field,
we obtain closed-form expressions and work out all-orders
weak- and strong-field expansions.

Apart from providing insights into fundamental aspects
of strong-field QED, our results are relevant for precision
studies of quantum vacuum nonlinearities in experimen-
tally realistic field configurations beyond the locally con-
stant field approximation. Of course, the strategy devised
in the present work to determine derivative corrections to
the Heisenberg-Euler effective Lagrangian for QED in four
space-time dimensions can be readily extended to QED in
other space-time dimensions as well as to other field theo-
ries, such as scalar QED.

This work has been funded by the DFG under Grant No.
416607684 within the Research Unit FOR2783/1.
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We study the perspectives of measuring the phe-
nomenon of vacuum birefringence predicted by quan-
tum electrodynamics using an x-ray free-electron laser
(XFEL) alone. We devise an experimental scheme al-
lowing the XFEL beam to collide with itself under a fi-
nite angle, and thus act as both pump and probe field
for the effect. The signature of vacuum birefringence is
encoded in polarization-flipped signal photons to be de-
tected with high-purity x-ray polarimetry. Our findings
for idealized scenarios underline that the discovery po-
tential of solely XFEL-based setups can be comparable
to those involving optical high-intensity lasers. For cur-
rently achievable scenarios, we identify several key de-
tails of the x-ray optical ingredients that exert a strong
influence on the magnitude of the desired signatures.

Vacuum birefringence is a finger print of quantum vac-
uum nonlinearity in strong electromagnetic fields [1]: when
a strong electromagnetic field featuring a preferred direc-
tion is applied to the quantum vacuum, it can effectively
supplement the latter with two different indices of refrac-
tion. Probe light with overlap to both of these polarization
modes can experience a birefringence phenomenon. Origi-
nally linearly polarized probe light becomes slightly ellip-
tically polarized, and thus gives rise to polarization-flipped
signal photons.

XFEL CCDdiamond analyzerdiamondpolarizer
diamond crystal

CRL
pump (b=2)

probe (b=1) ϑcoll
zyx

Figure 1: Illustration of the experimental setup. The origi-
nal XFEL beam is focused with a compound refractive lens
(CRL) to constitute the pump field. Subsequently, it is de-
focused with a CRL and by reflection at two diamond crys-
tals directed back to the interaction point under an angle
of ϑcoll. Before reaching the interaction point, it is po-
larized with a diamond polarizer and the resulting probe
beam focused to the interaction point with a CRL. Finally,
it is defocused with another CRL, analyzed with a diamond
analyzer and the signal registered with a CCD.
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In Ref. [2], we study the perspectives of detecting vac-
uum birefringence solely based on the availability of an
XFEL light source. The underlying idea is to introduce
a self-crossing of the XFEL beam, allowing the beam to
collide with itself. More precisely, we envision to make
use of the well-controlled, regular pulse structure of the
XFEL beam and adjust the propagation distances in our
setup such as to ensure the collision of subsequent XFEL
pulses. Hence, a given pulse acts as both pump and probe.
After serving as a pump pulse for the preceding pulse, it
probes the subsequent one. The basic setup envisioned by
us for studying vacuum birefringence in a purely XFEL-
based experiment is depicted in Fig. 1.

Our study is the first to consistently account for the
losses of the focusing optics as well as pulse deformations
induced by reflections of the original XFEL pulse at crystal
surfaces. In particular, we demonstrate how severely pre-
dictions based on seemingly reasonably realistic assump-
tions may be affected when accounting for the details of
the experimental setup devised to actually detect the phe-
nomenon.

The attainable signal depends on the brightness of the
source. In the experimental scenario envisioned by us the
brightness of the source is clearly an essential key param-
eter: on the one hand, it determines the intensity of the
pump field driving the vacuum birefringence effect. On the
other hand, it controls the number of photons available for
probing the phenomenon. Our study clearly identifies those
building blocks that limit the quality of an experiment most
severely – most prominently the sizable losses at the x-ray
lenses. Improvements of these components could signifi-
cantly increase the feasibility of such experiments. More-
over, we emphasize that future high-precision x-ray po-
larimeters have the potential to reach polarization purities
P . 10−12 [3], which would generically also increase the
discernible signal. Such developments will substantially
improve the perspectives for precision tests of QED vac-
uum birefringence in XFEL based laboratory experiments.

This work has been funded by the DFG under Grant Nos.
416607684; 416611371; 416700351 within the Research
Unit FOR2783/1.
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We study vacuum birefringence and x-ray photon
scattering in the head-on collision of XFEL and high-
intensity laser pulses. Resorting to analytical approx-
imations for the numbers of attainable signal photons,
we analyze the behavior of the phenomenon under the
variation of various experimental key-parameters and
provide new analytical scalings. Our results are essen-
tial for the identification of the optimal choice of pa-
rameters in a discovery experiment of vacuum birefrin-
gence at the Helmholtz International Beamline for Ex-
treme Fields (HIBEF) at the European XFEL.

Quantum field theory predicts the vacuum to be char-
acterized by the omnipresence of vacuum fluctuations.
Vacuum fluctuations involving virtual charged particle-
antiparticle pairs generically induce effective nonlinear
couplings between electromagnetic fields; see the represen-
tative Feynman diagram describing the interaction of four
electromagnetic fields via a virtual electron-positron pair
shown in Fig. 1. These quantum vacuum nonlinearities re-
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Figure 1: Schematic illustration of the scenario to detect
vacuum birefringence: ⊥-polarized probe photons scat-
tered outside the forward cone constitute the signal.

sult in violations of the classical superposition principle of
electromagnetic waves in vacuum and give rise to a vac-
uum birefringence phenomenon [1]: as a consequence of
the effective interaction of electromagnetic fields originally
linearly polarized light traversing a strong-field region can
pick up a small ellipticity, attributing a birefringence prop-
erty to the quantum vacuum. This gives rise to signal pho-
tons quasi-elastically scattered into an originally empty,⊥-
polarized mode. So far this effect has never been verified
in a controlled laboratory experiment.

The number of signal photons N⊥ scales quadratically
with the frequency of the probe and the intensity of the
pump field, as well as linearly with the number of photons
available for probing. This triggered theoretical proposals
suggesting the use of an x-ray free electron laser (XFEL) as

∗f.karbstein@hi-jena.gsi.de

probe and a high-intensity laser as pump. The ⊥-polarized
signal is maximal in head-on collision of the driving laser
fields. In the past years it was in particular emphasized that
even the probe-photon energy preserving signature of vac-
uum birefringence is generically accompanied by a scat-
tering phenomenon resulting in a different far-field angular
decay of the signal photons; see Fig. 1 for an illustration.

A major challenge in experiment is the signal to back-
ground separation. Polarization-flipped signal photons are
discernible from the large background of probe photons
N traversing the interaction region without changing their
properties if they fulfill the criterion

dN⊥

ϑ dϑ
≥ P dN

ϑ dϑ
, (1)

where P is the polarization purity of the polarimeter used
to detect the quantum vacuum signature. The number of
discernible signal photons meeting this criterion is N⊥>.

Focusing on the experimental parameters available at Hi-
BEF at the European XFEL, and explicitly taking into ac-
count the non-trivial dependence of the number of photons
N available for probing on the pulse duration and photon
energy, in Ref. [2] we determined the optimal choices for
the parameters in experiment such as to maximize the sig-
nal. See Fig. 2 for exemplary results indicating the exis-
tence of an optimal x-ray waist maximizing the birefrin-
gence signal for given other parameters. Figure 2 clearly
demonstrates that the value of the optimal x-ray waist de-
pends on the polarization purity P .
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Figure 2: Dependence of the number of ⊥-polarized signal
photons meeting the criterion (1) on the probe waist wx

measured in units of w0 for different values of P .

This work has been funded by the DFG under Grant No.
416607684 within the Research Unit FOR2783/1.
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We study the nonlinear QED signature of vacuum
diffraction in the head-on collision of optical high-
intensity and x-ray free-electron laser pulses at finite
spatio-temporal offsets between the laser foci. The
high-intensity laser driven scattering of signal photons
outside the forward cone of the x-ray probe consti-
tutes a prospective experimental signature of quantum
vacuum nonlinearity. Resorting to a simplified phe-
nomenological ad-hoc model, it was recently argued
that the angular distribution of the signal in the far-
field is sensitive to the wavefront curvature of the probe
beam in the interaction region with the high-intensity
pump. In this work, we model both the pump and probe
fields as pulsed paraxial Gaussian beams and reanalyze
this effect from first principles. We focus on vacuum
diffraction both as an individual signature of quantum
vacuum nonlinearity and as a potential means to im-
prove the signal-to-background-separation in vacuum
birefringence experiments.

In Ref. [1] we consider the collision of two counter-
propagating, linearly polarized laser pulses. Both laser
pulses are assumed to be well described as paraxial Gaus-
sian beams supplemented with a finite Gaussian temporal
pulse envelope. The probe (pump) beam of oscillation fre-
quency in the x-ray (optical) regime is propagating along
the positive (negative) z axis. We furthermore allow for
a finite spatio-temporal offset between the foci of these
beams. Without loss of generality the probe is assumed
to be focused at x = 0. In accordance with the predictions
of Ref. [2] we expect combined longitudinal and transverse
focal offsets to result in an angular shift of the signal pho-
ton distribution in the far field away from the forward beam
axis of the probe; see Fig. 1.

In our explicit examples the beam radius of the probe in
the interaction region with the pump is always larger than
the beam radius of the pump. In accordance with naive ex-
pectations, for longitudinal offsets of the order of the probe
Rayleigh range and transverse offsets of the order of the
probe waist wavefront curvature effects of the probe can
no longer be neglected and leave an imprint on the far-
field directional distribution of the signal photons. Most
prominently, this can result in a finite angular shift of the
main emission direction of the signal away from the for-
ward beam-axis of the probe.

We put special attention on discernible signals in
prospective discovery experiments of QED vacuum non-
linearity. To this end, we consider both polarization-
insensitive measurements and the detection of polarization-
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Figure 1: Sketch of the considered scenario: we envision
the collision of two counter-propagating laser pulses allow-
ing for a finite offset between the beam foci. This provides
a means to shift the main emission direction of the signal
photons in the far field away from the forward beam axis of
the probe [2]. The probe photons traversing the interaction
region unaltered constitute the background against which
the signal must be discriminated.

flipped signal photons utilizing high-definition polarimetry.
Our results allow to assess the impact of large focal offsets
on the attainable signals. Hence, they are also relevant for
the analysis of experimental scenarios suffering from large
shot-to-shot fluctuations, which result in non-optimal colli-
sions. We put special attention on the asymmetry imprinted
on the far-field angluar distribution of the signal by utiliz-
ing both finite longitudinal and transverse focal offsets.

It would certainly be very interesting to repeat the
present analysis with probe beams featuring different
transverse profiles in the interaction region with the
high-intensity laser pulse, such as top-head or flattened-
Gaussian beams [3]: while the transverse decay of the
Gaussian probe inevitably comes with a reduction of the
photons available for probing at finite transverse offsets, a
flattened beam would not suffer from this loss. This could
provide a means to increase the discernible signals.

This work has been funded by the DFG under Grant No.
416607684 within the Research Unit FOR2783/1.
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Spontaneous parametric down-conversion (SPDC) is
a valuable source for generation of photonic entangle-
ment. An advantage of SPDC is that simple expres-
sions for the two-photon state can be obtained by using
the thin-crystal approximation. Knowledge of the con-
ditions under which the thin-crystal approximation re-
mains valid is essential for the realization of experimen-
tal setups. We provide a quantitative guideline on the
validity of the thin-crystal approximation in calculating
the two-photon spatial state. In particular, we show that
the applicability of this regime is related to the focusing
parameter wp = wp/

√
λp L, where wp and λp are the

beam waist and wavelength of the pump beam, respec-
tively, and L is the length of the nonlinear crystal.

Spontaneous parametric down-conversion (SPDC) is a
nonlinear (optical) process that converts high-energy pho-
tons by a nonlinear crystal into pairs of entangled photons.
The state of a photon-pair also called the two-photon state,
is derived from the second-order perturbation theory. The
third order of the perturbation theory gives rise to four
photons generation, which is an unlikely process and can
be neglected. SPDC is usually described in narrowband
or thin-crystal approximations at degenerate frequencies to
describe the spatial correlations. The thin-crystal regime
can be achieved only under very particular experimental
conditions, which has not been reported before: a quanti-
tative discussion of the two-photon mode distribution de-
pending on the validity of the thin-crystal approximation is
still missing.

In the work [1], we analyzed how the Rayleigh range of
the pump beam or the crystal length should be chosen in
order to reach a good fulfillment of the thin-crystal regime.
In particular, we first constructed the spatial structure of
the two-photon state for the thick and thin-crystal regimes.
Secondly, we defined a quantity to determine the distance
between these two states, namely trace distance.

Figure 1 shows the trace distance D as a function of
the crystal length L and the beam waist wp for the typi-
cal wavelength λp = 405 nm. The thin-crystal approxima-
tion iswell fulfilled in the white region (upper left quarter),
whereas in the purple region (region under solid line), it is
not justified. Any calculations in the purple area would lead
to a deviation from the thin-crystal regime and strongly af-
fect the spatial mode distribution of the two-photon state.
Especially, spatially engineered high-dimensional, entan-
gled states based on thin-crystal approximation will dra-
matically change if the approximation is not well satisfied.
In principle, if the pump beam waist is large enough, a good
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Figure 1: Trace distance D as a function of crystal length
L and pump beam waist wp for the typical wavelength,
λp = 405 nm. The white region (upper left quarter)
refers to a well fulfillment of the thin-crystal approxima-
tion. In contrast, the purple region (region under solid
line) indicates a strong violation of the approximation. The
dashed and solid lines display the conditions D = 0.1 and
D = 0.5, respectively. These curves show a square root
dependence wp ∝

√
L, where the higher D is, the larger

the slope of the curve.

fulfillment of the thin-crystal regime can be reached for any
crystal length. Furthermore, we also indicated in Fig. 1 the
curves with conditions D = 0.1 (solid line) and D = 0.5
(dashed line) to confirm the expected relation wp ∝

√
L.

As we can see, the smaller the selected trace distance D is,
the larger the curve slope.

In conclusion, we have explored the validity of the thin-
crystal approximation in the SDPC process and find that
fulfillment of this often-employed approximation can be
determined for many experimental situations by just cal-
culating wp and comparing it with Fig. 1.
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LUXE (Laser Und XFEL Experiment) aims at in-
vestigating QED processes in strong electromagnetic
fields with unprecedented accuracy [1]. In particular,
LUXE will study nonlinear Breit-Wheeler pair produc-
tion in photon-laser collisions, making the design and
optimization of the hard γ-ray sources a priority. We
present here simulations of Inverse Compton scatter-
ing spectra, and we estimate the number of produced
positrons by colliding the optimized γ-ray beam with a
high-intensity laser pulse.

In order for nonlinear Breit-Wheeler pair production to
be efficient, the quantum parameter of the high-energy pho-
tons has to be χ ≈ 0.01161ξωγ(GeV) ∼ 1, where ξ is
the laser intensity parameter. For values of ξ planned for
LUXE [1], this means multi GeV γ-rays need to be pro-
duced for effective photon-laser collisions. Besides using
a Bremsstrahlung source which provides broadband γ-rays
up to 16.5 GeV, an Inverse Compton Source (ICS) could
generate quasi-monoenergetic γ-rays, which would be fa-
vorable.

The simulations of the Compton source are performed
using the Monte Carlo code LUXEICS [2]. The ebeam is
focused at the ICS interaction point where it collides with
a frequency-tripled laser pulse (300 nm) to produce GeV
photons with ωγ sufficiently large. These high-energy pho-
tons are then propagated to the strong-field IP, at a distance
L = 7.5 m downstream, where their density and spectrum
is analyzed. To optimize the γ photon flux and spectrum
at IPstrong, we studied their behavior as a function of the
electron focal spot size σT .

The momentum and position of the beam electrons (100
pC beam charge) were sampled using Gaussian distribu-
tions centered at 16.5 GeV with a relative energy spread
of 0.1% and normalized emittance of 1.4 mm mrad. To
maximize the electron-laser beam overlap, the laser waist
wICS was taken as equal to σT while keeping the pulse
energy constant at 100 mJ. Thus, increasing wICS means
we decrease the laser intensity parameter ξICS according to
wICSξICS = const., keeping ξICS < 0.1. The laser pulse
duration is taken as 1 ps. The plots in Fig. 1 show that the
maximum photon density is observed for smaller σT with a
rapid decrease with increasing σT , where σT ≈ 5 µm will
be the smallest spot size achievable with the planned beam-
line design. The smaller σT are accompanied by a broad-
band energy spectrum while narrowband energy spectrum
is observed for larger σT .

The main purpose of optimizing the photon density is
to maximize the nonlinear Breit-Wheeler positron yield at
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Figure 1: Upper: ICS photon spectrum at the IPstrong and
the photon density (inset) as a function of σT , calculated
inside a spotsize r = 5 µm. Lower: Positron yield per shot
as a function of peak normalised vector potential ξ.

IPstrong. This non-linear Breit-Wheeler pair production pro-
cess is simulated using the Monte Carlo code PTARMI-
GAN [3]. Currently the input γ-ray beam is limited to
a Gaussian spectrum. We thus approximate our simula-
tion results of Fig. 1 by Gaussians with same mean value,
standard deviation, and peak flux. The pulse energy of the
high-intensity laser was taken as the design values (30 fs,
9 J) [1], thus keeping w0ξ = 48 µm. Fig. 1 shows that the
largest number of positrons per shot Ne+ are observed for
small σT and largest ξ. In conclusion, a tightly focused
ebeam maximizes the positron yield. The larger photon
flux in that case clearly outperforms the lower mean energy
(smaller χ) and larger bandwidth of the gamma rays.
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This work generalizes the well-known strong-field
approximation (SFA) of high-harmonic generation
(HHG) by considering the spatial structure of the driv-
ing beam. Our theoretical model manages to take into
account an arbitrary spatial structure with relativistic
corrections up to the first order. In general, this enables
investigation of non-dipole effects of linearly polarized
plane waves in the high harmonic process, but also in-
vestigations related to more complex spatially struc-
tured beams. The opportunity to study those beams
and their effect on the high harmonic process is not en-
countered by current models. We validate our theoreti-
cal model by analytically reproducing the results of the
established non-dipole SFA. In addition, we point out
that more complicated cases can be simulated with our
model, which are not accessible for the established mod-
els. As a result, the discussed model allows for studying
a broader variety of beam configurations than current
theories and models.

The strong-field approximation (SFA) of high-harmonic
generation is a popular technique to investigate the produc-
tion of high-order harmonics. Since the SFA considers the
driving beam as only time-dependent, effects from the spa-
tial structure of the beam are not included in this theory. To
take those effects into account, we develop an SFA theory
that takes the spatial structure into account up to the first or-
der in the relativistic correction. Therefore, we solved the
Schrödinger equation of an electron in an arbitrary vector
potential with an iterative approach. In the end, all rela-
tivistic corrections of the order 1/c2 are omitted. The asso-
ciated non-dipole Volkov states of the electron in the con-
tinuum are

χp(r, t) = (2π)−3/2e−i(Ept−p·r)e−iΓ(r,t), (1)

with Γ(r, t) as the non-dipole Volkov phase [1, 2]. The
non-dipole Volkov phase for an elliptical polarized plane
wave reads

Γ(r, t) =
1

ηk
(pA(r, t) +

A2(r, t)

2
). (2)

To decouple the spatial from the temporal dependencies,
we expand A(r, t) to the first relativistic correction and
separate both contributions. This separation enables us to
use the saddle-point approximation for the momentum in-
tegral. Applying a further saddle-point approximation for
the remaining time integrals leaves the following equation
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Figure 1: Modulus of the dipole moment calculated in the
dipole and non-dipole SFA. The driving beam is linearly
polarized, the intensity I0 = 1017 W/mm2 and the wave-
length λ = 800 nm with the target ion Ne6+.

for the dipole moment:

D(q) =
∑

s=(ps,ts,t′s)

iC(ps, t
′
s, ts)Υ(π(ps, ts))

E(t′s)d(π(ps, t
′
s))e

−i(S(ps,t
′
s,ts)−ωqts). (3)

Even though this equation may look similar to the usual
SFA dipole amplitude, it accounts for non-dipole interac-
tions due to the driving beam. A comparison of both theo-
ries is shown in Fig. 1.

In conclusion, we developed a generalization of the well-
established non-dipole SFA. The generalized SFA can con-
sider arbitrary spatially structured driving fields. However,
we demonstrated this for, in general, elliptical polarized
driving fields. Other spatially structured driving fields like
Bessel or Laguerre-Gaussian beams will be considered in
further investigations.
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Catalysis in quantum field theory denotes symme-
try breaking and fermion mass generation triggered by
a strong external field. The phenomenon of magnetic
catalysis [1] is widely studied in particle and solid-state
physics. A similar phenomenon exists in strong gravita-
tional fields and is influenced by thermal backgrounds
[2]. We study gravitational catalysis in the early uni-
verse in conjunction with general scenarios of quan-
tized gravity. Using a scale-dependent analysis, we de-
rive a thermal bound on the curvature of local patches
of spacetime [3]. This bound quantifies regions in pa-
rameter space that remain unaffected by gravitational
catalysis and thus are compatible with the existence of
light fermions as observed in nature. In an application
to the Asymptotic Safety scenario of quantum gravity,
our bound translates into a thermal-history-dependent
upper bound on the number of fermion flavors.

Chiral symmetry breaking and fermion mass generation
is a central feature of interacting fermions relevant for the
standard model shaping many properties of matter in the
universe. Whereas the long-range limit of gravity in the
form of Einstein’s general relativity is too weakly inter-
acting to affect the status of chiral symmetry, gravity is
expected to become more strongly interacting at or above
the Planck scale. Whether or not gravity or its quantized
form may exert a strong influence on the chiral features of
fermions deserves to be studied.

In analogy to a well understood mechanism in QED
in strong electromagnetic fields, gravity offers a mecha-
nism to trigger fermion mass generation via the structure
of spacetime itself. The most widely studied mechanism
occurs on negatively curved spacetimes and can be sum-
marized by gravitational catalysis.

In our work [3], we explore gravitational catalysis
specifically by including the effects of finite temperature,
using a scale-dependent approach. The advantage is that
we can monitor the status of chiral symmetry on all scales,
specifically in the Planckian regime and beyond. Provided
a notion of curvature exists in that regime, gravitational
catalysis could be active and drive fermion mass genera-
tion. This would result in correspondingly heavy fermions
removing light fermions from the observable long-range
spectrum – in stark contrast to the observed existence of
light fermions such as the electron in nature.

This observational fact leads to the notion of curvature
bounds: in order to guarantee that a given (quantum) grav-
ity scenario is not affected by the problem of gravitational
catalysis, the averaged curvature of a local patch of space-
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Figure 1: Space of asymptotically-safe quantum gravity
theories with matter parametrized by dg and dλ, cf. [3].
Each of the four solid lines distinguish regions free from
gravitational catalysis (region above/left of each line) from
regions that violate our curvature bound (darker shaded re-
gion below/right of each line) as a function of a temperature
parameter ζ ∼ T . The red dot marks the Standard Model
(SM) matter content with the red line indicating the Stan-
dard Model with additional fermionic generations.

time should not exceed a certain bound.
Monitoring also the influence of finite temperature on

the mechanism is of great relevance for the cosmologi-
cal evolution. Indeed, our results provide evidence for a
comparatively strong dependence of gravitational cataly-
sis on the details of the background. At the same time,
finite-temperature effects can significantly relax the curva-
ture bounds – in line with the expectation that thermal fluc-
tuations drive the system towards the disordered symmetric
phase.

Within a concrete quantum gravity scenario, the curva-
ture bound can translate into a bound on the particle con-
tent of the matter sector. Results for Asymptotically Safe
Quantum Gravity are shown in Fig. 1 illustrating the con-
sistency of a standard-model-like particle content but in-
dicating a tension with models with a substantially larger
fermion number.

This work has been funded by the DFG under
406116891 within RTG 2522/1.
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We show through simulation that an improved quan-
titative re-scattering model (QRS) can successfully pre-
dict the nonsequential double ionization (NSDI) process
by intense elliptically polarized laser pulses. Using the
QRS model, we calculate the correlated two-electron
distribution (CMD) and ion momentum distributions
of NSDI of Ne exposed to intense elliptically polarized
laser pulses with a wavelength of 788 nm at a peak in-
tensity of 5.0×1014 W/cm2 . We analyze the asymmetry
in the doubly charged ion momentum spectra that were
observed by H. Kang et al. [1] in the transition from lin-
early to elliptically polarized laser pulses. Our model
reproduces their experimental data well. In addition,
we find that this ellipticity-dependent asymmetry is due
to the drift velocity along the minor axis of the polariza-
tion ellipse. It is indicated that the correlated electron
momentum distributions along the minor axis provides
access to the subcycle dynamics of recollision and dis-
tinguish recollisions before and after the zero crossing
of the field.

According to the QRS model [2], the CMD for laser-
induced electron re-collision direct ionization (RDI) in
NSDI can be factorized as a product of the re-colliding
wave packet (RWP) and the field-free differential cross sec-
tion for ionization of the parent ion by the impact of the
laser-induced returning electron. For a given intensity, the
CMD for laser-induced RDI process in the laser field is ob-
tained as

D
(RDI)
I (p1‖, p

2
‖) =

∫ ∞

Ip

dEiD
(RDI)
Ei,I

(p1‖, p
2
‖)WI(Ei − ∆E)

whereWI(Ei−∆E) is the RWP describing the momentum
distribution of the returning electron at a single intensity I ,
which can be calculated by using the strong-field approxi-
mation.

Finally, to compare with experimental measurements,
the integration over the focus volume should be performed,

D
(RDI)
I0

(p1‖, p
2
‖) =

∫ I0

0

dI D
(RDI)
I (p1‖, p

2
‖)
dV

dI

Using the QRS model [2], we computed the ion momentum
distribution for NSDI of Ne in 788 nm laser pulses at a peak
intensity of 5.0 × 1014 W/cm2 with ellipticites of 0.0 and
0.25 respectively. We present our results in Fig. 1. It can
be seen from the figure that the QRS model reproduces the
assymetry pattern of the experimental findings.

In the present work, we focus on unveiling the mech-
anisms for the ellipticity-dependent asymmetry of ion
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Figure 1: Normalized ion momentum distribution of Ne2+

in the y − z− polarization plane of elliptically polarized
laser pulses at a peak intensity of 5.0 × 1014 W/cm2

and wavelength of 788 nm. The results with ellipticity
ε = 0 (top row) and the results with ellipticity ε = 0.25
(bottom row) are compared for different initial wavefunc-
tions: plane waves (a,d), Coulomb waves (b,e) and dis-
torted waves (c,f), respectively.

momentum distributions. Our study reveals that this
ellipticity-dependent asymmetry is due to the drift veloc-
ity along the minor axis of the polarization ellipse. Our
calculation confirms that the recollisions are more likely to
occur after Ez crosses zero for higher elliptities. Futher-
more, our results demonstrate that the distorting potential
in ion momentum distributions of NSDI plays an impor-
tant role. It is known that the Coulomb potential plays an
important role in CMDs, however, we find that the ion mo-
mentum distributions are more in line with the experimen-
tal measurements when we consider the use of a distorted
wave function to describe the returning electron.

This work was supported by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) under
Project No. 440556973.
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We analyze the photo-excitation of atoms with
a single valence electron by cylindrically polarized
Laguerre-Gaussian beams. Theoretical analysis is per-
formed within the framework of first-order perturba-
tion theory and by expanding the vector potential of
the Laguerre-Gaussian beam in terms of its multipole
components. We calculate the total excitation rate of
electric quadrupole transition (4s 2S1/2 → 3d 2D5/2)
in a mesoscopic target of Ca+ ions driven by cylindri-
cally polarized Laguerre-Gaussian beams. Our calcu-
lations show that the total rate of excitation is sensitive
to beam waist and distance between center of the target
and the beam axis. However, the excitation by cylindri-
cally polarized Laguerre-Gaussian beams is found more
efficient in driving electric quadrupole transitions in the
mesoscopic target than circularly polarized beams.

Laguerre-Gaussian (LG) beams are paraxial twisted light
beams whose amplitude distribution satisfies the paraxial
wave equation in cylindrical coordinates. In addition to
spin angular momentum, LG beams carry orbital angular
momentum (OAM) as a result of exponential phase depen-
dence. Along with the projection of OAM ml, the radial
index p can be used to characterize an LG beam. The width
of the LG beam varies along the propagation distance and
has a minimum at the focus which is known as the beam
waist wo. In contrast to plane waves, the intensity profile
of an LG beam consists of an annular ring structure deter-
mined by the values of ml and p.

In addition to circular, linear and elliptical polarization,
an LG beam can have cylindrical polarization. Cylindri-
cally polarized LG beams can be constructed as a lin-
ear combination of two circularly polarized LG beams
[1]. This results in non-separable spatial and polarization
modes. As a consequence of the coupling between spatial
and polarization modes, the state of polarization (SOP) in
the beam cross-section of cylindrically polarized LG beams
is spatially in-homogeneous. LG beams with spatially in-
homogeneous SOP are known as vector LG beams and two
prominent examples are radially and azimuthally polarized
LG beams.

For the first time in 2016 [2], excitation of atoms by
an LG beam was performed to demonstrate the transfer of
OAM from a circularly polarized LG beams to bound elec-
trons. However, the excitation of atoms by cylindrically po-
larized LG beams remains less explored. Hence, in our the-
oretical work [3], we consider photo-excitation of atoms by
radially and azimuthally polarized LG beams. To perform
this analysis, we use first-order perturbation theory and the
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Figure 1: Log plot of total rate of excitation for electric
quadrupole transition between 4s 2S1/2 → 3d 2D5/2 levels
of Ca+ ion driven by LG beam is plotted as a function of
width of the target σ for azimuthal (green solid line), radial
(brown dashed line) and circular polarization (blue dotted
line). In the above plot, p = 0 and wo = 2.7µm.

multipole expansion of the vector potential of the LG beam.
Further, we consider a mesoscopic target of Ca+ ions and
calculate the total rate of excitation WLG

fi for the electric
quadrupole (E2) transition (4s 2S1/2 → 3d 2D5/2). In
Fig. 1, we plot WLG

fi as a function of width of the target
for two different radial positions bo,x of the target in the
beam cross-section. Our results explicitly show that cylin-
drically polarized LG beams are more efficient in driving
E2 transitions in a mesoscopic target than circularly polar-
ized beams.

The authors acknowledge funding from Research School
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tute Jena, Germany.
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The redefined vacuum approach, which is fre-
quently employed in the many-body perturbation the-
ory, proved to be a powerful tool for formula deriva-
tion. We elaborate this approach within the bound-
state QED perturbation theory. In addition to gen-
eral formulation, we consider the particular exam-
ple of a single particle (electron or vacancy) excita-
tion with respect to the redefined vacuum. Start-
ing with simple one-electron QED diagrams, we de-
duce first- and second-order many-electron contribu-
tions: screened self-energy, screened vacuum polariza-
tion, one-photon exchange, and two-photon exchange.
The redefined vacuum approach provides a straight-
forward and streamlined derivation and facilitates its
application to any electronic configuration. Moreover,
based on the gauge invariance of the one-electron dia-
grams, we can identify various gauge-invariant subsets
within derived many-electron QED contributions.

Highly charged ions are considered as one of the best
available natural laboratories to access strong field effects
at the moment; highlighting the need to go beyond the
perturbative regime since for high Z, the αZ expansion
parameter is comparable to one (where Z is the nuclear
charge number and α is the fine-structure constant). Al-
though many approximate methods have access to higher-
order corrections within the Breit approximation, such as
relativistic many-body perturbation theory (RMBPT), rel-
ativistic configuration–interaction (CI) method, or multi-
configuration Dirac–Fock (MCDF) method, the increasing
precision in modern spectroscopy enforces accurate ab ini-
tio description of few- to many-electron systems within the
bound-state QED.

In general, QED can be applied to any many-electron
atoms even though it is most deeply developed for hy-
drogen and helium [1], and hydrogen-like ions [2], where
the accuracy of the calculations has reached a remarkably
high level. In the case of highly charged ions, the ques-
tion arises: can we perform ab initio QED calculations for
many-electron systems? The computations are so far lim-
ited to selected, relatively simple systems not only due to
the complexity of numerical calculations but also because
of difficulties in deriving formal expressions.

The concept of a vacuum redefinition naturally arose in
quantum field theory due to the notion of the fully occupied
negative-energy continuum of fermion states, the so-called
Dirac sea. The vacuum redefinition technique is widely ac-
cepted and demonstrated within RMBPT formalism [3, 4].
In Ref. [5], we further elaborate the redefined vacuum ap-
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proach within the QED perturbation theory. The essential
notion in introducing a redefined vacuum is to separate the
electron dynamics into the “core” and “valence” parts. The
many-electron contributions are extracted as the difference
of two integrals over altering integration contours, each in
link with its respective vacuum state. In this way, the inter-
action of the reference particle (electron or hole) with core
electrons is taken into account within the QED framework.
The great advantage of the method is that instead of the
all-electron states one deals with the few-valence-electron
states, which represents a much smaller Hilbert space.

As an example, the method is applied to atoms with a
single-hole electronic configuration, which occurs in halo-
gen atoms such as fluorine, chlorine, etc. The particular
interest in this system is twofold. First, in Refs [6, 7] it
was demonstrated that highly accurate theoretical predic-
tions are possible in such atoms, and thus accurate tests of
the QED effects become feasible. Second, such an example
is chosen due to the fact that two-photon-exchange correc-
tion is still uncalculated for fluorine-like ions as well as due
to recent experimental efforts for such systems.

In Ref. [5], we have derived the formulas for the QED
contributions up to the second order in α for the single-
hole configuration. The screened radiative and two-photon-
exchange corrections have been carefully extracted from
the rigorous formulas obtained within the redefined vac-
uum formalism. An important advantage of the employed
formalism consists in the identification of gauge-invariant
subsets, which is based on the corresponding subsets of
one-electron diagrams. This feature can be very useful in
future derivations of the higher-order contributions since it
provides a robust verification. Finally, we have checked
the results by the comparison of the Breit approximation
applied to the derived expression with the previously ob-
tained RMBPT expressions.

This work was supported by DFG (VO1707/1-3) and by
RFBR (Grant No. 19-02-00974).
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1Helmholtz Institut Jena, Fröbelstieg 3, 07743 Jena, Germany; 2IOQ, FSU Jena

A self-steepened laser pulse in a plasma drives a
wakefield bubble that oscillates in the laser polariza-
tion plane, called ‘bubble wobble’. We theoretically and
numerically show that these bubble oscillations con-
tribute to the pointing jitter of laser-wakefield acceler-
ated (LWFA) electrons, explaining experimental obser-
vations from the JETi-200 laser [1]. The mechanism is
electron betatron oscillations becoming resonant with
the bubble oscillation. Beam pointing jitter results from
shot-to-shot fluctuations of the relative phase of those
two oscillations, which contains contributions from the
laser carrier envelope phase (CEP). Since the CEP is
usually not stabilized, this phenomenon should be in-
trinsic in most LWFA electron beams.

An self-steepened laser pulse propagating in a plasma
may excite bubble centroid (wobble) oscillations,

xw(t) = aw sin(ωwt+ φw) . (1)

The wobble amplitude can be estimated from polarization-
dependent high-order correction of the ponderomotive
force [2] as aw ∝ a0Φ/w0, where Φ is exponentially small
except when the pulse has single-cycle features. The wob-
ble frequency is determined by the rate of change of the
carrier wave at the self-steepened pulse front, due to laser
dispersion in the plasma and scales with ωw ∼ ωL/γ2p . The
phase φw contains a contribution from the CEP of laser
pulse φCEP. Fig. 1 (a) and (b) show a comparison of the
model with PIC simulation results.

The equation of motion of a trapped electron in a wob-
bling plasma bubble is a driven oscillator,

d2x

dt2
+
γ̇

γ

dx

dt
+ ω2

βx = ω2
βxw(t) , (2)

where γ is the Lorentz factor the electron and ωβ(t) =
1/
√

2γ is the betatron frequency, which continuously drops
as the electrons get accelerated. The oscillator gets reso-
nant if ωβ = ωw which is possible in a typical LWFA. For
slowly varying coeffiecients, the analytic WKB solution of
(2) for the beam centroid trajectory X is given by

X(t) = ωβ0

∫ t

t0

At′At sin [ϕt − ϕt′ ]xw(φw, t
′)) (3)

for a centrally injected beam, where At = (γ0/γt)
1/4 and

ϕt =
∫ t
t0
dt ωβ(t′) is the betatron phase advance. Here the

assumption is that the electron beam is injected on a time
scale much shorter than the wobble oscillation time scale
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Figure 1: (a) Bubble centroid trajectory according to the
model (dashed) and determined from various lineouts of
the transverse focusing force (solid) calculated using the
PIC code SMILEI [3]. (b) The Fourier transformation of
the bubble centroid trajectory determines the wobble fre-
quency. (c) Comparison of the betatron-wobble-resonance
model and PIC simulation results for the evolution of the
beam pointing angle θ. (d) Evolution of beam pointing as
a function of the laser CEP from PIC simulations, yield-
ing about 3 mrad shot-to-shot beam jitter (peak-to-valley),
equivalent to ∆θ ≈ 1 mrad rms.

(Bubble wobble contributes to the single-shot beam emit-
tance in case of long injection times.). Then, the final beam
pointing angle θ = Ẋ(tf ) in the ultrarelativistic paraxial
beam approximation. The model is compared to PIC simu-
lations in Fig. 1 (c), the CEP dependence is shown in (d).

Calculating the moments of θ with respect to random
shot-to-shot value of CEP, hence φw, shows that 〈θ〉 = 0,
i.e. on average the beam is not deflected due to the reso-
nance. The second moment, ∆θ2 = 〈(θ−〈θ〉)2〉, describes
the shot-to-shot pointing jitter. From our model we find

∆θ2 '
ω4
β0A

6
tf

8

∣∣∣∣ ∫ tf

t0

aw(t′)At′e
i(ϕt′−ωwt

′)dt′
∣∣∣∣2 , (4)

which contains the resonance condition as the stationary
phase condition of the integral.

In conclusion, the betatron-wobble resonance can qual-
itatively explain the experimentally observed polarization
dependence of the beam-pointing jitter.
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We examine the ponderomotive scattering of elec-
trons in rarefied noble gases by relativistic laser pulses.
Electrons in a plane wave scatter at characteristic an-
gles for a given intensity offering a route to an intensity
diagnostic. Scattering angles occur at characteristic en-
ergies in the electron spectra between 1 and 10 MeV.
The range of energies set requirements for electron de-
tectors in such ponderomotive scattering experiments.

In support of upcoming strong-field QED experiments
such as LUXE, we examine various techniques for measur-
ing the intensity of the laser pulse [1]. One such technique
is ponderomotive scattering, examining the final scatter-
ing angle of electrons ionized and ejected from a rarefied
gas target. From the case of the relativistic electron in a
plane wave, we know that the final scattering angle θ is
related to the amplitude of the laser’s vector potential by
θ = tan(2/a0). For a laser focusing in a gas target, elec-
trons are ejected with a range of angles due to the intensity
distribution and diffraction. Previous experiments attempt-
ing to utilize this technique to measure laser intensity could
not detect electrons at the required energies and in order to
correct this we must consider those energies [2].

We utilize 3D EPOCH simulations of Kr and Xe at den-
sity n0 = 1010 cm−3 with a w0 = 4µm and 8µm spot
focused in the center of the target. The peak laser strength
is permuted over a0 = 2.77, 5.06, and 8.7. The momenta
and positions of all simulated electrons are stored in each
time step after they are ionized and from these the final
scattering angles and kinetic energies are calculated.
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Figure 1: 2D histogram of the final kinetic energies plotted
against final scattering angle for electrons in Xe for a0 =
8.7 and w0 = 8µm. Counts are scaled logarithmically.
The band of high counts under 1 MeV are ionized at the
edges of the laser and not significantly accelerated.

Figure 1 is an example histogram of final kinetic ener-
gies plotted against scattering angles. A well defined mini-
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Figure 2: The energy spectrum of Fig. 1 at the point of
the rising edge located at θ = 0.46 rad. The band of low
energy electrons lies on the left hand side. The high energy
scattered electrons necessary for inferring the intensity are
distributed about 10.4 MeV.
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Figure 3: The central energies of electron energy spectra
for two spotsizes and a range of input laser amplitudes. To
detect electrons scattered by the laser focus for a0 > 3, a
detector must be sensitive to electrons with kinetic energies
above 2.5 MeV. Xe is used for a0 = 2.77 and 8.7 while Kr
is used for a0 = 5.06.

mum scattering angle is visible at θ = 0.46 (transition from
from blue to green). At this angle, the energetic spectrum
of Figure 2 is taken. The sharp edge corresponds spec-
trally to electrons with 10.4 MeV ±1 MeV (the very low
energy electrons can be ignored) . Figure 3 shows the scal-
ing from PIC simulations for a range of laser strengths for
two spotsizes. A clear dependence of the scattering angle
on intensity is visible with the absolute angle a function of
spot size, allowing scattering measurements combined with
simulations to be used as an intensity fiducial.
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