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Abstract

Needle-based interventions are an important part of tumor ablation ther-
apies. Due to their common technical procedure, low complication rate,
and low cost, needle-based ablation therapies have become alternatives to

surgical resections in clinical practice. To date, the most well-studied and clinically
relevant ablation therapy is radiofrequency ablation (RFA) in the liver. However,
achieving successful outcomes is a challenging task which depends on a variety of
partially unknown reasons. This uncertainty is mirrored by the high local recurrence
rates reported in clinical studies. The aim of this PhD thesis is the investigation of
interactive visualization methods to support the physician in planning and assessing
needle-based interventions, in particular RFA.

This work proposes a software workflow designed to guide the physician in plan-
ning the intervention in clinical practice. To support the physician with spatial
information about pathological structures as well as finding trajectories without
harming vitally important tissue, 2D slice and volume visualization techniques for
interactive planning of needle-based interventions are presented. A further contribu-
tion for planning RFA is the fast approximation of the ablation zone, incorporating
the heat-sink effects of blood vessels which decrease thermal ablation. In this ap-
proach, weighted distance fields are utilized to calculate the ablation zone within
interactive frame rates on the graphics processing unit (GPU).

To support the assessment of needle-based interventions such as RFA, an image-
processing workflow for automatic alignment of CT images is proposed. Based on
segmentation masks of tumor and coagulation, the workflow enables an automatic
rigid registration algorithm to perform at least as accurately as experienced medical
experts, but in significantly less time. A further contribution is a novel overview
visualization as well as a navigation tool, the so-called tumor map. The goal of this
method is the combined visualization of the tumor and its surface distance to the
coagulation necrosis to support the physician in reliable therapy assessment. The
tumor map additionally serves as an interactive tool for intuitive navigation within
a 3D volume rendering of the tumor vicinity as well as within familiar 2D viewers.

To facilitate the development of highly interactive visualization techniques, a rapid
prototyping framework for GPU-based volume rendering is developed as part of this
PhD thesis. The framework supports flexible extension and dynamic alteration of
the volume rendering configuration. Therefore, a dynamic shader pipeline based on
the SuperShader concept allows the user to insert custom shaders at run-time of the
prototyping framework.
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Kurzfassung

Nadelbasierte Interventionen stellen einen wichtigen Teil von Ablations-
therapien zur Behandlung von Tumoren dar. Durch ihre einfache Hand-
habbarkeit, geringen Komplikationsraten und geringfügigen Kosten gelten

sie in der klinischen Routine als alternative Therapien gegenüber der chirurgischen
Resektion. Bis dato ist die Radiofrequenz Ablation (RFA) in der Leber die meist
studierte und klinisch relevanteste Ablationstherapie. Allerdings ist das Erreichen
von erfolgreichen Resultaten eine herausfordernde Aufgabe, welche von teilweise un-
bekannten Ursachen abhängig ist. Klinische Studien spiegeln diese Unsicherheit in
hohen Rezidivraten wieder. Das Ziel dieser Dissertation ist die Erforschung von in-
teraktiven Visualisierungsmethoden um Radiologen bei der Planung und Bewertung
von nadelbasierten Interventionen, insbesondere der RFA, zu unterstützen.

In dieser Arbeit wird ein Software-Workflow präsentiert, welcher den Radiologen
bei der Planung von Interventionen in der klinischen Routine assistiert. Um den
Radiologen mit räumlichen Information von pathologischen Strukturen zu unter-
stützen, sowie das Finden von Zugangswegen unter Berücksichtigung von Risikostruk-
turen zu erleichtern, werden 2D Slice- und 3D Volumenrendering Techniken vorge-
stellt. Ein weiterer Beitrag dieser Arbeit ist die schnelle Berechnung der Abla-
tionszone unter Berücksichtigung der Kühleffekte von nahegelegenen Blutgefäßen,
welche die Größe der Ablationszone reduzieren können. In diesem Verfahren wer-
den gewichtete Distanzfelder verwendet, welches es erlauben die Ablationszone in
Echtzeit auf der Grafikkarte zu berechnen.

Um die Bewertung von nadelbasierten Interventionen wie die RFA zu unter-
stützen, wird in dieser Arbeit ein Workflow für die automatische Registrierung von
CT-Bildern vorgestellt. Dieser erlaubt es eine rigide Registrierung, welche auf Seg-
mentierungen von Tumor und Koagulation basiert, so genau wie erfahrene Medi-
ziner, aber in kürzerer Zeit zu berechnen. Ein weiterer Beitrag ist eine neue Über-
sichtvisualisierung, welche auch als Interaktionswerkzeug zur Steuerung von 3D Vol-
umenrendering bzw. von 2D Ansichten dient. Das Ziel dieser Methode ist die kom-
binierte Visualisierung der Tumoroberfläche sowie deren Distanz zur Koagulation,
um den Radiologen bei der Bewertung des Therapieerfolgs zu unterstützen.

Als Teil dieser Dissertation wird außerdem ein Prototyping-Framework zur Erstel-
lung von interaktiven Volumenvisualisierungen entwickelt. Das Framework erlaubt
es die Konfiguration des Volumenrenderings flexibel zu erweitern und dynamisch
anzupassen. Hierfür ermöglicht eine dynamische Shaderpipeline, welche auf dem
SuperShader Konzept basiert, dem Benutzer eigens angepasste Shaderprogramme
zur Laufzeit des Systems hinzuzufügen.
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1
Introduction

Progress is not an illusion, it happens,
but it is slow and invariably
disappointing.

(George Orwell)

Coagulation of living tissue by means of heat was mentioned in about 3000
B.C. in the Edwin Smith papyrus. Nowadays, thermal tumor ablation ther-
apies such as radiofrequency ablation (RFA) have become an important part

of image-guided interventional oncology. The aim of this PhD thesis is to investigate
and develop interactive methods to support the physician in planning and assessing
the therapy in a fast and intuitive way. In this chapter, the medical background and
the technical challenges as well as the scientific contributions are outlined.

1



Chapter 1. Introduction

1.1 Medical Background

Recent studies report more than 3 million cancer diseases per year in europe [55].
More than 50 % of the patients tend to get metastasis in the liver [133]. The first
choice therapy is the surgical resection of the liver tumors. However, only 10–
25 % of the patients are eligible for such a treatment [54]. Typical reasons are
the general health conditions of the patients or multiple scattered lesions, which
make the surgical resection impossible. Thermal tumor ablation therapies such
as radiofrequency ablation (RFA), cryoablation or microwave ablation (MWA) have
become important alternatives as part of image-guided interventional oncology. Due
to its common technical procedure, low complication rate, and low cost, in particular
RFA has become an established therapy in the clinical routine.

RFA is clinically indicated as a minimally invasive therapy if the tumor is of less
than 30 mm in diameter, multiple lesions are scattered in the liver (1-3 nodules),
or a surgical resection is contraindicated, e.g., due to the general constitution of
the patient [58, 62, 122]. A recent study [22] reports that the initial treatment of
secondary liver tumors larger than 25 mm has shown a high local recurrence rate
because of inaccurately placed applicators or the inability to produce a predictable,
large coagulation volume. Another study states that the local recurrence rates after
RFA for tumors with an intentional margin of 0 mm and 10 mm are 14.5% and
6.5%, respectively [121].

1.2 Challenges and Contributions

A great challenge for tumor treatment with RFA is the accurate pre-interventional
planning of the therapy in order to achieve complete destruction of all tumor cells
(see Figure 1.1). In clinical practice, planning is based on 2D slices of the planning
scan. Because the therapy is performed in 3D space, the identification of an ap-
propriate therapy can be demanding using 2D slice visualizations alone. Another
aspect is to perform the planning within few minutes due to the limited available
time in clinical practice. In this work, a workflow allowing for interactive visu-
alization and image-processing, which is designed to guide the physician in
planning the intervention for use in clinical practice, is presented. Appropriate vi-
sualization and image processing methods are combined to support the physician in
interactive finding of safe and feasible access paths. In contrast to related systems,
RF applicators and corresponding ablation zones are fully integrated into familiar
2D slice visualizations as well as 3D volume renderings that emphasize surrounding
risk structures without the need to calculate time-consuming segmentations and 3D
reconstructions.

Taking the patient individual anatomy into account is essential to successfully
achieve thermal treatment of cancer cells. In the case of RFA, particularly the
cooling blood vessels determine the maximum size of the ablation zone. In clini-
cal practice, the physician mentally estimates the ablation zone incorporating the

2



1.2. Challenges and Contributions

RF Applicator

Rib

Skin

Lesion

Liver

Vessel

Figure 1.1: An umbrella-shaped monopolar applicator is percutaneously placed in
the liver. The electrode is positioned in the tumor and the prongs are
spread for ablation. The doted line around the electrode prongs illus-
trates the expected ablation zone.

heat-sink effects. This method is prone to human error, which could lead to in-
complete tumor ablation and resulting residual tumor growth. In this PhD thesis,
two approaches to rapidly approximate the ablation zone in an interactive way
are presented. The first method is based on a geometric reconstruction of pre-
computed numerical simulations, which are stored in a lookup table. The
second approach is an advancement that utilizes weighted distance fields to ap-
proximate the ablation zone on the GPU, accelerating the calculation to reach
real-time frame rates. Performance and accuracy of both methods are higher than
related approaches and allow the physician to interactively explore optimal probe
positions taking the heat-sink effects into account. In contrast to related systems,
the GPU-based approximation method is part of 2D as well as 3D volume renderings
that visually emphasize the shape of the ablation zone.

3



Chapter 1. Introduction

To verify the treatment success of the RFA therapy, reliable post-interventional
assessment of the ablation zone is required. Typically, pre- and post-interventional
CT images have to be aligned to compare shape, size, and position of tumor and
coagulation zone. Due to the different acquisition times and accordingly different
coordinate systems of the pre- and post-interventional images, a registration is re-
quired to allow a fused visualization and a quantification of possible residual areas.
In this work, a workflow for automatic alignment of interventional CT im-
ages is presented. Based on segmentation masks of tumor and coagulation, it is
demonstrated that the workflow enables an automatic rigid registration algorithm
to perform at least as accurately as experienced medical experts, but with signifi-
cantly less time.

In clinical practice, both images are compared in a slice-by-slice manner in order to
compare the geometrical properties of tumor and coagulation. The major challenge
using this method is to correlate any spatial position in both images over all slices,
which is in particular difficult if the soft-tissue is deformed or the shapes of tumor
and coagulation significantly differ. A further challenge is the difficulty to evaluate
the size of the ablative margin in the three-dimensional space as well as to quantify
the ablation volume to prevent liver failure when planning RF ablation in patients
with limited liver reserve [121]. In this PhD thesis, a novel visualization as well as
a navigation tool, the so-called tumor map, is presented to ease the comparison.
It is used for a combined visualization of the tumor and its surface distance to the
coagulation necrosis in order to support physician in reliable therapy assessment.
The proposed registration and visualization methods are integrated in a clinical
software assistant. Using the software assistant, it is shown that interventional
physicians are more sensitive in finding local tumor recurrences after RF ablation
than using the conventional comparison method.

The creation of meaningful visualizations for medical diagnosis is challenging, due
to the particular needs of the medical users. In the literature, effective visualization
algorithms have been proposed, which often focus on specific scanning strategies or
medical questions. A key problem within common direct volume rendering (DVR)
frameworks is the high amount of effort required to develop appropriate visualiza-
tions and to customize the algorithms rapidly. In this PhD thesis, a novel shader
framework for rapid prototyping of DVR is presented, which is integrated in
the MeVisLab development environment. The key idea is a dynamic shader pipeline
based on the SuperShader concept, which facilitates substituting pipeline steps dur-
ing run-time while ensuring a valid final shader. Related systems do not allow
for customization of shader code during run-time without the need to adjust the
remaining shader or recompile the C++ source code.

1.3 Structure of this Thesis

After a report of the medical background and fundamentals (Chapter 2), novel
techniques in the fields of pre-interventional planning, post-interventional assessment

4



1.3. Structure of this Thesis

and rapid prototyping of DVR are presented in the following chapters:

• Chapter 3 presents a workflow allowing for interactive planning of RFA. In
order to support the physician with spatial information of pathological struc-
tures as well as the finding of trajectories without harming vitally important
tissue, 2D slice and volume visualization techniques are proposed.

• Chapter 4 describes two novel approaches to interactively calculate the ab-
lation zone considering the cooling blood flow. The first method is based on
a geometric reconstruction of pre-computed numerical simulations, which are
stored in a lookup table. The second approach utilizes weighted distance fields
to approximate the ablation zone on the GPU in real-time.

• Chapter 5 presents a workflow for automatic alignment of interventional CT
images. Based on segmentation masks of tumor and coagulation, the workflow
enables an automatic rigid registration algorithm to perform on average as
accurately as four experienced medical experts, but with significantly less time.

• Chapter 6 proposes a novel visualization as well as navigation tool, the so-
called tumor map. It is used for a combined visualization of the tumor and
its surface distance to the coagulation necrosis in order to support reliable
therapy assessment.

• Chapter 7 introduces a shader framework for rapid prototyping of DVR,
which was integrated in the MeVisLab development environment. The key
idea is a dynamic shader pipeline based on the SuperShader concept, which
facilitates substituting pipeline steps during run-time while ensuring a valid
final shader.

• Chapter 8 provides the conclusion of this PhD thesis with respect to the
above mentioned challenges. Finally, future research directions and further
suggestions are outlined.
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2
Fundamentals

Everybody talks about the weather, but
nobody does anything about it.

(Mark Twain)

This PhD thesis focuses on the software assistance of RFA of hepatic lesions,
due to the abundance of publications, clinical studies, and hospitals sup-
porting RFA in the liver. In this chapter the principles of image-guided

interventions, in particular the RFA including the biophysical effects, are explained.
Subsequently, common RF systems and applicator types used in clinical practice are
presented. Because important contributions of this work are based on interactive
visualization techniques, fundamentals of the graphics processing unit (GPU) and
direct volume rendering (DVR) are also discussed.
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2.1 Image-guided Intervention

Every image-guided intervention starts with visualizing the target lesion by means
of imaging devices. The goal is to emphasize the target lesion as well as the sur-
rounding anatomy such as potential risk structures. Various imaging modalities are
available for image-guidance of needle-based interventions. In particular computed
tomography (CT) and magnetic resonance imaging (MRI) are utilized to acquire
anatomical data sets of the patient. CT is widely available at clinical sites and
provides a good anatomical overview. Additionally, vascular structures may be en-
hanced by contrast agent. MRI provides similar imaging capabilities with better
soft-tissue contrast. However, MR-guided interventions are only available in few
specialized hospitals.

Based on the acquired anatomical images, lesion extends may be determined and
an appropriate therapy determined by the physician [58]. Generally, image-guided
interventions can be divided into three major steps [67]:

• Planning

• Intervention

• Assessment

which are discussed in the following sections (see Figure 2.1 (d)).

2.1.1 Planning
The success of an image-guided intervention depends on a well planned treatment
strategy. To facilitate a sufficiently large ablation zone, which has to completely
enclose the tumor, the expected ablation zone has to be estimated by the physi-
cian [142]. For that, appropriate ablation devices have to be determined and optimal
positions considering the target region chosen [44]. To prevent incomplete destruc-
tion of the lesion, the patient individual anatomy has also to be taken into account.
Effects which may limit the treatment of the tumor such as material properties of
the target organ or neighboring blood vessels have to be considered [98]. Also, po-
tential damage of important risk structures such as large vessels, ribs, and lungs, has
to be minimized by choosing a safe needle path and placement of the applicator’s
active zone [184, 61].

In clinical practice, planning is typically performed on 2D slice images acquired
from CT or MRI before the intervention [138] (see Figure 2.1 (a)). The pre-inter-
ventional images are used to plan the optimal trajectory to the target lesion and
the optimal position of the applicator’s active zone [19] (e.g., RF electrode, MW
antenna). Particularly for difficult cases, the determination of an optimal trajec-
tory under consideration of the above mentioned aspects may be demanding if only
anatomical images are displayed. Another issue is the planning time available in the
clinical routine. Typically, the planning has to be performed within few minutes.
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Due to possible repositioning of the patient and resulting anatomical deformations,
the planning may be performed immediately before the intervention in the operat-
ing room. Also, the anatomical situation changes due to the soft-tissue deformation
caused by breathing motion. Thus, the actual path may differ from the prior planned
optimal trajectory and the needle may be deformed during intervention. The physi-
cian has to cope with this uncertainty. As a consequence, the target volume includes
a safety margin of approximately 10 mm around the tumor to handle those uncer-
tainties and microscopic clusters of cancer cells around the visible tumor tissue [19].

The benefit of computer assistance for planning is the access path determination
under consideration of important risk structures and the estimation of the expected
ablation zone taking the patient individual anatomy into account. Due to the short
planning time in clinical practice, a software assistant has to allow fast planning.
Integrated image processing and visualization methods have to be embedded in an
interactive workflow.

2.1.2 Intervention
During the intervention, the planned therapy strategy is applied in the operating
room. The goal is to achieve complete destruction of all tumor cells without harming
vitally important tissue. The intervention can be divided into three clinical workflow
steps [67]:

• Targeting

• Monitoring

• Controlling

During targeting the needle is freehandedly introduced under image guidance in the
patient to place it into the planned target region [130]. In the monitoring stage, the
therapy process is monitored and the therapy parameters adjusted in order to obtain
the intended coagulation necrosis. Finally, in the controlling step, the achieved co-
agulation necrosis is compared with the intended coagulation and a further ablation
procedure performed if needed. Figure 2.1 (b) shows a peri-interventional control
CT scan with two visible needles in the target region.

Due to a highly deformable organ situation such as the liver, the applicator is free-
handedly placed by the physician under real-time image guidance. Typical imag-
ing devices include CT fluoroscopy, X-Ray, Ultrasound and MRI [133]. However,
MRI is less commonly used because of availability and cost. To give more control
over the organ deformations during positioning of the applicator, breathing con-
trol is commonly used. For a procedure under local anesthesia, the patient has
to perform breathing as commanded by the physician, i.e. hold breathing during
targeting. Under general anesthesia, respiratory arrest may be performed by the
anesthesiologist [107]. At the same time, the imaging device is enabled to track the
insertion of the probe. Imaging and other monitoring devices, such as temperature
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and impedance sensors, are used to control the therapy parameters in order to en-
sure optimal treatment. For instance induced energy or therapy duration may be
adapted during monitoring [59]. MR thermometry is sometimes used to monitor the
resulting heat distribution [45].

Computer assistance during the intervention may support the physician in the
transfer of the planning data into the operation room. Registration methods allow
to align the pre-interventional planning data with the peri-interventional data set of
the patient’s current anatomy. To reduce the radiation dose of CT imaging, optical
infrared or electro magnetic tracking devices may allow for tracking of the probe
position in relation to the pre-interventional planing data [123, 186].

2.1.3 Assessment

The goal of the assessment step is to verify the treatment success [67]. Typically,
the spatial relations around the target volume are examined (see Figure 2.1 (c)). A
successful therapy is assumed if the tumor is completely enclosed by the coagulation
necrosis, which is identified by a lack of contrast enhancement. The therapy failed if
residual tumor tissue is detected outside the coagulation necrosis [133]. Due to the
above mentioned uncertainties, a safety margin has also to be considered [90].

In clinical practice, immediately after the intervention as well as 24 hours later,
post-interventional data sets are acquired with CT or MRI to assess the therapy [68].
The pre- and post-interventional images are examined to evaluate the treatment
success. Typically, shape, size, and position of pre-interventional lesion and post-
interventional coagulation are visually compared [131] in parallel on two monitors.
The major difficulty is the organ deformation due to the patient’s movement and
the different image acquisition times [89]. Thus, the physician has to mentally com-
pensate the misalignment. Also, the volumetric image data sets are compared in a
slice-by-slice manner. This manual procedure is time consuming and error-prone.
Furthermore, to correlate the slices and to mentally fuse the three-dimensional shape
of the lesions, considerable user experience is necessary.

The major benefit in computer assistance is related to image processing and vi-
sualization methods. Segmentation methods will ease the quantitative comparison
of the lesions. For instance, volumetry and maximal diameters may be compared.
Furthermore, image registration methods will support the physician in matching dif-
ferent time points and allow for compensation of organ deformations. Visualization
methods may support the visual inspection of the lesions and emphasize the changes
of their shapes.

2.2 Radiofrequency Ablation

As part of interventional oncology, thermal ablation therapy represents a local tumor
treatment, where the tissue is coagulated by means of thermal energy. Applications
of thermal tumor treatment include radiofrequency (RF) ablation, laser-induced
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(a) (b) (c)

Assessment: evaluation of ablation result

coagulation

tumor

Intervention: targeting, monitoring & controlling

Post-interventional imagingPeri-interventional imaging

final
coagulation

intended
coagulation

current
coagulation

target

Planning: determination of intervention strategy

RF applicator

expected coagulation

tumor

safety margin

Pre-interventional imaging

(d)

Figure 2.1: Image guidance for thermal ablations consists of pre-interventional (a),
peri-interventional (b) and post-interventional (c) imaging (Images are
courtesy of the Department of Diagnostic Radiology at RWTH Aachen
University). (d) Illustration of the image guidance: In the planning
stage, the intervention strategy is determined based on pre-interventional
imaging (a). During the intervention, peri-interventional image data (b)
is utilized for applicator placement. Subsequently, the current coagula-
tion state can be monitored and ablation parameters can be controlled
to obtain the intended coagulation. In the assessment stage, the ablation
result can be evaluated based on post-interventional imaging (c).

11



Chapter 2. Fundamentals

thermotherapy (LITT), microwave (MW) ablation, cryoablation and high-intensity
focused ultrasound (HIFU) ablation. Particularly percutaneous RF ablation is nowa-
days a widespread ablation therapy in the clinical field, due to its common technical
procedure, low complication rate, and low cost.

2.2.1 Introduction
Image guided RF ablation is predominantly supported by interventional radiologists
for primary and metastatic liver tumors [163]. This is related to the fact that the
liver is, second only to lymph nodes, the most common site for metastatic disease
irrespective of primary hepatic tumors [133]. The treatment of bone tumors such
as osteoid steoma is also an established application [145]. Primary and secondary
pulmonary malignancies are potentially an indication for RFA in the lungs [51], as
well as renal cell carcinoma in the kidney [63].

2.2.2 Principles
The principle of the RFA therapy is to insert RF applicators into the target organ,
percutaneously through the skin or during open surgery, and place the applicator’s
active zone in the lesion. The gaol is to destroy all cancer cells of the target lesion
by inducing thermal injury. The transformation of electrostatic energy to thermal
energy leads to thermal necrosis of the tissue. For that, an alternating electric
current, that oscillates in the high-frequency (HF) range (200 - 1.200 kHz), is induced
into the tissue via the active zone [142]. The tissue ions become agitated following the
direction changes of the oscillating HF current. As a consequence, the ion agitation
causes resistive heat in the tissue. The focus of heat is the tissue surrounding
the active zone of the applicator. Local resistive heating of the tissue to cytotoxic
temperatures (50◦- 100◦C) in the entire target volume results in coagulation necrosis
due to irreversible protein denaturation of the destroyed cells.

2.2.3 Biophysical Effects

2.2.3.1 Cell Function

The thermal effect mainly depends on the tissue temperature and the heating dura-
tion. Cell homeostasis1 can be already observed at a slightly higher body tempera-
ture of 40◦C. A cell temperature of 42-54◦ results in a higher susceptibility to vital
damage. If the cells are heated with more than 45◦C for several hours, irreversible
cell damage is caused [142]. Higher temperatures of 50-55◦C reduce the necessary
heating duration to 4-6 minutes. Immediate thermal damage of the cells can be ob-
served in the range of 60-100◦C. Histopathologically, temperatures in this range lead
to coagulation necrosis due to irreversible protein denaturation, damage to cytosolic
and mitochondrial enzymes, and the destruction of important protein structures of

1Tendency of cell to maintain a constancy of environment consistent with vitality and well being.
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the DNA [68]. Figure 2.2 shows a specimen of pig liver ablated ex-vivo without per-
fusion. Temperatures higher than 100-110◦C cause vaporization and carbonization
of the tissue. Carbonization of the liver is clearly visible around the applicator’s
active zone (dark tissue) in Figure 2.3. As a consequence, the tissue impedance is
increased which reduces the amount of inducible energy. Optimal temperatures for
RFA are of 60-100◦C for several minutes within the entire target volume.

Figure 2.2: Gross specimen of a pig liver after ex-vivo ablation without perfusion.
The central zone of high temperatures (greater than 60◦C) is created
immediately around the applicator’s active zone (electrode), and it is
surrounded by more peripheral zones of partially vital damage (45◦-
55◦C). Image courtesy of Celon AG, Berlin.

2.2.3.2 Tissue Characteristics

The physical tissue characteristics of the lesion and the surrounding anatomy also
have an influence of the effectiveness of the RF ablation therapy. The thermal and
electrical conductivity of the tissue influences the electric current and the distribu-
tion of heat, respectively. On the one hand, an increased thermal conductivity of the
tissue results in a faster diffusion of the heat, and thus, the energy may be increased
to achieve larger ablation zones. On the other hand, low thermal conductivity in-
creases the heating in the vicinity of the applicator’s active zone [106], particularly
if the tumor is surrounded by cirrhotic liver or fat. Also, the electrical conductivity
of lesion and background tissue influences the electrical field around the active zone.
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2.2.3.3 Blood Flow

In a living organism, the convection by means of blood flow leads to heat removal.
The vascularization of tumor and background tissue determines the amount of in-
ducible heat energy. Macroscopic vessels, larger than 1 mm in diameter, lead to the
so-called heat-sink effect [67]. The heat-sink effect may alternate the shape of the
ablation zone in direction of large vessels. Thus, vessels in the vicinity of the target
region increase the probability of incomplete tumor ablation due to possible vital
tumor cells adjacent to vessels (see Figure 2.3). In addition to the macroscopic ves-
sels, increased microperfusion of the capillary vasculature decreases the size of the
ablation zone and increases the duration necessary to achieve thermal ablation [105].

Figure 2.3: Gross specimen of a resected bovine liver after in-vivo ablation. The ap-
plicator’s active zone is located in the vicinity of a large vessel (� 5 mm)
which causes incomplete coagulation. Image courtesy of Kai Lehmann,
Charité University Hospital, Berlin.

2.2.4 RF Systems and Electrodes
Typical RF applicators are needle-shaped and have radii of 0.9 - 1.0 mm and overall
lengths between 100 - 250 mm, depending on the type and manufacturer. Com-
mercial systems encompass monopolar and bipolar applicators, different electrode
shapes (see Figure 2.6), and are available from 375 - 480 kHz [134].

2.2.4.1 Monopolar RFA

The principle of monopolar RFA is to create a closed-loop circuit consisting of
the RF applicator’s monopolar electrode, a large dispersive electrode (ground pad)
placed on the body, and the patient. The monopolar electrode and the ground pad
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are connected via cables to the generator. The RF generator creates the electric
current and allows to control the energy deposition by measuring the impedance
and temperature at the applicator’s active zone. Finally, the alternating electric
field is induced through the electrodes, whereby the patient acts as a resistor.

2.2.4.2 Multitined Expandable Electrodes

Multitined expandable electrodes can be found at monopolar RF applicators. It
consists of an array of thin electrodes (prongs), which can be expanded from the
larger needle cannula. During placement of the electrode, the prongs are folded
inside the applicator. Once the electrode is in position, the array is spread to the
array shape, and radiofrequency ablation may begin. Typically, after a first ablation
cycle, the prongs are folded up, the electrode is pulled back (10-15 mm), and the
prongs are expanded for further ablation. Two configurations of the array can be
found on commercial systems: the umbrella- and Christmas tree-shaped prongs.
Figure 2.4 illustrates an umbrella-shaped monopolar RF applicator.

Handle

Electrodes

Ablation Zone

Figure 2.4: Illustration of a monopolar RF applicator with a deployed array of
umbrella-shaped electrode prongs and typical ablation zone.

2.2.4.3 Internally Cooled Electrodes

An additional technique to increase the generator output, and thus the size of the ab-
lation zone, is to internally cool the electrodes. Direct heating around the electrode
is reduced to prevent the tissue from overheating and charring, which leads to an
interruption of the RF circuit. Hence, vaporization and carbonization is prevented.

2.2.4.4 Perfusion Electrodes

The idea of perfusion electrodes is to continuously infuse the tissue with fluid in
order to reduce the tissue resistance. Hypertonic saline is used to increase the
electrical conductivity and consequently increase the amount of induced energy.
The drawback of this method is the potentially unpredictable distribution of fluid
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in tissue. Because the direction of infusion can not be regulated, irregularly shaped
ablation zones can be observed [134].

2.2.4.5 Multiprobe Arrays

Another technique to increase the ablations zone is the combination of multiple
monopolar RF applicators. Due to multiple electrodes, the heat is less dissipated
[75]. The energy may be induced into the electrodes in parallel to facilitate an
additive heat diffusion [69], or the generator may automatic switch the electrodes
based on impedance spikes [99].

2.2.4.6 Bipolar and Multipolar RFA

In contrast to the monopolar applicator, the bipolar applicator consists of two elec-
trodes, separated by an isolator (see Figure 2.5). Because the electric energy is
supplied between those two electrodes exclusively, the tissue is heated around both
electrodes. Thus, no large dispersive electrode is required for a closed circuit. To in-
crease the ablation zone, up to three bipolar applicators can be placed close to each
other and simultaneously connected to a single generator [59]. In such a multipolar
setting, the electrical field is induced in a round-robin fashion between all possible
combinations, resulting in an extended ablation zone.

Electrodes

Ablation ZoneIsolator

Handle

Figure 2.5: Illustration of a bipolar RF applicator with corresponding ablation zone.
The two electrodes are separated by an isolator. The applicator shaft is
internally cooled resulting in the typical shape of the ablation zone in
the direction of the handle.

2.2.5 RFA of Liver Tumors
The human liver is the largest blood filtering organ. Due to the transport of cancer
cells in the bloodstream, particularly the liver is frequently affected by metastasis
of different tumor entities. RFA of liver tumors is clinically indicated if the tumor
is of less than 30 mm in diameter, multiple lesions (1-3 nodules) are scattered in the
liver, or a surgical resection is technically or medically contraindicated (10− 25% of
the patients) [133], e.g., due to the general constitution of the patient [122].

However, application of percutaneous thermal therapies are limited by the qual-
ity of imaging guidance and, in some cases, by anatomical risk structures as well
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Figure 2.6: Photograph of three RF applicators. From left to right: bipolar probe
(Pro-Surge R©, Celon AG), Christmas tree shaped probe (StarBurst R©, An-
gioDynamics), and umbrella shaped probe (LeVeen R©, BostonScientific).

as difficult access pathways [19]. The success of the therapy strongly depends on
the accurate placement of the RF applicators in order to destroy the complete le-
sion. Typically, the target volume includes a safety margin of approximately 10
mm around the tumor to handle uncertainties and microscopic clusters of cancer
cells around the visible tumor tissue. The local recurrence rates after RFA for
tumors with an intentional margin of 0 mm and 10 mm are 14.5% and 6.5%, re-
spectively [121]. Thus, for larger tumors (larger than 30 mm in diameter), a single
ablation my not be sufficient to entirely encompass the target volume [19]. In these
cases, multiple overlapping ablations (sequential ablation) or simultaneous use of
multiple applicators (multipolar ablation) may be required to successfully treat the
entire tumor and the surrounding safety margin.

Besides the choice of applicator type, the induced energy and the ablation dura-
tion affect the size of the resulting coagulation. Additionally, cooling blood vessels
in the vicinity of the RF applicator can lead to the heat-sink effect, which locally
decreases the size of the coagulation necrosis. A recent study [22] reports that the
initial treatment of secondary liver tumors larger than 25 mm has shown a high
local recurrence rate because of inaccurately placed applicators or the inability to
produce a predictable, large coagulation volume. Although complete destruction
of all cancer cells is of primary importance, sparing of healthy liver tissue is also
required. Compared with the conventional surgical resection, the advantage of ab-
lation therapies is to destroy only a minimal amount of healthy liver tissue. Also,
risk structures such as ribs, vessels or neighboring organs have to be considered for
determination of an appropriate applicator trajectory.
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2.3 The Graphics Processing Unit

The graphics processing unit (GPU) is a specialized processor for hardware-accel-
erated 3D graphics. GPUs are highly optimized data-parallel streaming processors
which are part of almost every personal computer (PC). GPUs are also used in
embedded systems, mobile phones, and game consoles. In contrast to the general-
purpose central processing unit (CPU), the GPU is very efficient at manipulation
computer graphics. More precisely, their highly parallel structure makes it partic-
ularly effective for algorithms, whereas processing of large data blocks is done in
parallel.

2.3.1 The Graphics Pipeline

The GPU hardware is designed to accelerate the generation of raster images from
a virtual scene description which is represented as polygonal meshes. This process
is called rendering. All GPUs implement the rendering of polygons as a pipeline
consisting of fixed pipeline steps. The input of the rendering pipeline is an ordered
stream of vertices. The rendering pipeline converts the vertices of the virtual scene
into a raster image consisting of pixels. Figure 2.7 illustrates the rendering pipeline
which can be grouped into three basic stages:

Vertex Processing. In the vertex program pipeline step, linear transformations of
the incoming vertices such as rotation, transformation and scaling are com-
puted in 3D space. Also, the vertices are transformed from model coordinates
into screen space (via world and camera space). The processing is done per
vertex and independent of the relation to geometric primitives. In the primitive
assembly step, the vertices are joined into geometric primitives such as points,
lines, and triangles. In the last step of the vertex processing stage, primitives
which are located outside of the visible volume are removed (Culling) and
primitives which intersect with the volume borders are subdivided (Clipping).
Also, x and y coordinates of the vertices are mapped to screen space (Viewport
Mapping). Finally, the processed primitives are handled over to the fragment
processor.

Fragment Processing. The rasterization step decomposes each incoming primi-
tive into a set of fragments, depending on the overlap of the underlying screen
space pixel. Thus, every fragment corresponds to a single pixel. Vertex at-
tributes such as position, color and texture coordinates are interpolated into
barycentric coordinates with perspective correction. The fragment program
computes per fragment the final color from interpolated vertex attributes and
texture coordinates.
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Compositing. The compositing is the final step of the rendering pipeline. The
frame buffer operations decide whether the incoming fragment must be dis-
played on screen or discarded. For instance, the depth test operation deter-
mines if the current fragment is occluded by a previous fragment at the corre-
sponding raster position using the depth buffer. The alpha blending operation
decides how the color of the incoming fragment is combined with the stored
color from the color buffer. Further operation are the alpha test and the stencil
test in order to discard fragments.

PixelsVertices Transformed 
Vertices

Shaded 
Fragments

Primitives Screen-Space
Primitives

Unprocessed
Fragments

Vertex 
Program

Primitive 
Assembly
Geometry 
Program

Clipping/Culling
Viewport 
Mapping

Rasterization Fragment 
Program

Frame Buffer 
Operations

Vertex Processing Fragment Processing Compositing

Figure 2.7: Overview of the programmable rendering pipeline. Illustration adapted
from [72].

2.3.2 GPU Programming
All stages of the rendering pipeline can be controlled by several parameters. In
order to substitute processing parts of the fixed-function pipeline, so called shader
programs, user written micrograms, can be customized. The following steps can be
substituted:

Vertex program. A vertex shader is a main function which is called for each in-
coming vertex. Only vertex attributes such as position, color, texture coordi-
nate can be alternated. The vertices computed by vertex shaders are typically
passed to the primitive assembly step or geometry program.

Geometry program. A geometry shader is a main function which takes a set of
vertices as input from the vertex shader’s output, then generates geometric
primitives such as triangles, lines, or points. Geometry shaders can add and
remove vertices in order to procedurally generate geometry.

Fragment program. A fragment shader is a main function which is called for each
incoming fragment. Fragment shaders calculate the color and alpha value of
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individual pixels after rasterization of the primitives. They are typically used
for shading and related effects.

At the beginning of the pipeline, attributes can be attached to every vertex and
are copied to input registers. During execution of the shader, the attributes are
read from the input registers. Constant parameters in a shader program are typi-
cally declared as uniform variables. Those parameters are primarily used to adjust
the shader program from outside without the need to re-compile the shader code.
Varying variables are output parameters of the vertex program which are interpo-
lated for every fragment by the rasterization step and subsequently forwarded to
the fragment processor. They represent parameters which vary over the primitive.
In contrast, uniform variables are constant for a primitive and can be read in all
programs. Furthermore, all programs can read parameters of the OpenGL state
such as light source or material parameters. Figure 2.8 illustrates the input and
output parameters of the programmable vertex, geometry and fragment processor.

per-fragment operationper-vertex operation

Vertex Processor
(Execute vertex shader)

Geometry Processor
(Execute geometry shader)

Fragment Processor
(Execute fragment shader)

Vertex Input 
Attributes

Position
Color

Normal
Texture coordinates
uniform parameters

Fragment Output 
Attributes

Color
Depth

Interpolated 
Attributes

Position
Color

Texture coordinates
user-defined varying

OpenGL-State
uniform parameters

textures

Figure 2.8: Overview of input and output parameters of vertex, geometry and frag-
ment processor.

Typically, shader programs are implemented in specialized high-level program-
ming languages. Various high-level programming languages are associated with dif-
ferent graphics APIs (application programming interfaces), which provide several li-
braries of data types and operations. Common used languages are the OpenGL shad-
ing language (GLSL) [148], which is the high level shading language for OpenGL [124],
the High Level Shading Language (HLSL) for DirectX [30], and C For Graphics
(Cg [110], runs on NVidia hardware only) for both, OpenGL and DirectX. Since the
DirectX is a proprietary API for Microsoft platforms, GLSL is the only operating
system and graphics board independent shading language.
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2.4 Direct Volume Rendering

Direct volume rendering (DVR) was introduced by Drebin et al. [50] and, in addition
to traditional 2D slicing, is now available in almost every medical workstation. It
calculates how emitted light is absorbed and scattered along the transport through
the volume to the observer. Particularly, GPU-based approaches allow for interactive
rendering on consumer graphics hardware [71]. A comprehensive overview including
theoretic details on volume rendering can be found in [72].

2.4.1 The Volume-Rendering Pipeline

The calculation of the light transport through the volume can be separated into
several steps of a pipeline – the volume-rendering pipeline (see Figure 2.9). The
following pipeline steps are typically present in common volume-rendering methods:

Sampling. In the first step, sampling positions are chosen along the ray through
the volume. For every sample position the corresponding value of the volume is
fetched. The samples serve as the basis for the discretization of the continuous
light transport through the volume into ray segments.

Interpolation. Since the sampling positions usually differ from the grid points, a
continuous 3D field has to be reconstructed in order to obtain the data values
for the sample positions. In case of volume rendering, trilinear interpolation
is commonly used for fast reconstruction of the uniform grid.

Classification. Scalar volume data represent a volume by density or other at-
tributes at the sample position. Optical properties are commonly not given.
Classification maps the values of the volume data to optical properties of the
light transport and allows to distinguish different structures or materials in a
volume. Typically, classification is based on transfer functions which assign
optical properties using color C and opacity α.

Shading. Volume shading can be obtained by illumination of the volume samples
from external light sources. The color values of the sample position is alter-
nated according to the chosen illumination model. Local illumination models,
such as the Phong reflection model [29], are utilized which calculate the shaded
color value using the gradient of the scalar field.

Compositing. The iterative computation of the discretized viewing ray segments
is called compositing. The iteration is performed along all samples of the
ray through the volume, whereas the current destination color value Cdst is

21



Chapter 2. Fundamentals

calculated by the previous source color value Csrc and source opacity value
αsrc. In the case of Back-to-Front compositing, it is calculated with:

Cdst ← (1− αsrc)Cdst + αsrcCsrc. (2.1)

In the case of Front-to-Back compositing, it is calculated with:

Cdst ← Cdst + (1− αdst)αsrcCsrc,

αdst ← αdst + (1− αdst)αsrc.
(2.2)

Sampling Interpolation Classification

Volume Data

Shading Compositing

Transfer 
Function

Gradients &
Lightsources Final Image

Figure 2.9: Overview of the volume-rendering pipeline.

2.4.2 GPU-Based Volume Rendering
Although modern programmable GPUs are designed to render faces and vertices,
they are well-suited for real-time volume rendering. The aim of real-time volume
rendering is to allow adjustment of parameters such as view point or transfer func-
tion within interactive frame rates. Particularly, two approaches are widespread for
rendering of medical volume data:

• 3D texture slicing, an object-order approach2, which decomposes the object
into geometric primitives. Typically, a proxy geometry of planar polygons
oriented in view direction is used.

• Ray casting, an image-order approach3, which directly evaluates the accumu-
lated color and opacity from the ray segments. The proxy geometry is a simple
cube representing the border of the volume.

Figure 2.10 illustrates the principle of 3D texture slicing as well as ray casting. The
following paragraphs outline the implementation of the above mentioned volume-
rendering pipeline utilizing the GPU:

Sampling. 3D texture slicing algorithms create the sample positions by intersec-
tion of the planar polygons with the viewing rays through the volume (see
Figure 2.10 (a)). The geometry is positioned according to the samples and ap-
propriate texture coordinates are generated in order to sample the 3D texture

2Object order algorithms iterate over the elements in the scene to be rendered
3Image order algorithms iterate over the pixels in the image to be produced
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Figure 2.10: Image (a) illustrates the principle of 3D texture slicing. The samples
are positioned at the intersections of planar polygons with the viewing
rays. Image (b) illustrates the principle of ray casting whereas the
samples are positioned along the viewing rays.

in the vertex shader. After rasterization, the interpolated texture coordinates
in the fragment shader correspond with the sample positions in the 3D vol-
ume. In contrast, ray-casting algorithms set up the viewing rays by generation
of entry and exit points using the cube proxy geometry. In the ray-casting
loop of the fragment shader, the view rays are traced through the volume
and the volume data is resampled to discrete positions along the rays (see
Figure 2.10 (b)).

Interpolation. In both methods, the volume data is usually reconstructed with the
trilinear interpolation of 3D textures on the GPU. Advanced filtering methods
may be implemented in the fragment shader.

Classification. The volume data is classified using transfer functions, which are
represented as textures. Typically, color and opacity values are computed by
sampling of transfer function textures in the fragment shader.

Shading. Illumination of the volume samples is calculated in the fragment shader
by evaluation of the used local shading model. The required normals are
obtained with gradients of the scalar volume, either with on-the-fly gradients
calculated using central differences, or with a pre-calculated gradient texture.

Compositing. Slicing algorithms utilize the alpha blending operation of the frame
buffer. Alpha blending specifies the final pixel color by combination of color
and opacity value from the incoming fragment (source) with the stored frag-
ment (destination) from the buffer. In contrast, ray casting updates the previ-

23



Chapter 2. Fundamentals

ously accumulated color and opacity values according to Front-to-Back com-
positing (see Equation 2.2) in the ray-casting loop.
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3
Workflow for Interactive

Planning of RFA

Very simple ideas lie within the reach
only of complex minds.

(Remy De Gourmont)

The success of a tumor treatment depends considerably on the pre-inter-
ventional planning of the RFA. In this chapter, a workflow allowing for
interactive visualization and image-processing, which is designed to guide

the physician in planning the intervention for clinical practice, is presented. In or-
der to support the physician with spatial information of pathological structures as
well as the finding of trajectories, 2D slice and 3D volume visualization techniques
for interactive planning of RFA are proposed.
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3.1 Introduction

In clinical practice, the RFA therapy is most frequently planned using 2D slices of the
planning scan. Because the therapy is performed in 3D space, the identification of a
therapy that considers the criteria discussed in Section 2.1.1 can be demanding using
2D slice visualizations alone [85]. Typically, a trajectory is determined using simple
ruler or annotation tools, and the expected ablation zone is mentally estimated by
the physician. Hence, the process of therapy planning may significantly benefit from
computer assistance. Particularly, combined 2D and 3D visualizations allow for a
better understanding of the individual patient anatomy. To support the physician in
determination of a suitable intervention strategy, additional planning information,
such as results of segmentation tasks as well as the integration of virtual applicator
models, may also be considered.

Another aspect is to perform the planning within a few minutes. Planning the
optimal placement of the applicator immediately before the intervention, while the
patient is under anesthesia and the planning scan is acquired, results in the require-
ment for a fast planning workflow. Thus, a typical application of a radiological
workstation with its numerous tools can not be considered due to its complex han-
dling. In contrast, workflow-based software support may guide the physician in
performing the necessary and actually required steps for planning the intervention
as quickly as possible.

In this PhD thesis, interactive visualization techniques are presented to support
the physician in planning of the RFA. The visualization techniques are embedded in
a workflow oriented application, designed for the use in clinical practice. Further-
more, three-dimensional applicator models of different manufactures combined with
corresponding ablation zones, as specified in homogenous tissue by the manufactur-
ers, are presented to estimate the amount of cell destruction caused by ablation. In
order to support the estimation of the ablation zone with respect to the heat-sink
effect of the cooling blood flow, a numerical simulation of the heat distribution is
also provided. Besides the 2D slice visualization, a volume rendering is integrated
to support the physician with spatial information of pathological structures as well
as the determination of appropriate trajectories without harming vitally important
tissue. A visualization method which automatically defines a transfer function for
emphasizing liver vessels without the need of a segmentation mask is integrated.
Insufficient visualization results of the displayed vessels caused by low data quality
can be improved using local vessel segmentation. Also, an interactive segmentation
technique of liver tumors is provided to allow for the volumetric measurement and
visualization of pathological tissue combined with anatomical structures.

The outline of this chapter is as follows: In Section 3.2, related work in the
field of planning of radiofrequency ablation is discussed. Section 3.3 describes the
proposed workflow of the planning software. In Section 3.4, the developed 2D slice
visualizations are illustrated. Interactive volume visualizations are presented in
Section 3.5. Results are discussed in Section 3.6, and the conclusion of the proposed
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methods is provided in Section 3.7.

3.2 Related Work

Treatment planning tools for thermal ablations are an active field of research since
several years. The majority of the related works focus on visualization or image
processing methods. Particularly 3D surface rendering techniques have been inves-
tigated to support the physicians. Because surface reconstructions are based on the
classification of object boundaries in image data, segmentation methods have been
developed. Only few publications address the issue to integrate all these methods
in a suitable planning application designed for clinical practice.

A software tool for preoperative simulation and planning of tumor ablation, in-
cluding radiofrequency, laser and cryoablation is presented by Butz et al. [38]. In this
tool, virtual ablation devices can be visualized within the 3D scene together with
surface models of the tumor, main vessels, gallbladder and bones. The visualized
ablation devices include a cryo-probe model with an elliptic iceball and radiofre-
quency clusters, consisting of three needles with a spherical ablation zone. Standard
functionalities such as MPR views of 2D slices are also included.

Villard et al. [176] describe a treatment planning tool for RFA of hepatic tumors.
In this planning tool, the liver, vessels, pathologies, and surrounding organs are
automatically segmented [164] and visualized utilizing surface rendering. Within the
3D scene, virtual applicator models with idealized ellipsoidal regions of coagulation
can be placed and manipulated interactively by the user. Nevertheless, 2D slice-
based visualization techniques are not considered.

McCreedy et al. [111] present a registration, segmentation, and fusion tool for
RFA treatment planning. In this software, the liver, vasculature and lesions can be
semi-automatically segmented in 2D slice viewers. Those objects are visualized as
surface models within a volume rendering. Also, virtual RF applicator models of
various manufacturers, and the corresponding expected regions of coagulation are
rendered as surface models. However, visualization of applicators and ablation zones
in 2D viewers is not discussed.

Weihusen et al. [179] present a workflow-oriented software platform for image
guided RFA. Using this assistant, tumor lesions can be segmented semi-automatically.
Furthermore, RF applicators models are visualized in 2D and 3D viewers. The cor-
responding ablation zone can be numerically simulated incorporating the cooling
effects of nearby vessels [96]. The resulting ablation zone is visualized in 2D viewers
as an image mask and in a 3D rendering as a surface model.

Zhai et al. [187] present a preoperative surgery planning method for microwave
ablation. In their work, the region of coagulation is simulated in an interactive
way using GPU-accelerated visualization techniques. The coagulation is visualized
together with the probe in 2D slices as image overlay and in 3D as a surface model
in combination with anatomical volume rendering. However, risk structures such as
hepatic vessels or lungs are not visible in the volume rendering.
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Other works focus on automatic access path proposals for RFA [156, 158] and
visualization of safe access paths in slice views and volume renderings [155, 87]
based on geometric optimization. The Biopsy Planner [80] is a system for the
visualization, analysis, and validation of biopsy needle pathways. The system uses
a multi-level approach for identifying stable needle placements which minimize the
risk of hitting blood vessels.

3.3 Workflow-Based Software Support

The basic contribution of this chapter is the identification of requirements to op-
timize the workflow of a RFA planning software. The following requirements are
determined after discussions with medical experts:

• A multi-viewer layout is required in order to display the patient data set with
different planar reformations and spatial volume rendering.

• Intuitive handling of virtual objects such as RF applicator models, annotations
and measurements has to be facilitated.

• The application has to guide the user in performing the required processing
steps.

• Complex and time-consuming processing tasks have to be avoided.

To match with these requirements, the graphical user interface (GUI) is subdi-
vided into three areas, the viewer area, the object navigator, and the workflow tab.
The viewer area contains four viewers, whereas the large main viewer is typically
used for display of the axial slice. The three smaller viewers draw the sagittal and
coronal slice and a volume rendering of the target region. The content of the viewers
may be switched by drag & drop interaction, e.g. to display the volume rendering
in the main view. Also, each viewer can be enlarged to fullscreen mode in order to
fully exploit the screen resolution. Beside familiar annotations, a 2D slice viewer
contains an additional smaller viewer in the upper left corner, the Mini-Map, an
overview visualization which is well-known from computer games. It is enabled if
the viewer displays only a subset of the current slice (i.e. the view is zoomed in)
and shows the complete slice with corresponding subview. Figure 3.1 illustrates the
basic concept of the software assistant’s GUI.

The object navigator allows for intuitive handling of multiple objects such as
images, RF applicators, annotations, measurements, segmentation masks, which are
represented in a list and persistently stored in a data base. The objects can be
selected, hidden and deleted using the navigation tool. To allow the physician a fast
exploration of the available objects, the 2D viewers show the corresponding slice of
the selected object and a region of interest (ROI) for a preview volume rendering is
generated.
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The workflow of the software assistant is represented in a vertical tab view, the so
called workflow tab. Utilizing the tabs, the user is guided through the workflow steps
of the application in a top-down manner. Every tab represents a single workflow
step, i.e. tumor segmentation, probe placement, vessel segmentation, and numerical
simulation. Available parameters are placed in the parameter box of each tab. The
following sections outline the integrated workflow steps.

Main Viewer
default: axial

Viewer 1
default: sagittal

Viewer 2
default: coronal

Viewer 3
default: preview 3D

Workflow Tabs

Object Navigator

Tumor Segmentation

Probe Placement

Vessel Segmentation

Numerical Simulation

Drag & Drop
switch content

Parameter Box

• Images
• Lesions
• RF Applicators
• Vessels
• Annotations
• Measurments

Mini-Map

Figure 3.1: Illustrative description of the GUI and workflow concept for the planning
software assistant. The GUI is divided into three areas, containing the
viewers, the object navigator list view and the workflow tabs.

3.3.1 Tumor Segmentation

To support the physician with quantitative knowledge of the target region, a tumor
segmentation is the first step of the planning workflow. The segmentation method
employed here is a morphology-based region growing algorithm described by Moltz
et al. [120]. This algorithm requires only a stroke across the lesion from the user and
has proven to achieve robust segmentation results on different tumor entities and
image noise levels within 1-3 seconds. To adjust the shape of the lesion, a manual
correction of the segmented mask is provided. The tumor mask can be corrected
in order to adjust the regularity of the shape. Also a lesion rim can be added and
removed, respectively. After application of a correction, the segmentation mask is
immediately updated.
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If the physician is not satisfied with the automatic lesion mask, the tumor can be
manually contoured in several 2D slices. Subsequently, the contours are interpolated
by computing a 3D implicit function that describes a surface [78], and this surface
is scanned using a recursive marching-cubes algorithm [109]. The resulting surface
is rasterized to a binary image mask. Depending on the lesion’s shape, an accurate
mask is generated even with few contours.

Segmented lesions are maintained using the object navigator. Every lesion mask
is represented as persistent lesion object in the data base. In the navigation view, all
lesion objects are listed with name and voxel volume in milliliter. Lesion objects can
be selected, hidden, and removed from the data base. Hiding and deleting a lesion
object results in hiding and removing the corresponding lesion mask, respectively.
If a lesion object is selected, the correlated lesion mask is highlighted and shown in
the 2D viewer by selecting the corresponding slice of the image slice stack.

3.3.2 Probe Placement

RF applicator probes of different manufacturers are visualized by corresponding
virtual surface models, which can be placed and moved within the scene in 2D as
well as in 3D. The location of an applicator model is determined by a pair of spatial
coordinates defining the position at the center of the applicator’s electrode, and a
second position at the applicator’s handle. With those two coordinates, position
and direction vector of the probe are defined. The coordinates can be separately or
collectively positioned by the user to move the applicator within the scene. Also,
the RF applicator can be intuitively moved in shaft direction to simulate needle
tract ablation (i.e. pulling the electrode back during ablation) known from clinical
practice.

In addition to the applicator, the corresponding ablation zone, which is centered
at the applicator’s electrode, is also visualized in 2D as well as in 3D. The ablation
zone is represented as an ellipsoid showing the region of complete cell destruction
in homogeneous tissue, which is specified by the RF applicator vendors. It allows
a visual estimation whether the expected coagulation zone of the RF applicator is
large enough for complete tumor ablation.

Every RF applicator with corresponding ablation zone is represented in the above
mentioned object data base, whereas an ablation zone object is a child of the cor-
responding probe object. Furthermore, RF applicator and ablation zone objects
may be hidden, removed or selected in the object navigator, whereas the current
applicator type is listed. If an applicator is selected by the user in the 2D slice view,
the corresponding object is also selected in the list view. By this, the physician is
able to optimize the placement of multiple applicators in an intuitive manner.

30



3.3. Workflow-Based Software Support

3.3.3 Vessel Segmentation

The vessel segmentation is an optional step which is not required for placing or visu-
alizing probes with corresponding ablation zones. It is mainly required for extracting
vascular structures which have to be considered in the numerical simulation. The
vessel segmentation is a semi-automatic algorithm, which works in a local region of
interest, specified by the user by mouse-clicking into one vessel. The algorithm is
based on a Bayesian vessel extraction [188] and typically runs less than two seconds
to extract a vessel located in a ROI of 643 voxels. Segmentation parameters such
as the background threshold may be manually adjusted by the physician. Com-
plex vessel trees can be manually composed by multiple clicking into different vessel
branches. Utilizing the representation of vessel objects in the object navigator, vessel
segments may be hidden or deleted by the user.

3.3.4 Numerical Simulation

Due to the patients’ individual anatomy, where tumors can be located in the vicinity
of vessels, the cooling of the blood flow should be considered in RFA planning [121].
As a consequence, an ellipsoidal ablation zone of constant diameter can not be
expected in clinical practice [108]. Because the manufacturers description of the
ablation zone does not incorporate the heat-sink effects, a numerical simulation
is also integrated into the workflow. The computation of the heat distribution is
based on a FEM-Method [96] and incorporates the characteristics of the chosen
RF applicator type as well as the neighboring vascular structures. Also, the heat
distribution is handled in the object navigator data base allowing to control visibility
and persistence. Thus, different electrode configurations may be simulated and
compared with each other by the user.

For consideration of cooling effects, the vessel segmentation has to be performed in
the previous workflow step. Due to the high effort to solve the complex mathemati-
cal equations, the calculation typically takes around 5-10 minutes on a computation
domain resolution of 653 nodes and an ablation duration of 5-10 minutes. Only
needle-shaped RF applicators are considered because the calculation effort for mul-
titined expandable electrodes is too high for clinical practice due to the necessary
higher resolution of the computation domain to sample the small expandable elec-
trodes. Nevertheless, multipolar RFA of up to three bipolar electrodes is supported
by the simulation system. In such a setup, the electric current is simulated between
all possible electrode configurations as described by the generator vendor. A de-
tailed description of the mathematical background on numerical simulation of the
ablation zone is given in the following chapter.
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3.4 Interactive Slice Visualization

For planning of RFA, 2D slice representations of three-dimensional data set are
commonly used in clinical practice. Thus, visualization methods to overlay the
objects onto the anatomical image data are presented. Supplementary to the familiar
representation with its axial, sagittal and coronal views, two orthogonal multi-planar
reformatted (MPR) views are also integrated in order to allow fast exploration of
tissue in the vicinity of the applicator electrode. The first MPR view is oriented
along the applicator axis and can be rotated 360 degrees around the applicator. The
second MPR view shows the image data perpendicular to the applicator axis and
can be sliced from shaft to target. The advantage of the MPR views is that risk
structures in the vicinity of the electrode can be intuitively explored, even if the
applicator is not placed in plane (double angulated placement).

3.4.1 Contour Rendering of Segmentation Masks
The segmentation masks for lesions and vessels are represented as volumetric over-
lays on top of the anatomical image. To further emphasize the shape of the segmen-
tation mask, contours are also drawn at the mask’s boundary (see Figure 3.4). The
contours are displayed with the same color as the overlay, but with higher opacity.
Technically, the contour is calculated by detecting the edge from a 4-neighborhood
of the image mask utilizing a dilation operation [118].

In the case of the tumor mask, an additional contour can be drawn to visually
represent the safety margin of the target region, which is typically taken into account
for placing the RF applicator. For that, a Euclidean distance transform (DTF) from
the lesion mask is calculated. The contour is calculated by evaluating the distance
threshold of the safety margin.

3.4.2 Visualization of Ellipsoidal Ablation Zones
To visually estimate the amount of cell destruction caused by ablation, an interactive
rendering of ablation zones is integrated in the 2D slice visualization. The coloring
of lesions located in the ablation zone is changed in order to emphasize the area of
destruction.

Technically, for each voxel it is computed if the voxel’s position xxx is inside or
outside of the ellipsoid (see Figure 3.2). For that, an implicit function of the ellipsoid
is utilized. The result of implicit equation is negative if xxx is inside the ellipsoid and
positive outside:

f(xxx) = |xxx− xxx0 +
rmin − rmax

rmax

v̂vv(v̂vv · (xxx− xxx0))|2 − r2
min (3.1)

where xxx0 denotes the middle point, rmin is the minimal radius of the ellipsoid and
rmax is the maximal radius along orientation vvv. The calculation is performed in
a shader program on the GPU. A detailed technical description of the used shader
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framework and implementation of ablation zone rendering can be found in Chapter 7
of this PhD thesis.

rmin

rmaxvxoRF applicator

ablation zone

Figure 3.2: An illustrative description of an RF applicator and corresponding abla-
tion zone where xxx0 denotes the middle point, rmin is the minimal radius
of the ellipsoid and rmax is the maximal radius along orientation vvv.

In order to treat lesions larger 3 cm in diameter, positioning of multiple RF appli-
cators around the lesion is an alternative ablation procedure in clinical practice [59].
To support multiple ablation zones, the union of all visible ellipsoids is computed,
which means that every voxel location has to be tested wether it is inside of the el-
lipsoids. For that purpose, applicators as well as ablation zones can be interactively
created, removed or manipulated by the user. Figure 3.3 shows a slice visualization
of a placed RF applicator, segmented lesion and surrounding vessels. The lesion’s
color is modified for voxels inside of the ablation zone.

Figure 3.3: Superimposed visualization of the ablation zone of a RF applicator
(Olympus ProSurgeTM150-T30). Tumor voxel inside of the ablation zone
are colored in yellow, outside in blue.
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3.4.3 Contour Rendering of the Coagulation Necrosis

The output of the numerical simulation is a three-dimensional heat distribution
around the applicator’s electrode. In 2D, the simulated thermal necrosis image is
represented as a color-coded temperature map. The goal of the temperature vi-
sualization is that the physician is able to verify whether the necessary heat for
complete tumor ablation can be reached with the current electrode placement or
not. According to the color scheme described by Ahmed et al. [19], tissue which
is located in the zone of immediate irreversible cell destruction is colored in red,
i.e. temperatures of more than 60◦C. Coagulation zones of incomplete destruction
are colored in orange and in yellow. The orange contour denotes tissue which will
be coagulated after 4-6 minutes (50◦C). The yellow contour represents tissue which
takes more than several hours at 43◦ for complete cell destruction. To emphasize the
temperature boundaries, contours are calculated similarly to the above mentioned
description and superimposed onto the anatomical image. The calculation of the
necrosis image is interactively updated for every calculated time step, but the com-
plete simulation has to be re-computed if any geometric parameter, such as electrode
position or vessel mask, is changed. Figure 3.4 shows the simulated necrosis image
of two bipolar RF applicators.

Figure 3.4: Superimposed visualization of the simulated thermal necrosis image from
two bipolar RF applicators (Olympus ProSurgeTM150-T30). The critical
area of incomplete tumor coverage is caused by the nearby vessel’s heat-
sink effect.
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3.5 Interactive Volume Visualization

Besides the 2D representations as described in Section 3.4, an additional three-
dimensional volume rendering is integrated for a spatial view of the scene and all
computational results, which helps physicians like surgeons or gastroenterologists
planning an RFA procedure more intuitive than only by slicing in 2D.

3.5.1 Anatomical Volume Rendering

The anatomy is visualized as three-dimensional direct volume rendering (DVR) using
the possibilities of modern graphics hardware [182]. The goal of the anatomical visu-
alization is to allow a fast recognition of potential risk structures such as liver vessels.
Also, landmarks such as skin or ribs can be determined for optimal placement of
RF applicators. Due to the clinical requirements, accurate but time consuming seg-
mentation procedures and subsequent 3D reconstructions to surface meshes are not
taken into account. To avoid segmentation of the complete vascular tree and other
anatomical structures for visualization, the patient’s anatomy is directly represented
in a volume rendering and classified utilizing a transfer function. Nevertheless, the
difficulty in displaying anatomical structures such as vessels and lungs together by
volume rendering is to set up an appropriate transfer function. A common trial and
error procedure is to define it in a transfer function widget [135]. This method is not
suited due to the difficult and time consuming manipulation process to set up the
transfer function. Another interaction method is windowing, known from medical
workstations. Using windowing, the width and center of a ramp transfer function
is manipulated using mouse movement along x and y coordinates in the viewer.
The drawback of windowing is that the related ramp transfer function limits visual
separation of multiple structures with different intensities. For instance, vessels and
lungs can not be visually separated (see Figure 3.5 (a)).

To overcome this issue and to allow a fast exploration of the data set, an appropri-
ate transfer function is automatically calculated. The basic idea, which is originally
published by Schwier et al. [157], is to set up a 1D transfer function according to the
intensity distributions in the liver parenchyma. The input image for this method is
a contrast-enhanced venous phase CT image of the liver. Due to its robustness to
noise and varying intensity distributions, the fuzzy c-means (FCM) clustering [27] is
utilized to determine adequate grey value thresholds in the image. The thresholds
are used to set up the 1D transfer function for the volume rendering that emphasizes
liver vessel structures. In this work, this method is advanced with the possibility
to pre-define an arbitrary transfer function with several control points. Thus, liver
vasculature as well as soft tissue such as lungs can be classified with a single 1D
transfer function (see Figure 3.5 (b)). The automatic method adjusts only control
points which contribute to the intensity range of the liver vasculature. A windowing
functionality allows to independently change the transparency of the liver vessels
and lungs. To save computation time, the clustering is applied in a local region of
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Figure 3.5: In (a) the contrast and alpha window of the volume rendering is manually
set by the user; (b) shows the rendering with automatically determined
transfer function. Pulmonary structures and other soft tissue organs
such as skin and intestine are visible, too.

interest (ROI) around the selected tumor. The clusters are only calculated in the
ROI but the final transfer function is used for the volume rendering of the whole
data set.

3.5.2 Probe Target View
The general drawback of a three-dimensional view is the determination of a good
view point by mouse interactions of the user. To explore possible intersections of the
applicator’s trajectory with risk structures, the view may be rotated several times
due to occlusion of anatomical structures. A solution for that issue is presented with
the target view. Inspired by the well-known dart board, the target view displays the
trajectory from incision point at the patient’s skin to the target region, i.e. the tumor.
Technically, the two spatial coordinates of the current RF applicator are used to
define an orthographic projection of the vessel enhanced volume rendering including
the lesion mask. If the applicator is moved, the target view is updated interactively.
In contrast to the single slice of the MPR view, all anatomical structures along the
trajectory are visible. To ease the interpretation of the target view, circled labels
are drawn within 10 mm distance on top of the rendering. The red dot at the center
illustrates the target, just like the Bullseye of the dart board. Figure 3.6 shows a
volume rendering of the target view. It is clearly visible that the current trajectory
is placed in the vicinity of liver vessels. Hence, this applicator’s placement would be
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risky to harm vascular structures.

Figure 3.6: A volume rendering of the target view. The chosen trajectory passes
between several liver vessels with small distance (less than 3 mm).

3.5.3 Visualization of Tumors and Ablation Zones
To allow for exploration of the spatial relations around lesions, the segmented tumors
are also integrated into the three-dimensional volume rendering [73]. In contrast to
representing the tumors as surface meshes, they are loaded into the renderer as
additional volumes, facilitating the tumors’ color to be changed depending on the
coverage with the ablation zone. For a good perception of shapes and spatial rela-
tions, the tumors should look natural. Natural appearance of anatomical structures
refers to the smoothness of the surface [Moench:2011fk]. Also, sharp feature edges,
as visible in direct visualization of binary masks, attract the observers attention and
could disturb the perception. For natural visualization, each binary tumor mask
is smoothed using a Gaussian diffusion filter with a noise level of σ = 0.75. The
smoothed data set of the tumor is loaded into the volume rendering and is classified
using a sigmoid transfer function

s(x) =
1

1 + e
x−c
w

(3.2)

where w denotes the width and is set to w = range
32

, range denotes the data range
of the transfer function and c denotes the center and is set to c = w ∗ 0.5. To
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further enhance the spatial shape of the tumors, volume shading is enabled. For
that, gradients, which are needed for volume shading, have to be computed using a
Sobel filter as a pre-processing step. Figure 3.7 shows the visualization of un-shaded,
un-smoothed, and smoothed-shaded segmentation mask. Due to the application of
the sigmoid transfer function on the smoothed tumor, the maximum tumor diameter
as well as the volume may slightly change. Since the visualization is not used for
quantification, the error is neglectable.

(a) (b) (c)

Figure 3.7: In (a) the tumor is rendered as a simple mask. In (b) the tumor is
visualized using volume shading. Image (c) shows the shaded volume
rendering of the smoothed segmentation mask.

Because the tumors are part of the volume rendering, the same calculation as
illustrated in Section 3.4.2 is used for the visualization of the ablation zones. Also,
the color of lesion masks inside of the ablation zone is changed. To further emphasize
tumor voxel outside of the ablation zone, a silhouette is drawn at the boundary of the
ellipsoid. In contrast to the 2D slice rendering, the ablation zones are transparently
represented to allow for exploration of embedded lesion structures (see Figure 3.8).
Since the shape of ellipsoids is well-known, the loss of depth perception introduced
by the use of transparency can be neglected.

3.5.4 Iso-Hull Visualization of the Coagulation Necrosis
In 3D, the numerically computed necrosis image is visualized utilizing three-dimen-
sional iso-hulls, which are integrated into the anatomical volume rendering. Ac-
cording to the two-dimensional visualization, three transparent hulls are rendered
utilizing Gaussian distributions in the transfer function for classification of the iso
values. Due to the high slope of the Gaussian peaks and the low resolution of the
heat image data, the transfer function is sampled using a pre-integrated lookup ta-
ble [53] allowing for smooth rendering of the shaded hulls (see Figure 3.9). The red
hull represents the lower threshold of temperatures higher than 60◦C, orange higher
than 50◦C, and yellow higher than 45◦C. Thus, the physician is able to interpret
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Figure 3.8: Two RF applicators are positioned into a tumor. The color of the tumor
is yellow if it is located inside the ablation zone and blue outside. Sil-
houettes are drawn at the tumor’s boundary to emphasize regions, which
will potentially not be ablated.

the simulation result with respect to the spatial relations in 3D. Particularly the
heat-sink effects and the corresponding blood vessels, which influence the thermal
necrosis, are intuitively explorable.

3.6 Results and Discussion

Clinical partners use the software assistant with integrated methods for scientific
projects and clinical evaluations. Informal feedback was collected after discussions
with the medical experts. They regard the methods as helpful for planning of com-
plicated interventions, particularly if multiple RF applicators are used or in-plane
placement is not possible. Furthermore, most of the respondents judge that the
proposed technique for the ablation zone visualization provides faster recognition
of potentially untreated tumor tissue compared with slice visualizations alone. Ac-
cording to the 3D visualization, a required adaption of the access path as well as
the rapid detection of risk structures along the trajectory is reported as intuitively
achievable.

The volume rendering method with automatically determined transfer function
enables a 3D visualization of anatomical structures such as bones, vessels, and lungs,
without segmentation and thus facilitates an immediate spatial view of the planning
situation. Also, pulmonary structures can be distinguished, which is important to
prevent harming these structures during electrode placement. To assess the value
of the technique, the visual quality of several volume rendered vessel systems with
corresponding convolution surface visualizations of manually segmented vasculature
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Figure 3.9: Iso-Hull visualization of the simulated thermal necrosis image from two
bipolar RF applicators (Olympus ProSurgeTM150-T30) and the used
Gaussian transfer function. The corresponding 2D slice visualization
can be found in Figure 3.4.

were compared. A good visual quality is defined as a visualization of all vessels with
a diameter of more than two millimeter. Vessels smaller than two millimeters are no
substantial risk structures for radiofrequency ablation [22]. The manual segmenta-
tion [153], which is part of an extensive vasculature analysis for oncological surgery
planning, was done by medical technical assistants with high amount of expertise
and is thus considered as the ground-truth here. The time effort for the manual
segmentation process ranges from 10 minutes for image data with good image con-
trast to 40 minutes for image data with bad image contrast or strong anatomical
deformations. Depending on the CT image quality such as noise, contrast and
resolution, it is possible to achieve a visual quality which is close to the convolu-
tion surfaces visualization for segmented vasculature (see Figure 3.10). Moreover,
if accurate segmentation masks of vessels are not available, even vessels with minor
visual quality may support the physician with important anatomical information for
radiofrequency planning.

The robustness of the automatic transfer function calculation depends mainly on
two parameters: the contrast between vessel structures and the liver parenchyma
as well as the noise in the CT image, i.e. the concept of Contrast-to-Noise Ratio
(CNR). On the one hand, if the contrast is very high, a good visualization is achiev-
able with high noise in the image. At the other hand, if the noise in the image
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(a) (b)

Figure 3.10: Image (a) shows the combined visualization of bone structures using
volume rendering and of vessels using convolution surfaces. In (b) the
same data set is visualized with our automatic rendering technique.
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Figure 3.11: The mean and standard deviation of liver parenchyma as well as ves-
sel structures subject to the standard deviation σ of the added Gaus-
sian noise. At a noise level of σ = 17 the standard deviation of liver
parenchyma and vessel structures begin to overlap (see Figure 3.12 (b)
and at σ = 44 the standard deviations cross the mean values (see Fig-
ure 3.12 (c).
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is low, a good visual quality is also possible with low contrast. This is caused by
the effect of small intensity differences between liver parenchyma and vessel struc-
tures with respect to the image noise level results in intensity clustering of voxels
without reasonable object classification. If the contrast between liver and vessels
is high, i.e. substantial difference of the mean intensities, a good visual quality is
possible in defiance of strong noise, i.e. a huge standard deviation. Figure 3.11 shows
the mean and standard deviation values for liver and vessels taken in a ROI image
(see Figure 3.12 (a)) where Gaussian noise was added. The vertical axes shows the
Hounsfield Units (HU), the horizontal axes the σ values of the Gaussian noise (with
mean value = 0). At a Gaussian noise level of σ = 17 the standard deviation of
liver parenchyma and vessel structures begin to overlap. At a noise level of σ = 44
the standard deviations cross the mean values leading to a significantly lower visual
quality due to artifacts, which are mainly undesired liver parenchyma instead of ves-
sels (see Figure 3.12). In contrast to suitable higher dimensional transfer functions,
the presented approach is more robust to image noise compared with gradient-based
transfer functions [92] and does not requires time consuming preprocessing steps
(such as size- and boundary-based transfer functions [47, 160]). A general draw-
back of the proposed method is that contrast agent inhomogeneities may hamper
emphasizing of blood vessels because the transfer function is only globally shifted
and thus not optimal for every spatial position. In a recent work, a method is
proposed to locally shifted the preset transfer function to automatically emphasize
blood vessels [101].

(a) (b) (c)

Figure 3.12: Image (a) shows a ROI with automatically determined transfer func-
tion. In (b) a Gaussian noise (mean = 0, σ = 17) was applied onto the
image and some artifacts appear. Image (c) shows the resulting render-
ing with Gaussian noise of mean = 0 and σ = 44 where the calculated
transfer function overlaps vessel structures as well as liver parenchyma
which results in strong artifacts.
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3.7 Conclusions

In this chapter, a workflow to assist physicians in pre-interventional planning of the
RFA is presented. The workflow is integrated in a software assistant (see Figure 3.13)
and is grouped into four steps in order to guide the user in performing the needed
processing:

• Tumor Segmentation: An interactive segmentation algorithm for tumors
is embedded to allow extraction of quantitative knowledge such as the lesion
volume or diameter.

• Probe Placement: To support interactive determination of appropriate probe
and feasible trajectory, different RF applicators with corresponding ellipsoidal
ablation zone, as specified by the vendors, are available as geometric models.

• Vessel Segmentation: An interactive vessel segmentation is utilized in order
to extract blood vessels which are required for the numerical simulation.

• Numerical Simulation: To take the patient-specific anatomy into account,
a numerical simulation is also integrated. It allows to calculate the ablation
zone incorporating the heat-sink effects and display the heat distribution in
the viewers.

Visibility and persistency of segmentation masks, probes or annotations can be
managed by the object navigator list view.

For visualization of the planning data, several 2D and 3D viewers are integrated
in a multi-viewer layout. In the 2D viewers, the planning results are superimposed
on top of the anatomical image. Among the cross sectional view, MPR views can
also be activated that are aligned to the current RF applicator. Hence, exploration
of oblique-angulated trajectories regarding the image plane is possible without the
need to slice through the image stack.

Besides the 2D viewers, a 3D volume rendering provides an intuitive placement of
RF applicators to ensure complete destruction of tumor cells as well as preserving
risk structures considering the patients anatomy. Particularly the spatial view of the
volume rendering may help physicians like surgeons or gastroenterologists to plan
RFA because they are less familiar with image slice representations as radiologists.
To overcome the time consuming adjustment of an appropriate transfer function
for optimal display of anatomical structures such as vessels or lungs, an automatic
method based on fuzzy clustering is utilized. The proposed method allows the
physician to explore liver vasculature in a visual quality, which is close to state-of-
the-art visualization techniques for segmented vasculature by means of convolution
surfaces [129]. In most cases, the visual quality of the automatic method is considered
as good as or better as the manual windowed rendering – particularly with regard to
the visual separation of different structures – without the need of time-consuming
interaction. Another 3D viewer is the probe target view which shows anatomical
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Figure 3.13: The screen shot shows the GUI of the RFA planning software with
enabled volume rendering. The RF applicators are positioned close to
the selected lesion. With this positioning, the lesion is not completely
surrounded by the ellipsoidal ablation zones.

risk-structures along the orthographic projected pathway of an applicator without
the need to add segmentation masks or adjust the transfer function.

Although the workflow is developed for planning of RF ablations, it is not re-
stricted to RFA only. Other needle probes such as microwave and cryo-applicators
or biopsy needles can be easily integrated in the software assistant if the geometric
properties are known. Also, the corresponding ablation zones for homogeneous tis-
sue may be visualized. More adaptions have to be done if other thermal ablations
have to be considered in the numerical simulation.

This chapter is in part based on the following publication:

• C. Rieder, M. Schwier, A. Weihusen, S. Zidowitz and H.-O. Peitgen. Visual-
ization of Risk Structures for Interactive Planning of Image Guided Radiofre-
quency Ablation of Liver Tumors. In: Proceedings of SPIE Medical Imaging:
Visualization, Image-Guided Procedures, and Modeling, 7261, pp. 726134-1-
726134-9, 2009
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4
Interactive Approximation of

the Ablation Zone

There is no original truth, only
original error.

(Gaston Bachelard)

Taking the patient-specific anatomy into account is essential to successfully
achieve complete ablation of the tumor. In the case of RFA, particularly the
cooling blood vessels determine the maximum size of the ablation zone. In

this chapter, two approaches to rapidly approximate the ablation zone incorporating
the heat-sink effects are presented. The first method is based on a geometric recon-
struction of pre-computed numerical simulations, which are stored in a lookup table.
The second approach utilizes weighted distance fields to approximate the ablation
zone on the GPU in real-time.
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4.1 Introduction

The usual shape of the RF ablation zone is oval or round. However, it can be
slender or irregular. The most important cause of this variability is the so-called
heat-sink effect that is due to the adjacent hepatic blood vessels, an effect caused by
perfusion-related heat dissipation [89]. As a consequence, the coagulation size may
be decreased and the tumor incompletely ablated [121].

The goal of this PhD thesis is to investigate visualization methods to estimate the
ablation zone in order to support the physician with software-assisted planning of
RFA. In most planning applications, the ablation zones are described as ellipsoids
around the RF applicator electrodes [38, 175, 4], which are specified for homogeneous
tissue by the applicator manufacturers. However, this estimation of the ablation
zone is questionable if patient-specific planning of the intervention is desired. To
overcome this issue, numerical simulations based on FEM have been developed to
allow an accurate estimation of the ablation zone to incorporate heat-sink effects
[96] and integrated into prototypical software assistants. Although the results of
these methods are helpful to understand physical effects, they are not suited for
clinical practice because of to long processing times.

In this chapter, novel approaches to approximate the ablation zone (coagulation
necrosis) incorporating the heat-sink effects are presented in order to support the
physician in interactive planning of radiofrequency ablation. Contributions of this
work include:

• An image-based, fast approximation of the ablation zone with respect to the
cooling blood flow. For that, patient independent numerical simulations of the
ablation zone are pre-computations and stored in a lookup table. Subsequently,
the lookup table is used to approximate the patient dependent ablation zone
mask.

• Proposal of a novel model, based on weighted distance fields to approximate
the ablation zone, incorporating heat-sink effects of the blood vessels. The
weighted distance fields are retrieved from complex numerical simulations that
take the bio-physical effects into account. To consider the cooling blood vessels,
the thermal diffusion of the vasculature is calculated in a preprocessing step.
The final ablation zone is the result of a heuristic combination of both fields.

• Integration of the novel approximation model into a clinical software assistant.
The graphics hardware is utilized in order to calculate and visualize the ap-
proximated ablation zone in real-time in both, 2D and 3D. The underlying
dynamic shader framework allows the user to perform interactions such as pa-
rameter adjustments or intuitive placement of multiple RF applicators with
corresponding ablation zones.

• Assessment of the value of the proposed methods. The results of the methods
are quantitatively compared with complex numerical simulations. Further-
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more, a discussion of the method with interventional physicians in an informal
expert study completes the contribution.

The outline of this chapter is as follows: In Section 4.2, related work in the field
of planning RFA and modeling the ablation zone is discussed. Section 4.3 explains
the mathematic background to model the bio-physical effects of RF ablation. In
Section 4.4, an approximation method based on a geometric reconstruction of pre-
computed numerical simulations, which are stored in a lookup table, is outlined.
Section 4.5 describes the second approach, which utilizes weighted distance fields to
approximate the ablation zone on the GPU. The proposed approximation methods
are compared in Section 4.7.

4.2 Related Work

In the literature, several planning applications for needle-based interventions are
proposed. Although vessel segmentation algorithms are included in some works [38,
111, 156], the patient independent anatomy is not considered and ablation zones
are only modeled utilizing simple geometry. For cryoablation, ellipsoids are used
to model the frozen zones at the tip of each cryo-needle, and for radiofrequency,
spherical or elliptical models represent the ablation zones. In works which focus
on visualization of safe access paths for planning of RFA [155, 87], the ablation
zone is also not taken into account. Thus, such visualizations may be helpful to
determine safe access paths in terms of risk structures, but do not consider the
patient dependent tumor coverage and the resulting restriction of feasible pathways.

A software application for planning RFA treatment is described by Villard et
al. [175], who focus on planning support for ablation of hepatic tumors. Liver,
blood vessels, pathologies, and surrounding organs are automatically segmented
and visualized by means of surface rendering. Also, virtual RF applicator models
with idealized ellipsoidal ablation zones are available. To model the heat-sink effect,
the ablation zone surface models are deformed in real-time by moving their vertices
according to the proximity of large surrounding liver vessels [177]. Technically, a
morphological opening operation is applied to the vessel mask to eliminate small
vessels (� < 2-3 mm) as a preprocessing step. Using further dilations, a deformation
zone is calculated to define the amount of vertex translation. Besides the limitation
of the possible vertex deformation of the ellipsoid, this approach is purely heuristic,
so that the relation of the applied deformation to the biophysical heat-sink effect of
the blood vessels during RFA is unclear.

Littmann et al. [104] present a software system for in-situ laser-induced ther-
motherapy (LITT) ablations in oncologic liver surgery. LITT applicators are rep-
resented as surface models which are visualized in the familiar 2D slice views and
a 3D surface rendering. Also, intrahepatic structures can be segmented to simulate
the ablation zone. The heat transport incorporating heat-sink effects of surround-
ing vessels within the liver tissue is calculated by means of a time-consuming FEM
method.
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Weihusen et al. [179] describe a workflow-oriented software platform for image-
guided RFA. Virtual applicator models of different manufactures can be superim-
posed onto the 2D slice images. Furthermore, tumor lesions and vascular structures
can be segmented using semi-automatic methods. The extracted vessels are utilized
for the numerical simulation of the ablation zone incorporating the cooling effects
of nearby vessels. The ablation zone resulting from the numerical simulation is vi-
sualized in 2D viewers as an overlay and also in a volume rendering as a surface
model.

Zhai et al. [187] present a preoperative surgery planning method for percutaneous
microwave ablation. The microwave ablation zone is simulated utilizing an itera-
tive GPU calculation. The ablation zone is visualized along with the microwave
applicator in the 2D slice views and in 3D as a surface model combined with the
anatomical volume rendering. Computation times of less than 2 seconds are re-
ported for the simulation, whereas the typical rendering time reaches 20 FPS using
an Nvidia GeForce 8800GTS graphics card.

Kröger et al. [97] present an approximation of the numerical forward simulation.
In this approach, the patient-specific ablation zone is parameterized by a large num-
ber of reference configurations, which are precomputed and stored in a lookup table.
During placement of the applicator electrode, the patient-specific ablation zone is
reconstructed from the lookup table under consideration of the Euclidean distance
from the electrode to the blood vessels and its radii, allowing for interactive frame
rates. The major drawbacks of this method are that the basic shape of the ablation
zone consists of the union of spheres along the points of the electrode and the crit-
ical assumption of an independent cooling effect per vessel segment. Further, this
approach is not integrated into a medical application.

Trovato et al. [173] include an approximation of combined multiple ablation zones
into their semi-automatic RFA planning system. Although the visualization method
is not described in detail, it can be assumed that some kind of implicit blending is
used. However, heat-sink effects are not taken into account.

More references and theoretic details on modeling of RFA have been compiled
in an overview article by Berjano [25]. A more comprehensive review of computer-
assisted planning of liver tumor ablation is presented in the work of Schumann et
al. [7].

4.3 Mathematical Background

The bio-physical effects of RF ablation have been described in the literature [25]. A
mathematical model for RF ablation essentially consists of two partial differential
equations:

−div(σ∇φ) = 0, (4.1)
ρc∂tT − div(λ∇T ) + ν(T − Tbody) = q. (4.2)
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The first equation models the electrical potential φ, which can be assumed to be
quasi-static. Here, σ denotes the electrical conductivity, div the divergence and
∇ the gradient. The second equation models the distribution of the temperature
T , where ρ, c, λ, and ν denote material parameters (that is, the density, the heat
capacity, the thermal conductivity, and the relative blood flow rate). Further, Tbody

is the human body temperature (a constant), and q is the heat source induced by
the electric current flow. It is given by

q(xxx) = αp(xxx), p(xxx) = σ|∇φ(xxx)|2, α = α(‖p‖L1), (4.3)

where α is a one-parameter, scalar-valued function that models the nonlinear be-
havior of the electric generator due to changes of the tissue impedance. All material
parameters are functions of the temperature T . Since the electrical potential φ de-
pends on σ (4.1) and the heat source q (4.2) is implicitly dependent on σ (4.3),
Equation (4.1) and (4.2) are a coupled system.

Conversion from 
electric energy to 

heat energy

Tissue 
degradation / 

parameter changes

Change of 
temperature and 

evaporation

Electric energy

Figure 4.1: Illustration of the iterative circle of the three steps to be solved per time
step and domain node.

Equations (4.1), (4.2), and (4.3) compose a generalization of the so-called ther-
mistor problem, well-known in the literature. The thermistor problem is recovered
for α = const and ν = 0. The so called weighted pennes term ν(T − Tbody) models
the heat-sink effect due to the small blood vessels (invisible in pre-interventional
imaging), by which the tissue is assumed to be pervaded [132]. Equation (4.2) is
called the bio-heat transfer equation [48].

Both differential equations are considered on a computational domain Ω around
the applicator electrodes which is chosen large enough such that effects outside the
domain can be safely ignored. The area covered by the applicator is cut out of the
domain for (4.1), and also for (4.2) if an internally cooled applicator is considered.
The area covered by large blood vessels (visible in pre-interventional imaging) is
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cut out of the domain for (4.2). Both equations are supplemented by boundary
conditions on the boundary Γout of the domain as well as on the boundaries of those
parts that have been cut out of the domain. The boundary conditions are as follows:

φ(xxx) = ±1, xxx ∈ Γ±, (4.4a)
n(xxx) · ∇φ(xxx) = 0, xxx ∈ Γiso, (4.4b)

n(xxx) · ∇φ(xxx) =
n(xxx) · (sss− xxx)

|sss− xxx|2
φ(xxx), xxx ∈ Γout, (4.4c)

T (t,xxx) = Tbody, xxx ∈ Γ± ∪ Γiso, (4.4d)
T (t,xxx) = Tbody, xxx ∈ Γves, (4.4e)

n(xxx) · ∇T (t,xxx) = 0, xxx ∈ Γout. (4.4f)

Here, Γ±, Γiso, and Γves denote the boundary of those parts of the domain covered
by the electrodes, the electrically isolating parts of the applicator, and the large
blood vessels. In Equation (4.4c), sss denotes the centroid of the applicator’s active
zone. The applicator cooling is modeled in (4.4d) and is removed from the system
in case of an uncooled applicator. Equation (4.4e) models the heat-sink effect due
to the large blood vessels, which are assumed to not heat up considerably [97]. The
equation for the temperature is also supplemented by the initial condition

T (t,xxx) = Tbody, t = 0. (4.5)

The coupled system is discretized using finite elements in space and a backward
Euler scheme in time. Details can be inferred from a previous publication [96].

In order to determine the area of coagulated tissue, the tissue damage D = D(t,xxx)
is computed using an Arrhenius law [21],

D(t,xxx) =

∫ t

0

A exp
( −E

RT (s,xxx)

)
ds,

where R is the universal gas constant and A and E are tissue parameters. This law
takes a temperature history into account. The area of destroyed tissue (coagulation
necrosis mask) is then given by the set

Isim = {xxx ∈ Ω : D(tmax,xxx) ≥ 1},

where tmax denotes the total ablation time. Figure 4.1 illustrates the iterative circle
which has to be solved per time step and domain node.

Based on the mathematical model described above, an implementation of the nu-
merical simulation for RFA [96] is utilized in this project. The numerical simulation
is the underlying model from which both approximation methods are retrieved.
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4.4 Lookup Table-Based Approximation of the
Ablation Zone

In this section, an image-based, fast approximation of the ablation zone with respect
to the cooling blood flow is presented. The method is an advancement of the original
surface mesh-based lookup table approach, which has been proposed by Kröger et
al. [97]. In the presented method, patient independent numerical pre-computations
of the ablation zone are performed and stored in a 4D lookup table. Subsequently,
the lookup table is used to approximate the patient dependent ablation zone. In the
prototypical software assistant (which is described in Chapter 3), the physician is
able to place RF applicator models with corresponding approximated ablation zones,
to interactively evaluate the estimated coagulation necrosis caused by ablation.

4.4.1 A Simplified Geometric Model
The basic idea of this method is to pre-calculate the patient independent part of the
numerical simulation and subsequently approximate the patient dependent part. For
that, the cooling effect of blood vessels, which depends on the vessel radius and its
distance to the RF applicator electrode for a given RF applicator and generator type,
is calculated. Results of this calculation are stored in a lookup table, which allows
for fast estimation of the cooling effect for a given patient dependent applicator
placement.

electroderv
razds

α

ablation zone

dvvessel

Figure 4.2: Illustrative description of the simplified model: rv is the vessel radius,
raz the radius of the ablation zone, dv the distance from electrode to
vessel and α the angle between dv and raz.

For the simulation, a simplified setting is assumed, whereas a single blood ves-
sel of infinite length and oriented parallel to the electrode of the RF applicator is
considered. Furthermore, it is assumed that the cooling effect of the vessel depends
on the radius of the vessel rv, and the distance dv from the electrode to this vessel.
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The cooling effect is related to the magnitude of the radius of the ablation zone
raz, measured from the center of the electrode in all directions orthogonal to the
electrode axis (see Figure 4.2). Taking this setting into account, a function of the
angle α between the direction under consideration and the direction in which the
vessel center is located, the vessel radius rv and the distance dv from the electrode
to the vessel is defined:

(rv, dv, α)→ raz. (4.6)

As stated in the original approach [97], the drawback of this simplified 2D model
calculated in a three-dimensional scene is that the electrode is assumed to destroy
a ball-shaped tissue-region of uniform size if no blood vessels are present. Thus,
the basic shape of the ablation zone of the approximation consists of the union of
spheres along the points of the electrode (see Figure 4.3).

RF applicator

approximated ablation zone

rn

electrode

Figure 4.3: According to [97], the basic shape of the ablation zone of the approxi-
mation consists of the union of spheres along the points of the electrode.

To overcome this issue, the 2D model is extended to 3D. By exploiting the rotation
symmetry of the applicator and the corresponding ablation zone, the electrode is
sampled along the electrode’s axis. Hence, the function also depends on the distance
dt from current sample to the tip of the electrode:

(rv, dv, α, dt)→ raz. (4.7)

For a complete vessel tree, the model is simplified by assuming an independent
cooling effect. If multiple vessels are in the vicinity of the electrode, a correspond-
ing ablation zone is individually estimated for each vessel, and the intersection is
calculated (see Figure 4.5). This setting is assumed as a clinical sufficiently good
approximation.

4.4.2 Pre-Calculation of the Patient Independent Ablation Zone
To pre-calculate all possible configurations of the simplified model, a forward sim-
ulation is calculated as described in Kröger et al [97]. The well-known electrostatic
potential and bio-heat equation (with Dirichlet boundary at the vessel) are numer-
ically solved via a finite element approach. Since the pre-calculation requires a
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vast amount of calls of the forward simulation, the calculating time for this pre-
calculation is reduced by using a simplified steady state solution of the forward sim-
ulation assuming constant material parameters. Moreover, due to the assumption
of a parallel arrangement of the RF applicator relative to the vessel, the tempera-
ture is calculated in only two dimensions. In this example, the considered values of
the vessel radius rv range from 1.0 to 7.4 mm (vessels with radius below 1 mm are
assumed to occlude during the ablation). The applicator-to-vessel distance dv varies
from 2.0 to 14.8 mm distance (at distances above 14.8 mm the vessel’s influence of
the ablation zone is negligible). Finally, the angle α takes values between 0◦ and
180◦ (angles between 180◦ and 360◦ are not considered due to symmetry). Depend-
ing on the applicator’s geometry, the distance dt varies from 0 to the length of the
electrode with a step size of 1 mm. The resulting four-dimensional sparse lookup
table consists of 526 nodes (i.e. entries for the radius raz of the ablation zone) in the
(rv, dv) plane, 65 nodes in the α direction and 30 nodes in electrode direction (for
a 30 mm active zone).

4.4.3 Calculation of the Patient Dependent Ablation Zone
In the prototypical application, the physician is able to place multiple RF applicators
using two spatial coordinates for each probe, which define the electrode’s orientation
and position. As a required preprocessing step, blood vessels have to be segmented,
for instance using a semiautomatic segmentation procedure [188]. After placing a
marker into a vessel in the vicinity of the tumor, the vessels are segmented auto-
matically. Subsequently, the center line is extracted utilizing a topology-preserving
skeletonization algorithm [159]. Additionally to the centerline, the vessel radii at
each voxel of the skeleton are calculated. From that, a directed, acyclic graph is
generated which allows for fast iteration of the graph nodes representing vessel seg-
ments. To reconstruct the ablation zone from the lookup table, the following steps
have to be calculated for every voxel sss of image I:

In a loop over all blood vessels in the graph, the minimal distance dv from vessel
to the applicator electrode, the corresponding angle α, and the distance from the
current voxel ds to the electrode tip is calculated. Furthermore, the vessel radius
rv, stored in the graph structure is read. Vessels with radius less than 1 mm are not
considered, because smaller ones will usually be destroyed by blood clots [22] during
ablation.

Subsequently, a lookup into the table with the calculated parameters is performed.
The resulting value of the lookup table is compared with the minimal distance from
the current voxel to the electrode. If the stored radius raz of the pre-calculated
ablation zone in the considered direction is greater than the minimal distance ds

from the current voxel to the electrode, the voxel sss is classified as part of the ablation
zone. Otherwise, the voxel cannot be ablated due to the presence of blood vessels.
Thus, the ablation zone mask Izone is calculated by

Izone =
{
sss ∈ I : ds < rn

}
. (4.8)
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The complete procedure is repeated whenever the RF applicator configuration,
e.g. position of the electrode, is changed. To allow for interactive frame rates,
the approximation is calculated slice-based and the result is overlaid on top of the
anatomical image.

4.4.4 Results and Discussion
The proposed method is integrated in a software assistant for planning of RFA ther-
apies. The ellipsoid, the interactive approximation of the ablation zone as well as
the numerical simulation can be calculated for a selected type of RF applicator.
Although the ellipsoid as specified by the manufacturers does not estimate the pa-
tient individual ablation zone, it is used in medical workstations as a simple and
fast visualization tool in 2D as well as in 3D. However, if particular large vessels
are present in the vicinity of the applicator, the question whether all cancer cells
can be ablated is not as easy to answer. In contrast, using a numerical simulation,
the cooling of the blood vessels can be taken into account. Thus, a patient indi-
vidual ablation zone can be calculated. Moreover, the numerical simulation allows
for the visualization of the thermal field. The drawback of this method is that the
calculation of the forward simulation is complex, which results in long computation
times (10-15 minutes for 15KJ ablation energy with 653 computation domain nodes,
1mm node size, see Table 4.1). Furthermore, a repositioning based on the result of
the simulation and a subsequent re-simulation is too time consuming for usage in
clinical practice. To reduce this computational effort during application runtime,
the interactive ablation zone approximation is developed. Therefore, vessels have
also to be segmented, and for every applicator and generator type a corresponding
lookup table has to be computed in advance. Using the lookup table, a simplified
ablation zone is interactively approximated (see Figure 4.4).

In the presented model, a relationship between the radius of a vessel, the distance
of the electrode of an RF applicator to the vessel, and the cooling effect due to this
vessel is established in the lookup table based approximation. However, additional
parameters such as vessel type, tumor tissue or liver parenchyma properties are not
taken into account. The dependence of these parameters will be evaluated in future

2D 3D Heat-sink Output
Ellipsoid Real-time Real-time No Binary Mask

Approximation Real-time 3 sec. Yes Binary Mask
Simulation 10-15 min. 10-15 min. Yes Thermal Field

Table 4.1: Comparison of performance and properties of the simple ellipsoid, the
approximated ablation zone and the numerical simulation. The ellipsoid
representation of the ablation zone does not incorporates the heat-sink
effects. The output of the ellipsoid as well as approximation is binary, in
contrast, the numerical simulation’s output is a heat distribution.
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work.

(a) (b)

Figure 4.4: (a) The interactive approximated ablation zone in 2D and (c) the re-
sulting heat distribution of the numerical simulation after 15 minutes
calculation time in 2D.

Besides the physical electrode and physiologic tissue material parameters, the
heat-sink effect particularly depends on the vessel diameter and the distance between
vessel surface and applicator electrode. However, preliminary results of the ongoing
validation state that the assumption of the independent cooling effect is critical,
particularly if vessels are close together. That is, combined cooling effects of two
nearby vessels cannot be described by this method. If multiple vessels are located
close together, the coagulation zone suffers from spurious sharp edges, see Figure 4.5.
The same shortcoming is observed in the work of Villard et al. [177]. Since they
utilize a modified Euclidean distance transform of the vessels, whereas the vessel’s
diameters are taken into account, only the minimal distance from a sample to the
nearest vessel is encoded, resulting in comparable sharp edges. Cooling of multiple
vessels as it is observed in in-vivo ablations can only be calculated utilizing complex
numerical simulations.

Another drawback of this method is the limited performance. Although interactive
frame rates are achieved for a single 2D slice, the calculation in 3D takes roughly
3 seconds for a region of interest of 643 voxels. After calculation of the ablation
zone in 3D, additional processing time may be required for visualization (loading
the data into the renderer). The limited performance is related to traversing over all
vessel segments, calculating the geometric parameters, and subsequent lookup into
the table, which has to be carried out for each voxel in the ROI. If more parameters
are taken into account for a more accurate approximation, i.e. the dimensionally of
the lookup table is increased, even higher processing times are expected.
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Figure 4.5: In figure (a), the presence of vessel A leads to a deformation of the
ablation zone according to the heat-sink effect. A similar situation is
illustrated in (b). If an independent cooling effect is assumed, the final
ablation zone is achieved by the intersection of both ablation zones (c).
In contrast, if both vessels jointly cool the heat field, the heat-sink ap-
pears more smoothly (cf. blue peak), similar to the results of numerical
simulations (d).

To overcome the performance issue for the 3D case, the ablation zone can be
visualized as surface mesh. Instead of calculating the approximation algorithm for
each voxel, the algorithm iterates over all vertices of the surface mesh and translate
the vertices according the result of the lookup into the table. Another method
to speed-up the calculation is to transfer both, the calculation and visualization
process, to the GPU. Due to the parallelization paradigm of the GPU, substantial
modifications of the proposed method are required, particularly the adaption of the
complex graph data structure.
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4.5 GPU-Based Approximation of the Ablation Zone

The goal of the second method to be presented in this chapter is to overcome the
drawbacks of the lookup-based approximation method presented in Section 4.4. The
method allows to approximate the ablation zone in real-time in 3D and supports
the interactive planning of optimal probe placement in the tumor with respect to
the heat-sink effects of the blood vessels. In contrast to the table-based method,
the ablation zone is estimated in real-time on the GPU with weighted distance
fields [84] incorporating the electrode geometry. The distance fields are retrieved
from results of complex numerical simulations in homogenous tissue, which allow
a more realistic representation of the ablation zone than simple ellipsoids or the
geometric approximation.

4.5.1 Approximation utilizing a Weighted Distance Field
The key idea of this contribution is the approximation of the coagulation necrosis
mask Isim by iso-thresholding a weighted distance transform. Let α be a positive,
real parameter. On the computational domain Ω excluding the area covered by the
electrodes (that is, on Ω \Ω± where Ω± denotes the area covered by all electrodes),
the weighted distance transform is defined

f(xxx) =

(
1

|Ω±|

∫
Ω±

1

|xxx− yyy|α
dyyy

)−1/α

, (4.9)

where for any measurable set A ⊂ Ω, the notation |A| denotes the three-dimensional
Lebesgue measure (i.e., the volume) of A. By setting f(xxx) = 0 on Ω±, f is defined
everywhere on Ω. Using this function and another positive parameter d, the approx-
imation Izone(d, α) of the coagulation necrosis mask is defined as the d-iso-threshold
of f , that is

Izone(d, α) = {xxx ∈ Ω : f(xxx) ≤ d}.

In practice, to evaluate f , a uniform sampling of all electrodes is used and the
integral is approximated by an appropriate weighted sum. That is, if there are
n electrodes and each electrode is sampled with m points sssij, i = 1, . . . , n, j =
1, . . . ,m, f is approximated by

f̃(xxx) =

( m∑
i=1

n∑
j=1

1

m · |xxx− sssij|α

)−1/α

. (4.10)

Besides the length and shape of the electrodes, the parameters d and α affect the
size and shape of the ablation zone Izone(d, α). Namely, the value of α influences the
shape of the mask, and d influences its size. That is, for α → 0, the limit shape is
a ball of diameter d, whereas for α→∞, the limit shape is the union of all balls of
diameter d around all electrode points (see Figure 4.6).
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(a) (b)

Figure 4.6: Two images of the distance field illustrate the influence of the weight α for
fixed-distance iso values. In (a), a low α = 1 results in a more spherical
shape, i.e., the distance to the electrode’s center sample is measured.
In (b), a high α = 25 results in a shape which is given by a union of
balls, i.e., the minimal distance to each sample point is measured.

For any given applicator and given combination of ablation parameters (such
as electric power and ablation time), the appropriate parameter values d and α
are determined in order to maximize the volumetric overlap between reference and
approximated ablation zone. For that, the reference mask Isim is calculated using
the simulation described in Section 4.3 and then the optimization problem

|(Isim \ Izone(d, α)) ∪ (Izone(d, α) \ Isim)| !→ max

is solved using the simplex optimization method [125]. To assess the robustness of
the parameter fit, different start values for α and d are defined. Figure 4.7 (a)
shows the optimization of the ablation zone (Celon ProSurge 150-T30) for follow-
ing start tuples (α, d): (2, 2), (3, 3), (4, 4), and (5, 5). All four optimization prob-
lems are solved within 60 iterations and lead to the same optimal parameteriza-
tion: (α, d) = (3.3, 4.9). Figure 4.7 (b) illustrates the progress of the corresponding
objective value, i.e. the volumetric overlap. In all four optimization calculations, the
volumetric overlap converts to 0.97 within 60 iterations.

The optimal values of d and α are computed for a large variety of ablation config-
urations, including varying electrode lengths, ablation time, and generator power.
The resulting values are stored in a database. This method is also applicable to
umbrella-shaped monopolar electrodes by sampling the prong electrodes.

4.5.2 Estimating the Thermal Diffusion of the Vasculature
So far, the presented method allows to estimate the ablation zone in homogenous
tissue. However, if the patient individual anatomy is taken into account, the as-
sumption of homogeneous tissue leads to overestimated ablation zones. The major
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Figure 4.7: Plot (a) shows the optimization of the ablation zone for four start tuples
(α, d): (2, 2), (3, 3), (4, 4), and (5, 5). Plot (b) illustrates the progress of
the corresponding objective value.

effect that decreases the size of the ablation zone is the cooling effect of large blood
vessels. To take the heat-sink effect into account, an additional distance field from
the vessels is calculated. Based on this distance field, the amount of cooling, which
affects the thermal heating of the electrodes and thus deforms the shape of the
ablation zone, is estimated.

In contrast to the local heat source around the applicator’s electrode, the back-
ground is set to a constant heat source and the thermal diffusion of the vasculature,
which is caused by the cooling blood flow, is calculated. The resulting diffusion is
used to calculate the weighted distance to the vasculature whereas the magnitude of
the diffusion gradient is interpreted as the cooling strength. For that, a simplified
numerical simulation is used to estimate the space-dependent heat-sink effect inde-
pendent of the applicator settings. This is done by solving (4.2) (together with the
boundary conditions (4.4e) and (4.4f)) where q is now assumed to be a (spatially
and temporally) constant heat source. By this, the equation becomes decoupled
from (4.1). Also, the material parameters λ and ν are assumed to be constant,
which makes the corresponding steady-state equation

−∇ · (λ∇T ) + ν(T − Tbody) = q (4.11)

a linear elliptic partial differential equation. The finite element approximation of
this PDE can easily be solved in one step. Due to the linearity, the value of the
constant heat source q is irrelevant because it simply acts as a scaling parameter.

Technically, the solution of the steady-state equation described above is performed
using the full numerical simulation described in Section 4.3, where no applicator is
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placed, but rather the value Tbody is replaced with Twarm := Tbody +q/ν in (4.2) (but
not in (4.4e) and (4.5)), and only one very large time step (step size 1000 seconds)
is computed. Because the value of q can be chosen arbitrarily, the same holds for
Twarm. After the solving (4.11), the function g is defined as the normalized steady-
state temperature by

g(xxx) = 1− T (xxx)− Tbody

Twarm − Tbody

. (4.12)

In this computation, Twarm = Tbody + 10 is used, but because Twarm only acts as a
scaling parameter in (4.11) and this scaling is canceled by (4.12), the function g is
independent of the value of Twarm. Further, for all xxx it is 0 ≤ g(xxx) ≤ 1, where g(xxx) =
1 if xxx is located inside a vessel, and g(xxx) = 0 for all xxx if there are no vessels present.
In particular, large values of g correspond to strong cooling and g = 0 corresponds
to no cooling. Figure 4.8 (a) shows a single slice of a three-dimensional diffusion
field with normalized and inverted values. Contours are drawn with the following
thresholds: 1.0 (the vessel), 0.7, 0.6, and 0.3. Figure (b) shows the same slice but
with contours based on a scaled Euclidean distance transform. The major difference
can be observed in the smoothness of areas containing multiple vessels. This is
accordingly illustrated in the scatter plot of the slice by combining the values from
the thermal diffusion field with the values from the Euclidean distance transform
(see Figure 4.8 (c)). The width in the scatter plot results from the weighted distance
which depends on the proximity of multiple vessels. The shape of the plot illustrates
the non-linear property of the thermal diffusion field.

4.5.3 Deformation of the Ablation Zone
To estimate the heat-sink effect of the cooling vessels, the function g defined in the
previous section is utilized and combined with the weighted distance field of the
ablation zone. Formally, the two functions f and g are combined using appropriate
transition functions t1 and t2. Because the cooling only decreases the ablation zone
size (rather than increasing it), it suffices to perform the additional computation on
Izone (where the parameters d and α in the notation are now skipped). By definition,
0 ≤ f(xxx) ≤ d on Izone, it is convenient to divide f(xxx) by d before applying the
transition function, because both transition functions then act on the same interval
[0, 1]. Hence, the modified ablation zone is defined by

Icool =
{
xxx ∈ Izone : t1(

1
d
f(xxx)) + t2(g(xxx)) ≤ t1(1) + t2(0)

}
.

Note that the threshold has been chosen such that in the case of no vessels (g(xxx) = 0
for all xxx), Icool = Izone holds. In numerical experiments, the distances from electrode
to simulated coagulation necrosis mask and also from a parallel aligned vessel mask
to coagulation necrosis mask are measured. After analyzing the distances for differ-
ent spacing between vessel and electrode, it heuristically turned out that choosing
the arcsin function for both t1 and t2 leads to good results. Hence, it is

Icool =
{
xxx ∈ Izone : arcsin(1

d
f(xxx)) + arcsin(g(xxx)) ≤ π

2

}
. (4.13)
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Figure 4.8: Image (a) shows the normalized (and inverted) thermal diffusion of the
vasculature with iso contours, and image (b) with contours from a scaled
Euclidean distance transform. Image (c) illustrates the scatter plot of
the Euclidean and weighted distance (thermal diffusion) field histograms.

In this section, it is described how the approximation of the ablation zone is
modeled. By sampling the applicator’s electrodes and calculation of a weighted
distance field, the ablation zone can be fitted to the resulting coagulation necrosis
mask of a complex numerical simulation. Heat-sink effects are estimated by solving
the thermal diffusion of the vasculature and the combination with the weighted
distance field.

If, in addition, the applicator is internally cooled, this cooling can be taken into
account in the same way as the vessel cooling. However, computation and usage of
the combined function g for vessels and cooled applicator is not possible, because
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for varying applicator placements, the combined cooling mask would change. Real-
time processing could no longer be achieved, because the computation of g involves
the solution of a partial differential equation. However, a cooling field ga for the
cooled applicator can be independently computed from the cooling field gv for the
vessels in the same manner as described above (see Section 4.5.2). When the appli-
cator is moved, the according affine transformations are performed to ga, and the
approximative ablation zone is then given by

I =
{
xxx ∈ Izone : arcsin(1

d
f(xxx)) + arcsin(gv(xxx)) + arcsin(ga(xxx)) ≤ π

2

}
.

Due to the rotational symmetry of the shaft, the function ga is stored in a one-
dimensional lookup table perpendicular to the shaft. Figure 4.9 illustrates the com-
plete approximation model for a cooled bipolar applicator and a thermal field of the
cooling vasculature.

Thermal Field

Electrode Samples

Heat-sink

Cooled Shaft

Figure 4.9: Both electrodes of an internally cooled bipolar RF applicator are sam-
pled. The corresponding weighted distance field is illustrated by isoline
contours. The thermal fields of the blood vessels and the cooled appli-
cator shaft decrease the ablation zone (blue areas).

4.5.4 Application

In comparable applications, the typical workflow is to load the patient data set,
perform segmentation algorithms to classify structures of interest, and place vir-
tual RF applicator models. Patient-independent ablation zones, such as ellipsoids,
are available with the corresponding applicators, otherwise patient-specific numer-
ical simulations have to be performed for a determined probe position. For the
patient-dependent real-time visualization of approximated ablation zones, the same
preprocessing steps are required.
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4.5.4.1 Preprocessing

In order to approximate the ablation zone in corporation with the heat-sink effects,
local vessels in the target region have to be segmented. This can be done within
the workflow as discussed in the previous chapter. Segmentation of the tumor is
not necessary for the approximation method, but helpful for visualization. After
processing of the vessel segmentation, the thermal diffusion of the vasculature is
estimated using the vessel mask as image input as described in Section 4.5.2. Even
though a complex PDE has to be solved, the numerical simulation calculates the
thermal field in less than 5 seconds (for a ROI of the same size). Once the described
preprocessing steps are performed, virtual applicator models can be added to the
scene and corresponding ablation zones are visualized.

4.5.4.2 Calculation of the Ablation Zone

To calculate the ablation zone in real-time, the high performance of the graphics
hardware is exploited. Technically, a modular shader framework, which is presented
in Chapter 7 of this PhD thesis, is used for both, 2D slice and volume rendering. For
every RF applicator, the corresponding electrode is represented as a finite number
of electrode samples. A rendering shader calculates whether each fragment’s spatial
position in world space is inside or outside of the ablation zone, by sampling the
applicator’s electrode. For that, Equation (4.9) (or rather its approximation (4.10))
is evaluated taking the corresponding predefined distance d and weight α into ac-
count. Further parameters include the spatial position and the orientation of the RF
applicator as well as parameters describing the electrode’s geometry. Algorithm 1
illustrates the calculation of the weighted distance field per fragment. The final
value is stored in a global data structure of the shader. To facilitate combined ab-
lation zones from multi-applicator settings, the weighted distance field is calculated
by sampling all active electrodes.

After calculating the weighted distance field, the cooling effect of the blood ves-
sels is estimated. For all fragments classified as ablation zone, the cooling weight is
fetched from the thermal field, represented as scalar volume, and the cooled abla-
tion zone mask is calculated by evaluating Equation (4.13). Subsequently, fragments
which belong to the ablation zone, but are cooled under the temperature thresh-
old are tagged as cooled ablation zone and cached in the data structure for later
visualization.

4.5.5 2D Slice Visualization

For planning of RFA, 2D slice renderings of volumetric data are commonly used
in clinical practice. Thus, visualization methods to overlay the ablation zone onto
the anatomical image data such as a pre-interventional CT image are presented.
Although displaying of orthogonal projections is the clinical method of choice, few
authors in the field of RFA planning focus on comprehensive 2D visualization [171]
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input : electrode parameters, thermo field
output: ablation zone mask per fragment

distance ← 0;1

for electrode : e ∈ electrodes do2

distancee ← 0;3

samplee ← (0, 0, 0);4

for s← 0 to electrode samples do5

samples ← calcSample(s, paramse);6

dists ← distance(samplef , samples);7

distancee ← distancee + 1
smaxpow(dists,α)

;8

end9

distance ← distance + distancee;10

end11

distance ← pow(distance−1, α−1) ;12

ablationZone ← step(distance, d);13

ablationZone ← calcCooling(distance, d, thermofield);14

Algorithm 1: Calculation of the approximated ablation zone mask per frag-
ment utilizing the weighted distance field and the thermal field of the blood
vessels.

in contrast to 3D surface [152] or volume renderings [170]. To display the ablation
zone, the following visualization methods are presented:

Volumetric overlay. The most common representation of image masks are volu-
metric overlays on top of anatomical images. Similarly, the approximated ablation
zone is visualized as an overlay combined with the virtual applicator model (see
Figure 4.10 (a). For every fragment classified as ablation zone, a specified color
and alpha value is blended with the underlying anatomical image. Different color
and alpha values may be assigned to fragments which are under-ablated due to the
heat-sink effect, that is, fragments that belong to Izone \ Icool. Additionally, to em-
phasize tumor voxels which are not covered by the ablation zone, these voxels can
be highlighted with a special color (see Figure 4.10 (b)). Technically, the cached
values in the global data structure are directly mapped to fragment colors and alpha
values, respectively.

Distance contours. Another visualization method to represent the ablation zone
is the display of contours [118]. They are utilized to draw isolines with uniform
contour interval in order to emphasize the topography of the weighted distance
field, particularly if the ablation zone is deformed due to the presence of blood
vessels. The advantage of this method is that the visualized topography leads to
an intuitive understanding of the involved heat-sink effects. For that, the weighted
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(a) (b)

(c) (d)

Figure 4.10: Four projected slice visualizations of a bipolar RF applicator with cor-
responding approximated ablation zone (20 electrode samples, 30 watt
generator power). In (a), the ablation zone is displayed as volumet-
ric overlay and in (b) with an additional contour. Uniform isolines
represent the topography of the weighted distance field (c). The multi-
parameter isoline visualization shows the progress of 1, 2, 4, 8, and 16
minutes of ablation duration (d).
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distance field is calculated in the 4-neighborhood of the current fragment. The
contour for a specific distance value is extracted by detecting the edge from the
neighborhood utilizing a dilatation operation. Multiple contours are drawn by taking
varying distance values into account. Optionally, the isolines may be combined
with the volumetric overlay, or different colors may be used for different isolines.
Figure 4.10 (c) shows five uniform isolines of the distance field combined with the
proposed overlay visualization.

Multi-parameter contours. Inspired by the uncertainty visualization of Praßni et
al. [139], a further contour visualization method is proposed to represent multiple pa-
rameters at the same time. Instead of drawing the contours at different distances to
represent the topography, every contour is calculated from an independent weighted
distance field. The parameterization of the multiple distance fields may be cho-
sen according to the temporal progression or varying initial generator power of the
numerical simulations. Thus, by drawing multiple contours together, the temporal
progression of the coagulation necrosis with fixed generator power can be visualized.
Analogously, multiple contours can also be utilized to visualize multiple ablation
zones with varying generator power together (for a determined ablation duration).
Technically, contours from the weighted distance field have to be calculated multi-
ple times, taking varying parameters for the distance and the weight into account.
Figure 4.10 (d) shows a multi-parameter isoline visualization. Five ablation dura-
tions of 1, 2, 4, 8, and 16 minutes are displayed together. The advantage of this
method is that a simultaneous exploration of multiple ablation settings is possible
in order to optimize the electrode placement.

4.5.6 3D Volume Visualization

In addition to the 2D slice visualization, the approximated ablation zone is also
combined with a 3D volume rendering of the surrounding anatomy. The following
requirements are determined:

• A combined visualization of ablation zone and risk structures is needed in
order to explore the cooling effects and their relation to the patient’s anatomy.

• The shape of the ablation zone should be emphasized to allow recognition of
spatial relations.

• The ablation zone has to be calculated within real-time frame rates to allow
smooth interaction with the volume rendering.

The liver parenchyma is visualized in a transparent fashion to allow a clear view of
the liver vessels, which are emphasized utilizing the automatically determined trans-
fer function (see Section 3.5.1). The benefit of the anatomical volume visualization
is a fast recognition of potential risk structures such as the liver vessels, which have
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to be protected from harm, combined with the approximated ablation zone. Be-
cause physicians like surgeons or gastroenterologists are not as familiar with slice
representations as radiologists, the volume rendering may be particularly helpful for
them to intuitively recognize the spatial relations [85].

Technically, the ablation zone is calculated with the same rendering shader used
for the 2D slice rendering, although the composition is differently parameterized
according to the accumulation of the alpha values for volume rendering. Also, tumor
voxels outside the ablation zone are emphasized by alternating colors. In order to
represent internal structures such as the colored tumor, the ablation zone may be
rendered in a transparent fashion. The drawback of the transparent rendering is
that the shape of the ablation zone, and thus the constrictions due to the cooling
vessel, can not be recognized due to missing shading information.

To emphasize the shape of the ablation zone, volume shading is utilized. The
gradients required for the shading model are calculated on-the-fly using central dif-
ferences [72] from the weighted distance field. Thus, the distance field has also to be
calculated for the 6-neighborhood of every sample. To reduce the additional calcula-
tion time, the electrodes are down sampled up to one fifth of the original samples in
the neighborhood, resulting in a triple increase of the rendering speed. The resulting
loss in shading quality is negligible (see Figure 4.11 (a) and (b)). With full sampling
(20 samples along the electrode and 6 ∗ 20 samples for the neighborhood), 5 fps are

(a) (b)

Figure 4.11: Image (a) shows the full sampling (20 samples along the electrode and
6∗20 samples for the neighborhood, 5fps) of a 512×512 pixels rendering.
Image (b) shows a rendering with reduced neighborhood samples for
shading calculation (6 ∗ 4 samples for the neighborhood, 15-16 fps).
Only negligible differences around the highlights are visible.
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measured rendering a region of interest of 1103 voxels and an image resolution of
512×512 pixels on an ATI Radeon HD 5870. With downsampling the neighborhood
to 4 samples per neighbor, 15-16 fps are measured (36 fps without shading, 350 fps
without ablation zone calculation).

The advantage of the shaded rendering is the clear representation of the ablation
zone’s shape. In order to emphasize internal structures of the ablation zone (e.g., the
tumor), boundary and silhouette enhancement [141] is utilized. In Figure 4.12 (a-d),

(a) (b)

(c) (d)

Figure 4.12: Comparison of four volume visualization techniques of the approxi-
mated ablation zone. In (a), the ablation zone is rendered without
shading, allowing the user to examine the tumor overlap. Image (b)
shows a rendering in a transparent fashion in order to additionally dis-
play the tumor inside of the ablation zone. In (c) shading is enabled,
which results in a clear representation of the the ablation zone’s shape.
In order to emphasize internal structures, boundary and silhouette en-
hancement is utilized (d).
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the advantage of the enhancement is illustrated. In contrast to the simple rendering,
the ablation zone as well as the surrounded lesion can be displayed together without
loss of spatial information.

4.6 Results

The goal of the proposed approximation methods is to estimate the ablation zone in
real-time as accurate as possible. The accuracy is measured by comparison of both
methods with the numerical simulation. Further, feedback from an informal user
study with experienced medical experts is presented.

4.6.1 Comparison with the Numerical Simulation

In order to estimate the accuracy of both approximation methods, the ablation
zones are compared with the coagulation necrosis masks from numerical simulations
in complex vascular situations, extracted from ten interventional data sets. For
each case, the simple ellipsoidal ablation zone and both approximation methods are
compared with coagulation necrosis mask of a complex numerical simulation. For
that, three-dimensional volume masks are reconstructed from slice representations
of the ellipsoidal and approximated ablation zones. The same image size as the
computation domain of the numerical simulation is chosen. In all cases, bipolar
applicators are placed (Celon ProSurge 150-T30TMapplicator, active zone length 30
mm, isolator length 3 mm, radius 0.9 mm). The coagulation necrosis masks are
simulated for an ablation duration of 16 minutes and a generator power of 30 W.
The size of the computation domain is set to 653mm (with a typical voxel size of
around 0.7×0.7×1.0 a resolution of approx. 92×92×65 is defined), and the times for
the calculation are between 30 and 50 minutes.

The resulting ablation zone masks are compared utilizing following metrics: volu-
metric overlap, Dice coefficient [49], and Hausdorff distance [149], i.e., the maximum
surface distance of the masks in millimeter. The results are reported in Figure 4.13.
In the processed cases, the median Dice coefficient is 0.88 and the median volumetric
overlap is 0.83, indicates a good correlation of the GPU-based approximation with
the numerical simulation considering a speed up of the calculation time of up to
100,000. Dice coefficient and volumetric overlap after fitting the weighted distance
field to the numerical simulation mask without consideration of the vessels are 0.99
and 0.97, respectively. Obviously, the greatest approximation error is introduced
by incorporating the heat-sink effect of the blood vessels, which depends on the
number of nearby vessels. Besides the promising results, the validation of the nu-
merical simulation is subject of ongoing research [3, 178]. The masks from the lookup
table-based approximation and ellipsoidal ablation zone are also compared with the
numerical simulation. It is observed that the GPU-based method has higher median
Dice coefficient as well as volumetric overlap, and smaller median Hausdorff distance
than the other two methods. Interestingly, the accuracy of the lookup table-based
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Figure 4.13: Plot (a) represents the averaged Dice coefficients from ten simula-
tion masks with corresponding GPU-based approximation (Approx-
GPU), lookup table-based approximation (ApproxTab), and ellipsoid
masks, respectively. Plot (b) shows the averaged volumetric overlap
and plot (c) the averaged Hausdorff distances in millimeter.

method appears to be smaller than the ellipsoidal ablation zone although the vascu-
lature is considered. One reason is related to the systematic overestimation of the
table-based ablation zone toward the tip and the shaft of the applicator and if multi-
ple vessels are present. Second, the ellipsoidal ablation zone clearly underestimates
the size of the ablation zone at the tip and toward the shaft, respectively, and over-
estimates the the maximal extent at the center, independently of the surrounding
vessels (see Figure 4.14). This is mirrored in the high minimal Hausdorff distance
and the low interquartile variance. Figure 4.14 shows the ablation zone of a bipolar
RF applicator represented as simple ellipsoid (a), calculated with the lookup table
approximation (b), calculated with the GPU-based distance field approximation (c),
and calculated with the numerical simulation (d). To ease visual comparison, all
ablation zones are represented with similar contour renderings. Figure 4.15 shows
the corresponding volume renderings.

4.6.2 Expert Evaluation

The proposed methods were presented to three experienced interventional physi-
cians. They used the application to retrospectively plan RF ablation of liver tumors
on real patient data sets. The clinicians stated on the value of the method for
planning RFA, particularly for situations in which large vessels are located in the
vicinity of the target lesion or if multiple bipolar electrodes are placed around the le-
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sion. In such situations, estimating the ablation zone using alternative methods such
as mental suggestion or visualization of simple ellipsoids is challenging. Although
mental planning of the RFA treatment by the physician is clinically the method of
choice if no planning software is available, a high amount of expertise is required to
take the patient-individual anatomy into account. Furthermore, the clinical experts

(a) (b)

(c) (d)

Figure 4.14: Four slice projections with similar visualization parameters of a bipo-
lar RF applicator (Celon ProSurge 150-T30TM, 30 watt, 15 minutes).
In (a), the ablation zone is represented as simple ellipsoid. Image (b)
shows the approximation method based on the lookup table, and im-
age (c) the approximation method based on weighted distance fields. In
(d) the corresponding 60◦C thresholded coagulation mask is calculated
with the numerical simulation.
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explained that the value of the ellipsoid is questionable because heat-sink effects are
not considered. In contrast, they stated that the approximated ablation zone looks
much more realistic than the ellipsoid and that they would trust the visualization of
the ablation zone. Principally, they would prefer the numerical simulation to visu-

(a) (b)

(c) (d)

Figure 4.15: Four volume renderings with similar visualization parameters of a bipo-
lar RF applicator (Celon ProSurge 150-T30TM, 30 watt, 15 minutes).
In (a), the ablation zone is represented as simple ellipsoid. Image (b)
shows the approximation method based on the lookup table, and im-
age (c) the approximation method based on weighted distance fields. In
(d) the corresponding 60◦C thresholded coagulation mask is calculated
with the numerical simulation.
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alize the expected ablation zone incorporating the cooling blood vessels. However,
due to the high computational effort, which is too time-consuming for clinical use,
the approximation was judged as a highly useful method for planning RFA. Also,
the medical experts explained that the proposed method is valuable to support in-
experienced radiologists in interactively estimating the expected size and shape of
the coagulation necrosis and thus find an optimal trajectory to the target volume
under consideration of relevant risk structures.

4.7 Discussion and Conclusions

In this chapter, two methods to interactively approximate the ablation zone are pre-
sented, which incorporate the heat-sink effect of blood vessels, and assist physicians
in pre-interventional RFA planning. The first method is based on a geometric recon-
struction of pre-computed numerical simulations, which are stored in a lookup table.
The method is based on the originally published work of Kröger et al. [97]. In their
approach, the ablation zone is parameterized by a large number of pre-calculated
2D reference configurations, stored in a lookup table. A reference configuration is a
simplified two-dimensional setting, whereas a vessel of infinite length is assumed to
be parallel to the applicator’s electrode. The approach presented in this work is an
advancement of the original surface mesh-based lookup table approach. The lookup
table is extended to a 3D setting, taking the length of the active zone into account.
In contact to the original method, the ablation zone is calculated as an image mask
instead of representing the cooling effects onto a surface mesh of the tumor. In the
case of 2D slice visualization, interactive frame rates are achieved.

To overcome the limited performance and reconstruction issues of the first method,
the second approach utilizes weighted distance fields to approximate the ablation
zone of different RF applicator models on the GPU. A weighted distance field is
utilized, which is fitted to the coagulation necrosis mask retrieved from a numerical
simulation in homogeneous tissue under consideration of the biophysical heat trans-
port. The approximated ablation zone is combined with a thermal diffusion field,
describing the heat transport of the vasculature in order to estimate the heat-sink
effects of nearby blood vessels. Because the parameters describing the ablation zone
are determined for homogeneous material parameters (i.e., patient independent) and
the thermal field is calculated from the segmented vessel mask in a pre-processing
step, the approximation of the resulting coagulation necrosis can be processed in
real-time utilizing the GPU.

In contrast to similar work, the ablation zone is not represented as a deformed
ellipsoid. Instead, it is approximated utilizing a weighted distance field, retrieved
from a numerical simulation. In other work, the heat-sink effect is modeled by
translating the vertices of the ellipsoid based on the proximity of large liver vessels.
In this approach, the thermal diffusion of the vasculature is calculated and the
ablation zone modified by combining the distance field and the thermal field based
on heuristics.
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(a) (b)

Figure 4.16: Volume rendering of an umbrella-shaped monopolar RF applicator (a),
and corresponding visualization of a single slice in plane with the ap-
plicator’s shaft.

In the lookup table-based approach of Kröger et al. [97] and also in the above
mentioned first method, the vascular cooling is calculated under consideration of
the Euclidean distance from the electrode to the blood vessels, the vessel radii, and
the angle between the direction under consideration and the direction in which the
vessel center is located. Thus, the ablation zone is individually calculated for every
vessel segment, resulting in an independent cooling effect (see Figure 4.5).

In contrast to related approaches, the combined ablation zone of multiple RF ap-
plicators as well as the estimation of different electrode types, such as the umbrella-
shaped applicator, is provided by sampling the related electrode geometry and pre-
calculation of appropriate weighting parameters (see Figure 4.16). Furthermore, ad-
vanced visualization techniques such as multi-parameter contour drawing or shaded
volume rendering in 2D and 3D on interactive frame rates is presented.

In the comparison of the approximation with the numerical simulation, it is shown
that similar ablation zone masks can be calculated, even in complex vascular situ-
ations, for both monopolar and bipolar electrodes and for multiple RF applicator
configurations. Several limitations result from the substantial simplifications of the
proposed method. The most important limitation is that the approximation is only
indirectly related to the biophysical principles. In situations where cooling vessels
interrupt the thermal transport of the electrodes, the estimated shape of the abla-
tion zone may be incorrect (cf. Hausdorff distances). However, the major benefit of
the approach results from the real-time performance in both 2D and 3D, and the
independence from the duration of the estimated ablation procedure. Visualizing a
coagulation necrosis by solving numerical simulations results in high computation
times ranging from a few minutes to several hours depending on the resolution of the
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computational domain (particularly the required high-resolution domain for repre-
senting umbrella-shaped electrodes), the ablation duration (5-30 minutes), and the
chosen calculation precision. Furthermore, utilizing contour visualization, multiple
parameters such as varying ablation duration can be represented together.

For future work, a retrospective user study with medical experts should be con-
ducted to evaluate the clinical value of the method using real patient data. To
estimate the benefit, RF applicators will be placed in pre-interventional images and
the ablation zones will be compared with the outcome after ablation. A further
research direction is the integration of the approximation model into an automatic
path proposal method for RF applicator placement. Besides other optimization
constraints (e.g., the distance to risk structures), the performance of the proposed
method will facilitate a fast estimation of the tumor overlap in order to determine
optimal needle placements, automatically. First results are reported at the European
Congress of Radiology [15].

This chapter is in part based on the following publications:

• C. Rieder, I. Altrogge, T, Kröger, S. Zidowitz and T. Preusser. Interac-
tive Approximation of the Ablation Zone incorporating Heatsink Effects for
Radiofrequency Ablation. In: Proceedings of CURAC, pp. 9-12, 2010

• C. Rieder, T. Kröger, C. Schumann and H. K. Hahn. GPU-Based Real-Time
Approximation of the Ablation Zone for Radiofrequency Ablation. In: IEEE
Transactions on Visualization and Computer Graphics (Proceedings Visualiza-
tion 2011), 17, 12, pp. 1812-1821, 2011.
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5
Workflow for Automatic

Alignment of Interventional
Images

Medicine is a science of uncertainty
and an art of probability.

(Sir William Osler)

To verify the treatment success of the RFA therapy, reliable alignment of the
pre- and post-interventional images is required. In this chapter, a workflow
for automatic alignment of interventional CT images is presented. Based on

segmentation masks of tumor and coagulation, the workflow enables an automatic
rigid registration algorithm to perform at least as accurately as experienced medical
experts, but with significantly less time.
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5.1 Introduction

To evaluate the success of the RFA therapy, pre- and post-interventional images are
typically acquired to visually compare tumor and coagulation. Due to the varying
acquisition times and accordingly different coordinate systems of the pre- and post-
interventional images, a registration is required to allow a fused visualization and a
quantification of possible local tumor recurrence. Because of the soft-tissue property
of the liver, global organ deformations can only be completely compensated with
a (nonrigid) deformable registration. However, the use of a nonrigid registration is
critical because nonrigid transformations alter the image data. This could lead to
volume changes, which make a robust quantification impossible. Only rigid trans-
formations leave the images as acquired, which is necessary for clinically acceptable
quantification and verification. Another drawback of a deformable registration is
the application of manual correction by the physician, because the resulting trans-
formation after registration is difficult to understand. Heizmann et al. [79] describe
in their study that a rigid alignment of the preoperative data can give satisfac-
tory accuracy in a region of interest (ROI) in spite of inevitable deformation of
the liver parenchyma. Thus, a rigid registration in a local ROI around the tumor
(with diameter less than 30 mm [122]) is considered sufficient for aligning pre- and
post-interventional CT images.

A further challenge is the difficulty to align data sets with different disjunctive
structures. Regarding typical data obtained for RFA, lesion and coagulation may dif-
fer from each other in size, shape and position. The subsequent step after alignment
is the comparison of the lesions’s geometrical properties. To prevent an automatic
registration algorithm from matching of tumor and coagulation, it has to be ensured
that both, the tumor as well as the coagulation, are not considered for similarity
calculation. Instead, only anatomical structures around the lesions, such as vessels
and liver parenchyma, are taken into account.

In this PhD thesis, a workflow for automatic alignment of pre- and post-inter-
ventional images based on segmentation masks of tumor and coagulation is pro-
posed. The presented workflow is embedded in a clinical software assistant, which
guides the physician in performing the necessary processing steps for comparison
of the image data. Based on the aligned lesion masks, advanced visualization and
robust quantification techniques can be utilized to facilitate reliable assessment of
the therapy success.

The outline of this chapter is as follows: In Section 5.2, related works in the
field of registration of soft-tissue images, particularly interventional images, and are
discussed. Section 5.3 explains the proposed workflow steps including lesion seg-
mentation, automatic registration, manual registration and result visualization. In
Section 5.4, the evaluation method for assessing the accuracy of the proposed method
is outlined. The results of the conducted evaluation of 41 RFA cases are presented
in Section 5.5, and the conclusion with a discussion of the proposed methods are
illustrated in Section 5.6.
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5.2 Related Work

Manual rigid registration of medical image data has been proposed for different
modalities. An early work presents an interactive technique for registration of three-
dimensional images [136]. Using simple mouse interactions for translation and rota-
tion, the physician is able to align the data sets. The method is validated for PET,
SPECT, MRI and CT brain studies.

For soft-tissue software assistance, Carillo et al. [41] utilize a manual and semiau-
tomatic rigid registration method to align MR liver images acquired before and after
RFA therapy. To assess the accuracy of the proposed methods, distances between
iso-contours in selected regions of interests are measured in 2D, and a registration
error is estimated in 3D. The authors report a registration accuracy of approximately
3 mm, which is the typical voxel size of their data, for both a manual and a mutual
information-based method.

Weihusen et al. [179] describe a software tool which supports visual comparison of
pre- and post-interventional RFA data sets. For the comparison, the data sets have
to be aligned by the physician utilizing a manual rigid registration procedure [183].
To ease the comparison, a color coding scheme within a 3D surface rendering is
utilized. However, the authors do not provide a clinical evaluation of the method.

A feasibility study for evaluation of RFA using registration of pre- and post-
operative CT images is presented by Fujioka et al. [60]. An automatic rigid reg-
istration method is used to align pre- and postoperative CT images. Additional
landmarks may be segmented in both data sets in order to improve the registra-
tion result. They conclude that the registration of CT images is a feasible method
for evaluation of RFA therapy of primary liver tumors. In a subsequent study, the
presented registration method is successfully used to quantify the minimal ablative
margin for RFA of Hepatocellular Carcinoma lesions between 2 and 5 mm in diam-
eter to prevent local tumor progression [90]. The authors state that the registration
method is valuable for quantitative assessment of the ablation therapy.

Giesel et al. [64] evaluate the feasibility of a rigid registration of pre- and post-RFA
images to facilitate early detection of residual disease. Compared with conventional
interpretation using mental registration, they state that computer processing may
have a more objective and exact view. Several major problems are also outlined.
The problem of respiratory motion, whereas organs can significantly alter their shape
and location, caused mis-registration and hampered image fusion. Also, organ shift
and shrinkage were encountered, as thermal lesions tend to shrink after RFA.

To compensate global deformations of the liver, Charnoz et al. [43] register the
segmented vascular tree of the liver for the follow-up of tumor evolution. However,
registering the vascular system alone does not take any information regarding defor-
mation of the liver surface into account. Niculescu et al. [128] present a liver surface-
based non-rigid method for tracking the tumor across pre- and post-interventional
CT images for the assessment of the tumor response after RFA. The volumetric de-
formations are modeled utilizing a linearly elastic finite element method. However,
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surface matching is in most cases not accurate enough when dealing with lesions in
the center of the liver.

In a recent work, Kim et al. [88] evaluate a method for nonrigid registration of pre-
and post-interventional CT data sets. 31 cases are evaluated to determine the effect
on the safety margin assessment after RFA of the liver. The registration accuracy
is validated by setting pairs of corresponding landmarks on the pre-interventional
data sets and registered post-interventional data sets, and calculating the average
distances. The authors report a mean difference of 1.3 mm and conclude that the
registration method is an accurate and useful technique for assessing the safety
margin after RFA. Because smoothness and volume preservation of the deformation
is not reported, assessing the quality of the resulting transformation is not possible.

For further reading, the survey of Viergever et al. [174] may be a starting point.
A survey of medical image registration on graphics hardware is presented by Fluck
et al. [56].

5.3 Registration Workflow

To allow reliable and effective assessment of the RFA therapy, a registration work-
flow is presented. In the initial workflow step, segmentation masks from both, the
pre-interventional tumor and the post-interventional coagulation are interactively
created by the physician (see Figure 5.1). In the next step, the data sets are au-
tomatically aligned in a region of interest around the lesion masks to compensate
spatial and temporal organ deformations. To post-adjust and quantify the resulting
transformation, a manual registration method is also included. In the final step, the
lesions are visually and quantitatively compared using image-fusion of the registered
data sets.

5.3.1 Lesion Segmentation

The initial preprocessing step is the segmentation of the tumor and coagulation
areas in CT data. A semi-automatic, morphologically based region-growing algo-
rithm [120] is used that has proven to be robust and of good performance. For
that, the user has to draw a stroke across the lesion, which is utilized for histogram
analysis. Based on the drawn stroke, the calculation of the segmentation mask
is performed automatically. Because multiple segmentation masks can be created,
corresponding lesions are connected by the user to unique tumor–coagulation pairs,
which are assessed consecutively.

Subsequently, a region of interest (ROI) is defined from the segmentation masks’
centers of gravity (see Figure 5.2). The registration process is initialized by au-
tomatic position matching of the centers of gravity of both lesions. The resulting
transformation is only applied in the ROI of both lesions to fulfill local rigidity
constraints.
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Lesion Segmentation Image Registration Result Visualization

tumor

coagulation

Figure 5.1: Illustration of the assessment workflow. The first step is the segmen-
tation of the pre-interventional lesion and the larger post-interventional
coagulation. In the second step the data sets are registered in order to
match the anatomical relations. The last step is the visualization of the
fused data sets to allow visual comparison of the lesions.

IVC

tumor

region of interest

liver parenchyma

(a)

IVC

coagulation

region of interest

liver parenchyma

(b)

Figure 5.2: Image (a) illustrates a pre-interventional tumor located in the vicinity of
the inferior vena cava (IVC). A region of interest with uniform distance to
the segmented tumor’s center of gravity is automatically defined. Anal-
ogously, in (b) the post-interventional coagulation is segmented and the
corresponding region of interest calculated.
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5.3.2 Automatic Rigid Registration
The preprocessing steps presented in Section 5.3.1 serve as input of the automatic
registration method. To prevent the registration algorithm from matching both le-
sion shapes instead of the surrounding anatomy, a registration mask is specified. For
that, the pre-interventional lesion mask is dilated utilizing a morphological opera-
tion and subsequently inverted. Thus, the registration algorithm uses only a subset
of the pre-interventional image ROI for similarity calculation.

For further exclusion of anatomical structures such as ribs or neighboring organs
from the similarity calculation, a rough liver segmentation is computed automati-
cally. With no need to delineate exact liver boundaries, this coarse segmentation
is based on the observation that liver tissue mainly contributes to the upper parts
of the image’s histogram (see Figure 5.3). Voxel with gray values between the last
peak in the histogram (v1) and the 95%-quantile (v2) are enhanced by multiplication
with a Gaussian function with expectation value µ = (v1+v2)

2
and standard deviation

σ = v1−v2

2
. By subsequent thresholding by 0.5 and selective morphological opening

(of 15 mm), a mask can be obtained that excludes bones and other abdominal or-
gans. The selective opening is a morphological dilation of a erosion, whereas the
larges component of the image is selected by a connected component analysis after
morphological erosion. Using this kind of masking, the registration is significantly
faster and more robust.

HU

v1 v2

Figure 5.3: The smoothed histogram of a CT data set from which the last peak (v1)
and the 95%-quantile (v2) are determined.

To compute the complete transformation, an automatic registration algorithm
based on the Newton-type optimization scheme [119] using the Local Cross Corre-
lation (LCC) similarity measure [126] is utilized. For a complete overview of the
used registration framework, the reader is referred to Böhler et al. [31]. Figure 5.4
illustrates the complete registration workflow.

5.3.3 Manual Rigid Registration
For post-adjustment of the transformation, a manual registration method, which
can be used without extensive training, is provided. The manual alignment of the
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center matching rigid registration

Figure 5.4: As a pre-registration step, the regions of interests of both lesions are over-
laid by matching the positions of the corresponding center of gravities.
Subsequently, a rigid registration is performed to match anatomical fea-
tures such as vessels around the lesions. For the automatic registration
algorithm, both lesions are masked out of the anatomical images.

data sets is performed in the orthogonal 2D slice views performing simple mouse
interactions. The template image can be grabbed and translated in all three main
directions. Furthermore, an image menu which is superimposed onto the image
data is presented. It allows to translate the data set in a step-by-step manner
using buttons for translation, and also for image rotation. The image menu can be
displayed at the current mouse pointer and defines the rotation center of the template
data set. Figure 5.5 shows the image menu. The four outer arrow buttons allows the
physician to translate the template image step by step. The plus and minus buttons
realize translation in and inverse direction of the image stack, respectively. The two
curved arrows allow to rotate the template image around the menu’s center. If the
medical expert is not satisfied with the registration result, the software assistant
provides an undo button to reset the transformation to the initial matching of the
centers of gravity.

The challenge in manual registration is to visually assess if the anatomical struc-
tures of the template image and the corresponding anatomical structures in the
reference image are properly matched. For that, both images have to be displayed
in a combined visualization. Because radiologists are trained to mentally fuse data
sets, combined visualization with checkerboard-like overlays [76] or iso-contours are
not considered. Because of the goal to match anatomical landmarks, particularly
liver vessels, instead of the lesions’ boundary, the display of the previously segmented
lesion masks is not provided. The data sets are combined using image fusion [168].
Three fusion modes are available:

• An additive color scheme is used to allow a visual separation of the data sets.
The reference image is colored in light blue and the template image in the
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Figure 5.5: Image menu as overlay on top of the anatomical image. The buttons
of the menu allow for translation and rotation of the template data set.
Also, the rotation center is defined by the image menu.

complementary color, i.e. orange (see Figure 5.6 (a)). Those colors are chosen
for the reason that areas of different intensities stay colored and areas with
similar intensities become grey. The advantage of the additive color scheme is
that no further parameters are required to fuse the data sets, particularly if
both data sets represent equal intensities. On the other hand, the drawback
is that the data sets have to be represented with similar window and level
justification to allow for correct fusion.

• To overcome this problem, both colors can also be merged by linear inter-
polation of the color values (see Figure 5.6 (c,d)). For that, a slider control
allows the user to linearly blend between pre-interventional reference image
and post-interventional template image. Thus, the user may independently
window both data sets and linearly blend the images from reference only to
template only.

• In the last mode, both data sets are merged by linear interpolation, but in-
stead of utilizing colored transfer functions, the original image intensities are
displayed (see Figure 5.6 (b)). The user may use the slider control to quickly
switch between both data sets allowing for mental fusion of the data sets
(morphing).

In addition to the 2D slice views, a three-dimensional multi-volume rendering of
both ROIs is integrated. In the volume rendering, the liver vessels of both data sets
are emphasized utilizing the automatically determined transfer function (see Sec-
tion 3.5.1). Also, the color schemes described above are used for the fused volume
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rendering of both data sets. If the template image is interactively transformed by
the user, the corresponding data set in the volume rendering is also immediately
transformed, allowing for a fast exploration of the anatomical correlation of vas-
cular structures. The advantage of the 3D volume rendering is that all vascular
structures in the ROI are visible in a single visualization allowing the user to verify
the accuracy of the alignment without slicing though the complete image stack (see
Figure 5.11).

(a) (b)

(c) (d)

Figure 5.6: Image (a) shows a fused image with the additive color scheme. The
pre-interventional image is colored red, the post-interventional image
in blue. In (b) the original windowed grey values are linearly merged
(blending = 0.5). Image (c) and (d) show the linearly merged colors
with blending = 0.25 and blending = 0.75, respectively.
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5.3.4 Result Visualization
In the last workflow step, the result of the registration is visually represented. In
order to verify if the tumor is completely enclosed by the coagulation, both lesions
are visualized together. Both segmentation masks are jointly superimposed onto
the anatomical images allowing the physician to visually verify the ablation result.
For that, the post-interventional coagulation mask is transformed to the image co-
ordinate system of the pre-interventional tumor mask with the registration matrix
and vice versa. Because the segmentation information is now used, the data sets
are not visualized according to the fusion schemes presented in Section 5.3.3. Fig-
ure 5.7 shows tumor (orange) and corresponding registered coagulation (blue) mask
superimposed onto the pre-interventional data set by utilizing the transformation
matrix, and also onto the post-interventional data set by utilization of the inverse
transformation. Furthermore, quantitative measures such as lesion volumes, max-
imal diameter or surface distance are calculated. A comprehensive discussion of
quantification methods and also proposal of advanced visualizations is presented in
the following chapter.

(a) (b)

Figure 5.7: Image (a) shows a slice visualization of a tumor (orange) and registered
coagulation (blue) superimposed onto the pre-interventional data set.
Analogously, in (b) the post-interventional image with coagulation and
registered tumor is presented.

5.4 Evaluation

To evaluate the proposed automatic registration method, 41 pre-interventional le-
sions with corresponding post-interventional coagulations are automatically aligned
with the proposed method (see Section 5.3.2). The data sets have been recorded
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before and after the RFA therapy, respectively. For statistical analysis, the elapsed
processing time as well as the transformation matrix are stored for each case. To
assess the processing time and the accuracy of the resulting transformation, the
optimal registration is calculated, and all data sets are registered by four medical
experts, manually.

5.4.1 Specification of Robust Landmarks
To evaluate the accuracy of the rigid registration, robust ground truth landmarks
are specified. For that, a physician defines at least three landmarks around the
lesion in the reference data set by clicking into the 2D slice viewer. Subsequently,
the corresponding landmarks in the template image are also determined. Because
manual determination of landmarks is inaccurate, further landmarks are specified
by additional medical experts. For that, the reference landmarks are shown, and
each medical expert specifies the corresponding landmarks in the post-interventional
template data set.

center of 
gravity

median

median * 1.6

2

3

4

1

5

new center

Figure 5.8: Filtering of outlier landmarks from a landmark set. Landmark 5 will
be discarded because its distance is larger than 1.6 times of the median
distance of all landmarks to the center of gravity. The average landmark
is the new center of gravity of the remaining landmarks.

Consequently, for each pre-interventional landmark, multiple corresponding post-
interventional landmarks are defined. To increase the robustness of the landmarks,
outliers are eliminated and the average landmark is calculated from the remaining
landmarks. For that, the center of gravity of all landmarks, matched to a single
anatomical feature is calculated. Further, the median distance of all landmarks to
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the center is computed. A landmark is specified as an outlier if its distance to the
center of gravity is larger than 1.6 times the median distance. Subsequently, all
outliers are eliminated, and a new center of gravity is calculated from the remaining
landmarks. Thus, the new center of gravity is the stable, robust template landmark
of a pre-interventional reference landmark set. Figure 5.8 illustrates the elimination
of an outlier and the calculation of the resulting average landmark. Figure 5.10
shows 3D renderings of the tumor and surrounding vessels. Multiple landmarks are
placed by five experts onto features of the vessels, whereas each expert is represented
by different colored spheres. The black dashed spheres represent the averaged land-
marks after elimination of the outliers. Image (a) and (c) presents cases, whereby
landmark outlier are clearly visible. The position of the averaged landmark set is
now the center of gravity of the remaining landmarks.

5.4.2 Estimation of the Ground Truth Transformation

To estimate the optimal ground truth transformation for all 41 data sets, five expe-
rienced medical experts specified 4-5 landmark pairs, from which robust landmarks
are calculated, as described in Section 5.4.1. The average distance to the center of
gravity after elimination of the outliers is measured per landmark set. The median of
all averaged distances is 2.71 mm, the minimum 0.73 mm, and the maximum 33.57
mm (see Figure 5.9). The medium distance emphasizes that the specification of
anatomical landmarks in the three-dimensional space is a difficult task for humans.

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5 30.0 32.5

Distance [mm]

Figure 5.9: The box plot illustrates the average distance to the center of gravity per
landmark set after elimination of landmark outliers (182 landmark sets
from 41 cases).

Based on the averaged landmarks, the optimal landmark registration is calcu-
lated. For that, the Iterative Closest Point (ICP) algorithm [151] is utilized which
leads to a mean Euclidean distance of 2.29 mm and a median Euclidean distance
of 2.16 mm. The resulting distance after ICP landmark matching is denoted as the
system error of the rigid registration, which is related to the general variation of
landmark positioning by humans and the remaining non-linear transformation frac-
tion of the deformation. The small value of the system error supports the validity
of the proposed approach for rigid alignment of interventional image data.
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Averaged landmark

Outlier landmark

(a) (b)

(c) (d)

Figure 5.10: Rendering of a pre-interventional lesions and the surrounding vessels as
well as ribs (image (a)-(d), case 6, 36, 29 and 17, respectively). In every
image, a set of five anatomical landmarks is displayed, whereas each
landmark is represented by differently colored spheres from five medical
experts. The black dashed spheres represent the averaged landmarks
after elimination of the outliers.
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5.4.3 Landmark Transformation

The 41 data sets are registered manually by four medical experts, independently, and
also by the automatic method. The processed time and the transformation matrix
are stored for every data set. To compare the results of the automatic registration
method with the optimal rigid registration and the manual registration, the averaged
template landmarks are transformed with the stored registration matrices. After
the transformation, the average Euclidean distance from the transformed template
landmark set to the reference landmark set is measured for every case.

5.5 Results and Discussion

For all medical experts, a mean distance of 5.46 mm and a median distance of 4.60
mm is measured. The mean distance after automatic registration is 6.24 mm and
the median distance is 3.95 mm. The mean distance of the automatic method is
higher than the averaged distance of all experts, but slightly smaller than the worst
medical expert’s mean accuracy. The median distance of the method is lower than
the median of all medical experts, but roughly 2 mm less accurate than the optimal
landmark registration. However, the measured distances indicate that the automatic
method is at least accurate as the registration of the medical experts. Regarding the
minimal distance of the optimal landmark registration, the automatic registration
is 28% less accurate than the system error, and the averaged group of medical
experts almost 50% less accurate. In 27% of the cases, the automatic method is
more accurate than the manual registration performed by the best medical expert,
in 24% the automatic method is less accurate as the experts, and in 49% the method
is in the distribution of the medical experts accuracy (in 29% the distance is lower
than the median, in 20% higher). Figure 5.12 illustrates the average distance of all
registered data sets.

Furthermore, the time consumption of the presented registration methods is com-
pared. The mean processing time of all medical experts for all cases is 333 seconds
and the median time is 283 seconds. Also, the computation time for the automatic
algorithm, including the calculation of the proposed registration mask is measured.
The processing time for data loading and the preprocessing steps (lesion segmen-
tation and ROI calculation) is not included in the measurement of both methods.
Figure 5.12 (b) shows the average time per medical expert as well as for the auto-
matic method. Although the even alignment accuracy of all medical experts, the
elapsed time significantly differs. For instance, variance and median of the measured
time to align the data sets strongly differs of medical expert #1 and #2. Medical ex-
pert #2 seams to be more experienced and more efficient (i.e., time-accuracy ratio).
The two other experts’ time consumptions are in the same range.

The mean calculation time of the automatic registration algorithm is 38 seconds
and the median is 32 seconds. Thus, the automatic registration method is signif-
icantly faster than the medical experts, resulting in a mean 8.7 × speedup and a
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(a)

(b)

Figure 5.11: Screenshot (a) of the software assistant shows case 27 after matching
of the centers of gravity. Both lesions are aligned but the surrounding
vasculature is mismatched (11 mm). After automatic registration in
the region of interest around the lesions (b), the vasculature is matched
resulting in a pre-post landmark distance of 3 mm.
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Figure 5.12: Box plots (a) illustrates the average distance of all registered data sets.
From left to tight, the distance from the initial position matching, med-
ical expert 1 - 4, the automatic method, and the optimal registration
after ICP matching of the landmarks. Box plots (b) show the average
processing time of the medical experts and the automatic method.

median 8.8 × speedup, respectively. The processing time to segment both lesions
is not included in the mean calculation time. Because its mean processing time is
1-2 seconds, the segmentation process do not significantly changes the scale of the
observed speedup. Figure 5.12 (b) clearly reveals that the median of the automatic
method is in the range of the minimal time consumption all medical experts required
for manual alignment. With increasing computing performance of the hardware and
constant processing time of the medical experts, an even higher speedup can be
expected in the future.

Additional observations are, that without the presented masking method, the
landmark distance after automatic alignment is significantly greater (mean 8.79,
median 6.7 mm). Furthermore, the outliers of the automatic alignment method
(cases: 9,15,16,17,19,20,22,33,35,39; see Figure 5.13) all have lesions that are pe-
ripherally located (close to the liver’s capsule). The inaccurate registration matches
are related to inadequate registration masks, which lead the algorithm to also cal-
culate the similarity of extra-hepatic neighboring organs and try to align them.

5.6 Conclusions

In this chapter, an automatic workflow for masking liver tissue, enabling a rigid reg-
istration algorithm to perform at least as accurately as experienced medical experts
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Figure 5.13: Box plot of all 41 cases. The boxes illustrate the landmark distances of
the manually registered data sets. The dots show the distance per case
after ICP matching of the landmarks and the triangles the distance of
the automatic registration method.

is presented. To minimize the effect of global liver deformations, the registration
is computed in a local region of interest around the pre-interventional lesion and
post-interventional coagulation necrosis. A registration mask excluding lesions and
neighboring organs is calculated to prevent the registration algorithm from matching
both lesion shapes instead of the surrounding liver anatomy. As an initial registra-
tion step, the centers of gravity from both lesions are aligned, automatically. The
subsequent rigid registration method is based on the Local Cross Correlation (LCC)
similarity measure and Newton-type optimization.

To assess the accuracy of the proposed method, 41 RFA cases are registered and
compared with manually aligned cases from four medical experts. Furthermore,
the registration results are compared with ground truth transformations based on
averaged anatomical landmark pairs. The proposed automatic method reaches an
accuracy in the range of the medical experts’ registration transformation in signif-
icantly less time. Although the variance of the resulting distance after automatic
registration is higher than the measured distance from the medical experts, it is
shown that the median distance is slightly smaller. Thus, the automatic rigid regis-
tration is a useful tool to fuse pre- and post-interventional data sets in a local region
of interest to allow assessment of the RFA therapy success. A combination of both
automatic and manual approaches is integrated in the software assistant, where
the physician is able to manually post-adjust the transformation after automatic
registration to achieve the optimal result.
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Although the presented alignment workflow is described for comparison of images
acquired for planning and assessment of the RFA therapy, it is generally independent
of the type of needle intervention. Thus, pre- and post-interventional images from
other therapies such as microwave or cryoablation can also be aligned. The method
may be generalized for other alignment procedures with comparable requirements
such as local rigidity and segmentation masks.

For future work, it will be investigated how the mask calculation can be improved
to reach a higher robustness, even for peripheral lesions without significant increase
of the processing time. Nevertheless, medical users may be able to detect those failed
registration results and may correct the alignment manually using the presented
interaction methods.

This chapter is in part based on the following publication:

• C. Rieder, S. Wirtz, J. Strehlow, S. Zidowitz, P. Bruners, P. Isfort, A.
H. Mahnken and H.-O. Peitgen. Automatic Alignment of Pre- and Post-
Interventional Liver CT Images for Assessment of Radiofrequency Ablation.
In: Proceedings of SPIE Medical Imaging: Image-Guided Procedures, Robotic
Interventions, and Modeling. 8316, pp. 83163E-1-83163E-8, 2012.
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6
Visual Support for Interactive

Assessment of RFA

What we see depends mainly on what
we look for.

(Sir John Lubbock)

The comparison of pre- and post-interventional images for assessment of the
treatment result is a challenging task and is prone to human error. In this
chapter, a novel visualization as well as a navigation tool, the so-called

tumor map, is presented to ease the comparison. The tumor map is a pseudo-
cylindrical mapping of the tumor surface onto a 2D image. It is used for a combined
visualization of the tumor and its surface distance to the coagulation necrosis in
order to support reliable therapy assessment. Additionally, the tumor map serves
as an interactive tool for intuitive navigation within the 3D volume rendering of the
tumor vicinity as well as with familiar 2D viewers.
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6.1 Introduction

Visual comparison of shape, size, and position of tumor and coagulation is typically
performed to verify the treatment success of the RFA therapy. Generally, a maximal
distance between the tumor surface and coagulation surface is required to avoid
local tumor recurrence. In clinical practice, the images are often displayed in two
separate viewers or even on two different monitors. Subsequently, both images are
synchronously viewed in a slice-by-slice manner in order to compare the geometrical
properties of tumor and coagulation.

The major challenge using this method is to correlate any spatial position in both
images over all slices, which is in particular difficult if the soft-tissue is deformed
or the shapes of tumor and coagulation significantly differ. Also, high interaction
effort is required to fully examine both data sets because slicing has to be performed
in parallel. A further challenge is the difficulty to evaluate the size of the ablative
margin exactly as well as quantify the ablation volume in the three-dimensional
space. Typically, both lesions are only mentally fused by the physician, which is
a time-consuming and inadequate task for robust qualification. In conclusion, the
interpretation of the visual context and the respective treatment result is a challeng-
ing task and is prone to human error. Thus, comparative and robust quantification
of the therapy success is difficult to achieve.

To ease this evaluation, the tumor map is presented as an interactive visualization
technique for a reliable therapy assessment. Based on robust segmentations of the tu-
mor and coagulation areas and a suitable registration of pre- and post-interventional
data, a traffic light color-coding scheme is used for a fast and accurate visualization
of the ablation state. Additionally, the tumor map serves as an interactive tool for
intuitive navigation within the 3D volume rendering of the tumor vicinity as well as
with familiar 2D viewers.

Technical contributions of this work are:

• Utilizing a traffic light color scheme, the minimal distance between tumor and
coagulations surface is accurately visualized in 2D slice views as an addition
to the visual comparison procedure of pre- and post-interventional CT images.

• In the 3D volume rendering, the traffic light color-coding scheme is mapped
onto the tumor’s surface, and the coagulation is visualized in a transparent
fashion to avoid occlusions. To supply the physician with spatial hints, the
surrounding anatomy, including vessels, lungs and bones, is also visualized.

• The tumor map with the applied color scheme is introduced, which allows for
immediate visualization of the complete tumor’s surface. Thus, residual tumor
tissue can be detected as fast as possible by the physician without the need
for any interaction.

• Furthermore, the tumor map is used as a novel navigation tool to manipulate
the view of the 3D volume rendering as well as the slice in the 2D viewers.
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• Finally, the tumor map is also used as an interactive, bidirectional synchro-
nization tool of the 2D viewers (selection of current surface point) with the
3D volume rendering (determination of view to current surface point).

The outline of this chapter is as follows: In Section 6.2, related work focusing
on the assessment of radiofrequency ablation is described. Also, works in the fields
of direct volume rendering and map projections are discussed. Section 6.3 explains
the pre-processing required for the proposed visualization methods. In Section 6.4,
the ablation color scheme and the corresponding visualization implemented in 2D
and 3D are illustrated. In Section 6.5, the tumor map is presented and the technical
realization explained. In this section, different mapping layouts as well as interaction
methods are also discussed. Results are presented in Section 6.6, and the conclusion
in Section 6.7.

6.2 Related Work

The size and shape of post-interventional RFA lesions have been examined by several
research groups with different intentions. Bangard et al. [23] compare a 3D volume
of a RFA coagulation in CT data with the largest 3D sphere that fits into this volume
to examine the discrepancy between the expected and the achieved coagulation sizes.
Stippel et al. [167] use volumetric reconstructions of RFA coagulations to perform a
correlation between the recurrency rate and the initial tumor diameter. Both papers
seek better knowledge about the achievable ablation area for intervention planning
purposes.

Lazebnik et al. [102] describe a geometric 3D-deformable lesion model for seg-
mentation and visualization of RFA lesions in post-interventional MRI data. The
methodology is oriented to a treatment assessment based on volumetry. A com-
parison to pre-interventional data is not performed. Bricault et al. [35] describe a
computer–aided diagnosis tool that provides an early detection of local recurrences
based on a comparison of the 3D shapes of RFA coagulations in consecutive fol-
low up CT scans. The outcome of the procedure has been evaluated in a clinical
study [36]. The methodology aims at the early detection of local recurrences during
the clinical follow-up care. The concept of immediate post-interventional therapy
assessment, based on the comparison of the tumor- and coagulation areas, is not
mentioned.

Samset et al. [152] present a software tool, developed to calculate and visualize
3D temperature distributions during hepatic cryoablation combined with a 3D intra-
operative navigation system. Based on segmentations of the tumor and the frozen
region, the -40◦C isotherm-surface can be shown in relation to the tumor, whereas
the tumor is colored according to the current ablation temperature in a surface
rendering. The presented visualization of the temperature distribution in the target
region is used as guidance for accurate probe replacement.

Weihusen et al. [179] describe a visual support for comparison of pre- and post-
interventional RFA data as part of a software assistant. For the comparison, a traffic
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light color coding scheme within a 3D surface rendering is used. The colors red,
yellow and green are mapped onto the transparently rendered coagulation surface
in order to emphasize the minimal distance to the tumor regarding the ablative
margin. The drawback of this visualization is the difficulty to relate the tumor’s
surface to the intended ablative margin. Also, the color scheme is not provided in
the slice rendering and no further interaction elements are described.

In addition to traditional 2D slicing, surface rendering (indirect volume rendering)
and particularly direct volume rendering (DVR) is now available in almost every
medical workstation. The value of DVR has been stated by Zuiderveld et al. [189].
They describe a clinical evaluation of interactive volume rendering and present the
medical value in three examples of clinical findings. Antoch et al. [20] comment
on the value of volume imaging for optimal placement of radiofrequency ablation
probes in liver lesions. For evaluation of RFA, Fujioka et al. [60] comment on the
advantage of DVR to multidirectional observe the relationship between tumor and
ablation zone.

However, DVR is seldom used in clinical practice due to its complicated and
time consuming-adjustment of parameters to achieve meaningful visualizations [85].
Automatic view point selection for volumetric data is addressed in several works [32,
42]. Another aspect which hampers usage of DVR in clinical practice is the often
missing synchronization between 2D slice representation and 3D volume rendering.
Kohlmann et al. [93, 94] present a new concept to synchronize 2D slice views and
volumetric views of medical data sets. They utilize intuitive picking actions on the
slice to provide expressive result images in the DVR. The synchronization from DVR
to 2D slice view via volume picking is presented in [95]. They extract contextual meta
information from the DICOM images and analyze the ray profile for structures which
are similar to predefined ray segments of a knowledge database.

In the context of image-based diagnosis, the spatial distribution of function and
morphology is of major interest. Due to the complexity of organs such as the brain
and blood vessels, flattening approaches have been presented to reduce the explo-
ration space from R3 to R2. In the field of neuroanatomical visualization, the folds
and fissures of the brain prohibit the combined display of such complex geometry.
To overcome this issue, Hurdal et al. [82] present cortical maps to facilitate a view
of the entire surface of the human brain. Interaction between 3D surface and map
is required to understand the map distortions, to mark regions of interest, and to be
able to compare differences between individuals. Neugebauer et al. [127] present an
approach for the intuitive and interactive overview visualization of flow data that
is mapped onto the surface of a 3D model of a cerebral aneurysm. They utilize
a cube-map-based approach to project the surface data of the aneurysm onto an
overview visualization. Both works map the surface points of a pre-computed ge-
ometric model from three-dimensional space into two-dimensional image space. In
the field of virtual colonoscopy, Bartoli et al. [24] introduce virtual colon mapping
and Hong et al. [81] present a colon-flattening algorithm to allow rapid searching
the whole colon wall for polyps. Therefore, the three-dimensional colon surface is
extracted from a CT data set. Subsequently, the surface is conformal mapped to a
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two-dimensional rectangle. In the area of vascular visualization, traditional volume
visualization techniques are insufficient to provide complete morphological informa-
tion. Kanitsar et al. [86] present a new technique to visualize the interior of a vessel
in a single image based on the automatic estimation of the vessel centerline. A linked
multi-view system is presented by Ropinski et al. [144] to allow for interactive ex-
ploration of PET/CT scans of mouse aortas. Therefore, a specialized multi-path
curved planar reformation, a multimodal vessel flattening technique as well as a 3D
view are integrated, and linked in the visualization system. Another system which
combines projected views together with a 3D view is presented by Lampe et al. [100].

In cartography, many different projections exist, such as the Mercator projec-
tion [162], which preserves distances on the parallels of latitude. Klein et al. [91] use
a Mollweide projection of the prostate surface to visualize the spatial distribution
of segmentation errors. For evaluation, they compute Euclidean distances between
the manual and automatic segmentation boundaries and project the values onto the
Mollweide map.

6.3 Preprocessing

In the context of this work, the ablation assessment is based on a comparison of the
pre-interventional tumor area with the post-interventional coagulation area. Two
pre-processing steps are required for the proposed methods:

• Both areas have to be segmented within the corresponding image data to
facilitate quantitative analysis of the therapy success.

• Due to the varying acquisition times and accordingly different coordinate sys-
tems of the pre- and post-interventional images, a registration is required to
allow a fused visualization.

The initial preprocessing step is the segmentation of the tumor and coagula-
tion masks (see Section 5.3.1). Since multiple segmentation masks can be created,
corresponding lesions are connected to unique tumor–coagulation pairs, which are
assessed consecutively.

The subsequent preprocessing step is the registration of the pre- and post-inter-
ventional data sets to match the spatial positions of tumor and coagulation for the
final assessment step. The registration method has to be carefully set up because
the goal is to align different structures (lesion and larger coagulation) and subse-
quently compare the geometrical properties. Thus, it has to be ensured that the
structures to be compared are not considered for similarity calculation. A workflow
for automatic alignment of pre- and post-interventional images for assessment of
RFA is presented in Chapter 5.
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6.4 Ablation Color Scheme

During the intervention, RF applicators are placed in the tumor so that all cancer
cells as well as a safety margin of approximately 1 cm around the tumor is ablated.
The purpose of this margin is to handle uncertainties and microscopic clusters of
cancer cells around the visible tumor tissue. The local recurrence rates after RFA
for tumors with an intentional margin of 0 cm and 1 cm are 14.5% and 6.5%,
respectively [121].

ablation

Goal of RFA: destruction of all tumor cells RFA Assessment: evaluation of result

RF applicator

expected coagulation

tumor

safety margin coagulation necrosis

tumor

Figure 6.1: The goal of radiofrequency ablation is the destruction of all tumor cells.
To handle uncertainties and microscopic clusters of cancer cells around
the visible tumor tissue, a safety margin around the tumor is taken into
account. In the assessment stage, it is verified if the tumor including the
safety margin is completely destroyed.

The goal of post-interventional assessment is to evaluate the therapy result, i.e.,
to verify whether the aspired region is successfully ablated (see Figure 6.1). Also,
it has to be verified if the tumor is completely located inside of the intended safety
margin in order to assess the risk of local recurrences and resulting therapy options
such as re-ablation.

6.4.1 Color Scheme of Coagulation Zones

The tumor, its surrounding safety margin, as well as the coagulation can be in-
terpreted as three sets. Thus, according to the set theory, the coagulation C is
subdivided by tumor T and its safety margin S, with T ⊆ S, into three subsets:

1. The intersection of tumor and coagulation, T ∩ C.

2. The intersection of safety margin and coagulation, S ∩ C.

3. The relative complement of tumor and margin in coagulation, C \ S.
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safety margincoagulation

T
S

C

Figure 6.2: The coagulation is subdivided into three zones by the tumor and the
tumor’s safety margin. Tumor voxel outside of the coagulation are not
considered.

However, the drawback of the subdivision of the coagulation is that the three
zones are only indirectly related to the tumor. Also, the subset T \ C which cor-
responds to tumor area which is outside of the coagulation mask is not considered
(see Figure 6.2). Particularly this subset should be visually emphasized because
it denotes the zone of tumor cells which could not be ablated. As a consequence,
the tumor is subdivided instead of the coagulation in order to allow quantitative
and qualitative assessment of the therapy success. For that, the new set N , with
N ⊆ C, is defined by the negative margin with respect to the coagulation surface
(see Figure 6.3). The coagulation C is subdivided by N and T into three zones,
which are emphasized by a traffic light color scheme:

1. The zone of failed tumor ablation (T \C) is the worst case and marked with red,
an established signal color in medical applications. In this zone, the ablation
strategy has failed and a re-ablation of the tumor is probably necessary.

2. The zone of incomplete tumor ablation is marked with yellow (T ∩ (C \ N)).
This zone is critical because the distance of the tumor voxel and coagulation
surface is less than the intended safety margin, which could lead to potential
cancer recurrence.

3. The zone of complete tumor ablation is marked with green (T ∩N). This zone
is the optimal ablation result whereas the distance of all tumor voxels to the
coagulation surface is larger than the intended safety margin.

Only the zone of failed tumor ablation is absolutely defined (red). The yellow
and the green zone are defined relative to the intended safety margin. If the safety
margin is changed, the proportion of both zones also changes.
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negative margincoagulation

failed tumor ablation

complete tumor ablation

incomplete tumor ablationT N
C

Figure 6.3: The traffic light color scheme of the coagulation zones in the tumor’s
extent. Red: failed tumor ablation. Yellow: incomplete tumor ablation
whereas the distance between tumor and coagulation surface is less than
the safety margin. Green: complete tumor ablation (distance between
tumor and coagulation surface is larger than the safety margin).

6.4.2 Visualization in 2D

In the 2D viewers, the segmentation masks of tumor and coagulation are visualized
together with the original CT-image data using a GPU-based slice renderer. The
coagulation is displayed as a blue silhouette and the tumor mask is displayed using
the color scheme which is described in the above section.

For that, the color scheme is applied to a two-dimensional rendering of the tumor
segmentation mask. The respective zones are computed by means of an inverse
Euclidean distance transform of the coagulation mask. The result of the distance
transform is a volumetric image for which the Euclidean distance to the coagulation
surface is saved as an intensity value for each voxel inside of the coagulation mask.
This distance volume is also loaded into the rendering. Subsequently, the renderer
applies the color red to every voxel of the tumor mask located outside of the distance
volume, i.e., the value zero in the distance volume. The green and yellow zones are
calculated using the safety margin threshold defined by the physician. If the distance
value of a current tumor voxel is below the distance threshold, the color yellow is
applied, above the threshold, the color green. To emphasize the boundaries of the
three zones, silhouettes are also drawn (see Figure 6.4).

6.4.3 Visualization in 3D

In addition to the two-dimensional slice rendering, a volume rendering is used to
supply the physician with a spatial representation of the ablation result including
anatomical structures such as vessels and bones. The rendered volume is a region of
interest (ROI) around the selected tumor with a fixed margin. A margin size of 5 cm
lead to a good trade off between surrounding anatomical and centered tumor. The
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(a) (b)

Figure 6.4: Visualization of the ablation zones in 2D, (a) with the pre-interventinal
image and (b) the registered post-interventional image.

Figure 6.5: Shaded volume rendering of the tumor with applied color scheme, the
blue coagulation surface, and surrounding vascular structures.
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tumor is visualized in an opaque fashion, whereas the coagulation is visualized in a
transparent fashion. To allow high-quality visualizations, a shaded volume rendering
is used with pre-integrated [53] transfer functions for both objects. Furthermore,
the distance volume is also loaded into the volume renderer to map the color scheme
at the tumor’s surface. The color scheme is calculated in the same way as in the 2D
rendering. Local anatomical structures, such as liver vessels, pulmonary structures,
and bones, are emphasized using the automatically determined transfer function
utilizing the fuzzy c-means algorithm (see Section 3.5.1). To preserve an occlusion of
the tumor by anatomical structures, a distance-based clipping plane [180] is applied,
which is smoothed to avoid hard clipping edges (see Figure 6.5).

6.5 Tumor Map

The major drawback of the 2D slice and 3D volume rendering is that the complete
surface of the tumor is not visible without interaction, i.e. slicing or rotation. To
reduce the high amount of interaction needed to observe the complete surface of the
tumor, the 3D surface of the tumor can be represented in a 2D map. The following
medical requirements for such a mapping are:

• Properties: The mapping has to enable the comparative overview visualization
of different features. For instance, the area of a local zone of incomplete
ablation has to be of equal area as any other zone in the map in order to allow
the physician to estimate its surface extension.

• Interaction: The 2D map has also to serve as a navigation tool. Marking
an interesting point in the map will interactively result in highlighting of the
corresponding position in the 2D slice view as well as the volume rendering.

• Performance: The generation of the map has to be facilitated without time-
consuming processing steps in less than a second.

This mapping can be done using a spherical parameterization of the surface [161]
and subsequently flattening into a 2D map. However, the drawback of this method
is the high computational effort for solving the required linear systems. To take the
above mentioned requirements into account, a simple but fast flattening technique
is utilized. Because liver tumors selected for RFA have typically a spherical shape
on a macroscopic level, it is assumed that the set of all surface points of the tumor
is a star-convex set. Therefore, a cylindrical mapping that transforms the surface
points of the tumor into a two-dimensional texture is introduced, the tumor map.
This map allows the physician to recognize the complete color-coded surface of the
tumor in a single view without the need for any interaction. Consequently, critical
areas such as the zone of failed tumor ablation, can be recognized immediately.
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6.5.1 Map Projection of the Tumor Surface
The well-known Mercator projection [162] is a cylindrical map projection proposed
by the geographer and cartographer Gerardus Mercator in 1569. The projection is
the standard map projection for nautical navigation because lines of constant course
(rhumb lines or loxodromes) are straight lines in this map. This is a result of the
property that angles are preserved (conformal), i.e. all straight lines in the map are
lines of constant azimuth.

Generally, a map projection is a method to represent the surface of a shape on
a plane. Projections can be classified according to properties of the model they
preserve, e.g.:

• Conformal map projections preserve angles locally,

• Equal-area map projections preserve area,

• Equidistant map projections preserve distance from some standard point or
line.

Because the shape of tumors are not developable surfaces, it is impossible to con-
struct a map projection that is both equal-area and conformal.

From a medical point of view, the Mercator projection with its major advantage
for nautical navigation is not suited because it is not equal-area with distortions
strongly decreasing toward the poles. Thus, the goal is to efficiently approximate a
equal-area map to fit the above mentioned medical requirements. For that, a two-
step approach is used. First, a rectangular map is rendered by means of cylindrical
mapping (see Section 6.5.2). Since this mapping is neither conformal nor equal-
area but equidistant only with respect to the latitude, a second step is applied.
The rectangular map is deformed to representations that are commonly known from
cartography that fulfill the equal-area criteria (see Section 6.5.3).

6.5.2 Cylindrical Mapping of the Tumor Surface
For the generation of the initial map, a longitude–latitude mapping, which is an
(equi-)rectangular projection, is used. The longitude–latitude mapping is a cylindri-
cal mapping that considers longitude and latitude as a simple rectangular coordinate
system:

x = λ− λ0 (6.1)
y = φ (6.2)

where φ is the latitude, λ is the longitude, and λ0 is the central meridian (see
Figure 6.6). This projection is neither conformal nor equal-area. Scale, distance,
area, and shape are all distorted with the distortion increasing toward the poles.
The longitude values are denoted in the x axis of the map, the latitude values in the
y axis.
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Figure 6.6: The used longitude–latitude mapping is a cylindrical mapping that con-
siders longitude and latitude as a simple rectangular coordinate system.

Technically, the cylindrical map is created in the following steps:

1. Rendering arbitrary number of horizontal tiles of the tumor surface

2. Compositing of tiles into 2D texture

3. Vertical deskewing

4. Application of color scheme

1. The first step is to render an arbitrary number of horizontal tiles of the tumor
surface. To do so, a volume rendering with the tumor mask and the distance volume
including the Euclidean distance transform from coagulation surface to center of
gravity is set up. The view point is set to the tumor center and 60 horizontal tiles
are rendered using a perspective camera (with a horizontal field of view of 6 degree
and a vertical field of view of 179 degree), which is rotated stepwise by 6 degrees
per tile (see Figure 6.7). In the volume rendering, rays are cast until they hit the
tumor’s surface. The current value of the distance transformation dcoagulation as well
as the current distance from center to surface voxel dcenter are stored in the target
image.

2. In the second step, the rendered tiles are composed into a 2D texture of size
512× 256, which has to be mirrored in the horizontal direction due to the rendering
order from inside to outside. Thus, every pixel in the texture map represents an
area of the tumor surface with saved distance to the coagulation as well as distance
to the tumor’s center of gravity.
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distance field 
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dcenter
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Figure 6.7: Illustration of the rendering of the rectangular map. The values
dcoagulation and dcenter are stored in the map.

3. The resulting rectangular map contains vertical distortions (see Figure 6.8),
which are a result of the perspective rendering of the tiles. To compensate the
distortion, a vertical deskew is applied on the map:

yout = 0.5 +
tan((y[0..1] − 0.5)FOV[0..π])

2 tan(FOV[0..π]0.5)
(6.3)

where y[0..1] is the vertical input position, yout the new vertical position, and FOV0..π

the vertical field of view. The horizontal distortion can be neglected for large num-
bers of horizontal tiles, because in this case, one tile only covers a few degrees. This
projected texture is denoted as the distance map.

4. Finally, the color scheme is applied to the distance values of the coagulation
surface stored in the distance map using a transfer function according to the safety
margin defined by the user. The distance values from the center of gravity to the
tumor surface are not visualized in the tumor map (see Section 6.5.4).

6.5.3 Tumor Map Layout
To further reduce the distortions of the longitude–latitude mapping, additional map
projections are applied. One major disadvantage is the strong distortion of the area
increasing toward the poles. Because regions at the poles are stretched in the x-
dimension, the areas of different regions can not be compared. Thus, the simplest
equal-area map, the sinusoidal projection is included. The sinusoidal projection is a
pseudo-cylindrical equal-area map projection, for which the length of each parallel
is proportional to the cosine of the latitude:

x = (λ− λ0) cos φ (6.4)
y = φ (6.5)
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(a)

(b)

(c)

Figure 6.8: Projection of a checkerboard sphere (a) into a rectangular map (b). The
vertical distortion in the map increases in vertical direction. After com-
pensation for the distortions, the checker board is regularly scattered (c).

Another more complex map projection which is quite often used to map the surface of
the earth in geographic atlases is the Mollweide projection, which was first published
by mathematician and astronomer Karl B. Mollweide in 1805. It is also a pseudo-
cylindrical, equal-area map projection:

x =
2
√

2

π
λ cos θ (6.6)

y =
√

2 sin θ (6.7)

where θ is defined by:

2θ + sin 2θ = π sin φ (6.8)

Technically, texture coordinate maps of both, the sinusoidal, and the Mollweide
projection layout, are calculated by discretization of the above mentioned equations
into a 1024 × 512 image (see Figure 6.9). The texture coordinates are used to
compose the deformed rectangular projection with stored distance values according
to the custom projection layout. Moreover, using predefined texture coordinate
maps, any map projection known in cartography may be used as a tumor map.

To support the interpretation of the tumor map, labels are added to the corre-
sponding mapping layout. The labels show bold isolines of λ = -90, 0, and 90 degree
as well as φ = 0 degree. Thin isolines are drawn between the bold lines. The letters
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(a) (b)

Figure 6.9: The sinusoidal projection (a) and the Mollweide projection (b) with
color-coded texture coordinates (x = red channel, y = green channel).

A, L, P, R, H, and F (anterior, left, posterior, right, head, and foot respectively)
are also included, which are common orientation directions in medical workstations.
Figure 6.10 shows the three tumor map layouts with traffic light color scheme and
labels. To allow correct interpretation of the tumor map, it is essential to distin-
guish the three traffic light colors and to relate the colors with the assigned ablation
states. For people with some sort of color vision deficiency, particularly with red-
green color deficit (Deutan and Protan defect), differentiation of the colors from a
traffic light color scheme is a difficult task. To overcome this issue, the used colors
can be adjusted according to the Color Universal Design (CUD) [83]. The set of
colors in the CUD is unambiguous both to colorblinds (deuteranopes, protanopes)
and non-colorblinds (trichromats). Figure 6.11 (a) shows the original tumor map
color scheme (pure RGB colors: (1,0,0), (1,1,0), and (0,1,0)). Image (c) is the cor-
responding Deuteranope simulation [34] and (e) the Protanope color simulation. In
both simulated images, two areas are difficult to distinguish. Figure 6.11 (b) shows
the traffic light colors, selected from the set of CUD colors. Image (d) and (f)
demonstrate that all areas are unambiguous to colorblinds and non-colorblinds.

6.5.4 Interaction with the Tumor Map

In the introduced tumor map, surface voxels of the tumor mask are represented in a
color-coded 2D image. Hence, all critical areas can immediately be recognized with-
out requiring any interaction. However, assessing the ablation result itself can not
be performed accurately using the tumor map alone due to the missing contextual
information. On the one hand, the location of an specific area (e.g., a red coagu-
lation zone) can be perceived on the map, but on the other hand, the anatomical
context remains unclear. Hence, for every pixel in the tumor map, a visualization of
the corresponding position in the volume rendering as well as in the 2D slice view
is needed.

To synchronize the different viewers used for assessment with the tumor map, the
mapping from R2 to R3 has to be calculated. If the user marks a point on the tumor
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(a)

(b)

(c)

Figure 6.10: The images show the three tumor map layouts with traffic light color
scheme: The equirectangular longitude–latitude mapping layout with
high horizontal distortions at the poles (a), the tumor map with sinu-
soidal mapping layout (b), and the Mollweide projection (c).

map using the mouse, a lookup into the rectangular map is performed using the
texture coordinate map of the layout projection. Subsequently, the corresponding
distance value d (distance from tumor surface to center of gravity) stored in the
rectangular map is fetched. Using this distance value and the position of the center
of gravity ppptumor, the corresponding world position can be calculated immediately.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.11: The images show a tumor map with traffic light color scheme (a) and
the Color Universal Design color scheme (b) as it would be perceived
by normal trichromats, deuteranopes (c,d), and protanopes (e,f). With
the CUD colors, all areas are unambiguous, to colorblinds and non-
colorblinds (d,f).

The longitude λ, defined from 0 to 2π, and the latitude φ, defined from 0 to π, can
be calculated:

λ[0..2π] = 2π
px

sx

(6.9)

φ[0..π] = π
py

sy

(6.10)

where px,y is the position in the map texture and sx,y is the size of the map. The
following equation calculates the corresponding world position pppworld for the given
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geographic coordinates λ and φ:

pppworld = (sin λ sin φ, cos λ sin φ,− cos φ)d + ppptumor (6.11)

where ppptumor is the center of gravity of the tumor.
The resulting world position is used to draw a cursor at the voxel position in the

pre-interventional viewer as well as to automatically adjust the current slice stack.
The post-interventional viewer is also adjusted using the registration matrix. If the
user drags the mouse along a longitudinal direction from left to right, an interactive,
counterclockwise movement of the cursor at the tumor’s outline can be observed in
the axial view. Analogously, a top-to-bottom mouse movement along the latitudinal
direction causes the cursor to follow the tumor’s outline in pole direction and causes
the slice stack to change.

In the 3D volume rendering, an interactive adaptation of the view position is
calculated to allow for observation of the point of interest marked in the tumor
map. Using the longitude λ and latitude φ from Equations (6.9) and (6.10), the
rotation vector RRR(vvv, α) is composed from rotation RRRλ and RRRφ:

RRR(vvv, α) = RRRλ((0, 0, 1), λ)RRRφ((− cos λ, sin λ, 0), φ) (6.12)

The rotation matrix MRMRMR is then composed from the rotation RRR(vvv, α) and the
center point ppptumor. Finally, the rotation matrix is applied to the volume rendering.
Upon mouse movement in the longitudinal direction, the volume rendering rotates
around the z axis; for latitudinal direction, the volume rendering rotates around
the x and y axes. Consequently, the view point is always oriented to the currently
selected surface point of the tumor. Moreover, using the equations given above,
the inverse mapping from world position, marked by the user in the 2D viewer,
onto the tumor map can be calculated. In fact, this mapping is only defined for
surface voxels of the tumor mask. However, the visualization of the corresponding
tumor map position is less interesting than the calculation of the rotation of the
volume rendering. Therefore, for every world position pppworld, the normalized vector
v̂̂v̂v = pppworld − pppposition to the center point of the tumor ppptumor with distance d = 1 is
calculated:

v̂̂v̂v = (sin λ sin φ, cos λ sin φ,− cos φ) (6.13)

Longitude λ and latitude φ can be evaluated resolving Equation (6.11). Finally, the
necessary rotation matrix can be calculated with Equation (6.12).

6.6 Results

The proposed traffic light color scheme is an intuitive method to enhance the visu-
alization of critical ablation areas for assessment of RFA. The color scheme is used
in the familiar 2D slice visualizations as well as in the 3D volume rendering of a
region of interest around the tumor. The volume rendering enables the immediate
recognition of the spatial relation of the lesion within anatomical structures such as
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vessels. However, the traffic color scheme is not suitable for people with color vi-
sion deficiencies such as color blindness. Thus, alternative traffic light color schemes
under consideration of the CUD may be utilized.

The tumor map is developed as a novel visualization and interaction tool. It allows
for a visualization of the color-coded ablation result using a cylindrical mapping
of the tumor surface into a 2D texture map. Critical zones, such as the zone of
incomplete cell destruction, can be recognized immediately. Moreover, the tumor
map is an intuitive navigation tool. The user is able to navigate in the map using
mouse interaction. Subsequently, the mapped world position is highlighted in the 2D
viewer, and the slice stack is adjusted automatically so that the corresponding slice
is visible. Additionally, the volume rendering view is adapted in such a way that
the point of interest is always visible. Distance-based clipping prevents occlusion of
the lesions by anatomical structures.

Figure 6.12: Integrated tumor map and visualization of tumor and coagulation with
color scheme in the clinical software assistant. The plot above the tumor
map displays relative distances from tumor to coagulation surface.

6.6.1 Implementation
The rapid prototyping software MeVisLab is used to develop C++ algorithms and
GLSL shaders. The proposed methods are integrated in a software assistant (see
Figure 6.12), designed for assessment of needle-based interventions. The preprocess-
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ing, as discussed in Section 6.3, is integrated in the software assistant as an essential
part of the assessment workflow.

6.6.2 Performance
The compositing of the tumor map takes approximately one second (2x2.66 GHz
Xeon, ATI RadeonX 1900) and has to be performed once after applying the regis-
tration result. It is a minor performance bottleneck compared with reformation of
the registered data set. After generation of the tumor map, the security margin can
be changed interactively, because a fast texture lookup using the computed distance
map is performed. Also, the visualization of the color scheme in 2D and 3D changes
interactively, since only the distance threshold is changed for comparison with the
fetched value of the loaded distance volume. Finally, the calculation of the corre-
sponding world position from the current tumor map position is performed on the
fly. Hence, using the tumor map, the user is able to navigate interactively through
the data set.

6.6.3 Evaluation
The advantage of the tumor map is that the entire surface of the ablated tumor can
be immediately explored without the need for any interaction. An evaluation of this
obvious fact is not necessary. Thus, the evaluation is focused on whether interaction
with the tumor map (under consideration of the Mollweide and equirectangular
projections) is faster and more accurate than the rotation of a 3D scene with the
widely used virtual trackball metaphor.

To answer these questions, a user study is set up with 13 subjects (4 female, 9
male, mean age 30.4), including natural scientists (3), computer scientists (6), and

α sector

n1

s

α

n2

plane1 plane2

Figure 6.13: The α sector is defined by the angle α between orientation axis n1 (the
normal of plane1) and the vector s. The orientation axis n2 of the
rotated plane2 intersects the α sector (i.e., ∠n1, n2 < α).
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medical experts (4). 20 data sets, each with real lesion and artificial coagulation,
are combined. Each subject has to rotate the tumor object to a given orientation
(presented in a separate viewer) in random order. The subjects have to repeat
the procedure using the tumor map with Mollweide and equirectangular layouts,
respectively. Three circular cone sectors with 5, 10, and 15 degree opening angles
from the reference orientation vector are defined (see Figure 6.13). If the user’s
orientation vector hits one sector (and does not leave it afterwards), the required
time in milliseconds is measured. Additionally, the elapsed time until the user
accepts his orientation as well as the accuracy in degree is measured.

Initially, the viewers show a black screen for every test case. To start the time
measurement, the user has to start the current evaluation case manually by clicking
onto the start button and the viewers display the color-coded lesion and the tumor
map, respectively. The upper left viewer shows the reference orientation of the
colored lesion and the upper right the template lesion to be rotated by the user.
In the case of the tumor map, the cursor is used to rotate the template lesion to
the reference orientation. In the case of the virtual trackball metaphor, the user
directly rotates the template tumor in the viewer. Finally, if the user is satisfied,
the rotation is accepted by typing the space key, the time is stopped and the angle
measured. This procedure is repeated for every test case. Figure 6.14 shows the
evaluation application with tumor map setting (a) and virtual trackball setting (b).

(a) (b)

Figure 6.14: Screenshots of the evaluation application. Image (a) shows the setting
for tumor map interaction, image (b) the virtual trackball metaphor.
The upper left viewer displays the lesion with reference orientation and
the upper right viewer the lesion to be rotated.

The stored times of the study are analyzed with an analysis of variance (ANOVA).
Statistically significant (p < 0.05) changes in the mean of the needed time to enter
the 15 degree sector are observed. The measured times with the equirectangular
layout are the smallest (x̄ = 7,25 sec), followed by the Mollweide map (x̄ = 8,70 sec)
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and the virtual trackball metaphor (x̄ = 9,97 sec)). Despite the high distortions of
the simple longitude–latitude mapping, the subjects can better navigate, because
longitudes and latitudes are mapped onto a rectangular grid. In contrast, for a
vertical rotation in the Mollweide map, the subjects have to follow the curved longi-
tudinal lines, which is not easy to achieve. The mean times of other two sectors (10
and 5 degree) show generally the same trend, but are not significantly different for
all three modalities. Figure 6.15 shows the elapsed seconds per sector and mapping
modality. Also, a low variance of the equirectangular mapping compared with the
other mappings can be observed for all three sectors.
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Figure 6.15: The box plots show the elapsed seconds for every mapping modality for
all three sectors and the final orientation accepted by the subjects.

Table 6.1 shows the mean time to hit the sectors, the mean times the subjects
defined as the optimal orientation match and the resulting mean angles. Because the
subjects did not hit all sectors, those sectors are ignored in this evaluation. Table 6.2
shows the mean hit rate for all three sectors. For all modalities, equal hit rates per
sector are measured. Thus, the small difference of the hit rates supports the validity
to compare the measured sector times for all modalities. Another aspect of this
user study is that differences in the influence of the chosen cases can be observed.
Navigation with the tumor map is particularly faster if expressive color or shape
features are visible on the tumor (see Figure 6.14). Without features, no significant
changes are measured.

Supplementary results of the study are that there is no statistically significant
differences in the achieved orientations with all three modalities (Trackball: α =
4,33◦, equirectangular: α = 4,30◦, Mollweide: α = 4,02◦). Furthermore, a significant
deviation in the elapsed time is not measured. All subjects tried to achieve maximum
accuracy and required on average an equal amount of time with all methods. In
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5◦◦◦ (sec) 10◦◦◦ (sec) 15◦◦◦ (sec) stop (sec) angle (◦◦◦)
Trackball 15,15 ± 5,6 11,92 ± 4,3 9,97 ± 3,6 21,94 ± 8,5 4,33 ± 1,3
Mollweide 13,45 ± 4,4 9,87 ± 3,4 8,70 ± 2,8 18,67 ± 6,3 4,02 ± 1,4
Equirect. 10,83 ± 2,6 8,15 ± 2,3 7,25 ± 2,5 15,71 ± 4,5 4,30 ± 1,4

Table 6.1: The table shows the mean time to hit the sectors (5, 10 and 15 degree),
the mean time the subjects stopped the interaction and the mean angle.

5◦◦◦ hit rate (%) 10◦◦◦ hit rate (%) 15◦◦◦ hit rate (%)
Trackball 70,4 ± 12,2 95,5 ± 6,4 99,2 ± 2,4
Mollweide 76,9 ± 13,2 94,3 ± 6,7 98,0 ± 3,5
Equirect. 71,7 ± 13,1 94,3 ± 5,0 99,2 ± 2,4

Table 6.2: The table shows the mean rate to hit the sectors (5, 10 and 15 degree)
for trackball metaphor, the Mollweide projection and the equirectangular
projection.

conclusion, using the tumor map (with the equirectangular layout), the subjects are
able to navigate significantly faster close to the target orientation. Figure 6.16 gives
a detailed overview of the measured times per subjects for all modalities. Note that
the rate to hit the sectors influences the averaged times in the plots.

6.6.4 Clinical Study
In order to compare the clinical value of the presented interactive visualization
method with the traditional visual comparison of pre- and post-interventional im-
ages, a retrospective clinical study is conducted. Comparing the software assistance
with the conventional method, the following hypotheses are evaluated:

• H1: Local tumor recurrence can be more accurately predicted.

• H2: Local tumor recurrence can be more rapidly predicted.

For that, four radiologists with different levels of experience (5, 3, 4, and 7 years
clinical practice, referred as R1-4) assess the treatment success in 39 cases (tumor–
coagulation pairs), retrospectively. The 39 cases to be evaluated are extracted from
31 patients, whereas 29 cases are without post-interventional findings and 10 cases
with local tumor recurrence. The medical experts use the proposed software assis-
tant (referred as software-assisted method) and a simple synchronized viewer (re-
ferred as conventional method) for comparison of the CT images. In the evaluation
software, tumors and corresponding coagulations are already segmented using in-
teractive segmentation tools. The segmented image masks are verified by an expe-
rienced physician. Also, the registration of the data sets is calculated beforehand.
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Figure 6.16: The plots shows the elapsed time per subject for the 5, 10, 15 de-
gree sector and the stopped interaction, respectively (T=Trackball,
M=Mollweide, and E=Equirectangular).
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Since the data sets from the previously discussed registration study are used, the
optimal registration result after landmark matching is applied for image comparison
(see Section 5.4.2).

To avoid any recall bias, the cases are randomized and are evaluated in two sessions
within a 4-week interval. The cases are alternatingly analyzed with the two methods.
Thus, per session each case is only once analyzed with the software-assisted and the
conventional method, respectively. Further, the study is blinded for the readers,
i.e. the final patient outcome (ground truth) is not known.

In the conventional evaluation application, both data sets are presented in two
parallel viewers. The data sets can be reformatted to axial, sagittal and coronal
images. The slices as well as the windowing of both viewers can be synchronized
by the reader. No additional tools are available. In the novel software assistant,
the registered pre- and post-interventional data sets are simultaneously displayed in
two slice viewers. Using the registration information, the viewers are synchronized
and both, the tumor mask as well as the coagulation mask, are superimposed onto
the CT images. The presented traffic light color scheme is applied on the tumor
mask as discussed in Section 6.4. Further, a volume rendering of the ROI around
the tumor as well as the tumor map are displayed. In both software applications,
each reader starts and ends the reading process by clicking a start and next button,
respectively. The elapsed time is measured during this reading process excluding
case loading time. To finalize a case, the reader has to determine if he expects
local tumor recurrence. Also, the estimated minimal safety margin on a 4-point
scale (< 0, < 2.5, < 5, >= 5 mm) and the self-confidence on a six-point scale (min
confidence: 1, max confidence: 6) are specified in the GUI of the software by the
reader. Optionally, comments may be written.

unfiltered d < 4 mm d < 3 mm
conv. assist. conv. assist. conv. assist.

Sensitivity 0.35 0.60 0.41 0.72 0.45 0.90
Specificity 0.89 0.83 0.92 0.86 0.92 0.90

PPV 0.52 0.55 0.65 0.64 0.69 0.78
NPV 0.80 0.86 0.82 0.90 0.80 0.96

Table 6.3: The averaged sensitivity, specificity, positive predictive value (PPV), and
negative predictive value (NPV) to predict tumor recurrence with con-
ventional (conv.) and software-assisted (assist.) method, respectively.
The results are grouped into the 39 unfiltered cases, cases with landmark
registration distance of d < 4 mm and of d < 3 mm.

After conduction of the complete reading process, the measured parameters are
analyzed. To verify H1, the performance to predict local tumor recurrence with
the conventional (abbreviated as conv.) and the software-assisted (abbreviated as
assist.) method is compared. Using the ground truth, the prediction performance is
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measured with sensitivity, specificity, positive predictive value (PPV), and negative
predictive value (NPV). The averaged sensitivity of all readers, i.e. the percentage of
correctly identified tumor recurrences, using the software-assisted method is higher
for all readers (0.6 vs. 0.35). The averaged specificity of all readers, i.e. the percent-
age of correctly identified successful ablations, is slightly lower with the software-
assisted method (0.83 vs. 0.89). The values reflect the ability of the software-assisted
method to correctly detect a higher percentage of tumor recurrences, but also a
higher percentage of incorrectly detected successful ablations. Table 6.3 shows the
averaged performance of the readers to predict local tumor recurrence out of all un-
filtered 39 cases with the conventional and the software-assisted method. Table 6.4
gives an overview of the reader’s individual performance analyzing all cases.

Reader 1 Reader 2 Reader 3 Reader 4
conv. assist. conv. assist. conv. assist. conv. assist.

Sensitivity 0.30 0.60 0.40 0.50 0.40 0.70 0.30 0.60
Specificity 0.89 0.82 0.93 0.86 0.79 0.72 0.93 0.90

PPV 0.50 0.55 0.67 0.56 0.40 0.47 0.60 0.67
NPV 0.79 0.86 0.81 0.83 0.79 0.87 0.79 0.87

Table 6.4: The individual sensitivity, specificity, positive predictive value (PPV),
and negative predictive value (NPV) for each reader to predict tu-
mor recurrence with conventional (conv.) and software-assisted (assist.)
method, respectively.

Since the accuracy of the optimal registration result after landmark matching is
known (see Section 5.4.2), the cases are filtered by a landmark distance of d < 4 mm
and of d < 3 mm, respectively. After filtering with d < 4 mm, 23 normal cases and
8 recurrence cases are left over, with d < 3 mm, 12 normal cases and 5 recurrence
cases. The averaged performance is calculated for both filtered populations. It
turns out that all statistical measures using the software-assisted method increase,
particularly the sensitivity (0.72 and 0.9, respectively), whereas the measures using
the conventional method only slightly differ. The increasing performance indicates
the strong dependency of the software-assisted method on the registration accuracy.

Because the presented performance does not take the individual confidence of
the reader into account, a receiver operating characteristic (ROC) is calculated.
For that, the binary decision recurrence or not is weighted with the self-confidence
specified by the reader. Thus, the ROC curve illustrates the performance of the
binary classifier system as its discrimination threshold (self-confidence) is varied.
The red ROC curve in Figure 6.17 shows the performance using the conventional
method, the blue ROC curve the performance with the software assistance. The filled
point in each curve illustrate the unweighted sensitivity and specificity of the two
methods as reported in Table 6.4. It is observed that the averaged performance using
the software-assisted method is slightly better than the conventional method. If the
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Figure 6.17: Receiver operating characteristic (ROC) for all readers. The red ROC
curve shows the performance with the conventional method, the blue
ROC curve the software-assisted method. The ROC plots are divided
into the 39 unfiltered cases, cases with landmark registration distance
of d < 4 mm and of d < 3 mm.

cases are again filtered by d < 4 mm and d < 3 mm, respectively, it is clearly visible
that the software-assisted curve is significantly improved. Thus, if the registration
accuracy is higher, more local tumor recurrences can be correctly identified whereas
the percentage of incorrectly identified successful ablations decreases.

Figure 6.18 shows the ROC curves for each reader comparing both methods using
all cases. The software-assisted curves (blue) of R3 and R4 show a higher classifica-
tion performance compared with the conventional method (red). Thus, their predic-
tion accuracy significantly improves from the additional software-assisted methods.
In contrast, R2 does not benefit, and R1 only partially benefits from software as-
sistance. Further, the conventional curve (red) of R2 noticeably differs from all
other curves. Three observations could be responsible for the difference: first, R2
needed more time for conventional assessment than all other readers, second, he used
sagittal and coronal reformations more often (particularly for peripherally located
lesions), and third, he weighted his findings with a higher self-confidence variability.
Generally, the varying ROC curves show the different prediction performance of the
four readers concerning sensitivity and specificity.

To verify H2, the elapsed times the readers need for both, conventional and
software-assisted method, are analyzed (see Figure 6.19). It is observed that only
R2 is significantly slower with the conventional method (mean increase of 43 sec-
onds). R2 and R3 are slightly slower and R4 slightly faster with the software-assisted
method. The minor differences result from the similarly of the performed analyses.
The readers use the software-assisted method in the same way as the conventional
method. The tumor map, the volume rendering, and the color overlay are used as
additional features for slice-by-slice analysis. Particularly the color overlay is used
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Figure 6.18: Receiver operating characteristic (ROC) for each reader. The red ROC
curve shows the performance with the conventional method, the blue
ROC curve the software-assisted method.

to verify the tumor’s shape and location regarding the coagulation necrosis. The tu-
mor map as well as the volume rendering are mainly used to rapidly get an overview
of the complete tumor’s surface. The detailed assessment of the treatment result is
done by examination of the anatomical image slices.

6.6.5 Outlook: Tumor Map for Intervention Planning
The tumor map is a general method to display distances (or thresholded distances,
i.e. ablation states) in a map projection. Thus it is not restricted to the assessment
of RFA. Another useful application is the interactive visualization of the traffic light
color scheme in a tumor map for planning of the optimal electrode position. The
tumor map is based on the projection of the ablation zone onto the target lesion’s
surface. Two additional requirements can be determined for interactive visualization:
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Figure 6.19: The elapsed time for the reading process with conventional and
software-assisted method for each reader.

• Fast calculation of the Euclidean distance transform.

• Fast compositing of the tumor map projection.

Since the applicator with corresponding ablation zone can be moved by the user,
the goal is to update the tumor map interactively. Thus, the inverse Euclidean
distance transform of the estimated ablation zone has to be calculated in real-time
in order to allow interactive visualization of the ablation state. For that, a fast
GPU-based implementation of a distance transform may be utilized [154].

Rendering of arbitrary number of horizontal tiles of the tumor surface is too time
consuming for interactive updating of the tumor map. As an alternative method,
the cube map approach [70] may be utilized to render the complete surface of the
tumor into a single texture (see Figure 6.20). For that, 6 perpendicular views using
perspective cameras are set up and render in parallel into frame buffer objects [127].
The cube map is composed from the 6 frame buffer objects. Subsequently, the
cube map has to be transformed into a rectangular map by means of trigonometry.
Because the resulting rectangular map does not contain vertical distortions, the
deskew filter has not to be applied. The last step is the application of the color
scheme as described in Section 6.5.2. Figure 6.21 shows a proof-of-concept of the
tumor map for planning of RFA interventions.

6.7 Discussion and Conclusion

In this chapter, novel visualization and interaction techniques for software-assisted
assessment of needle-based interventions are presented. Familiar methods of medical
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(a) (b)

Figure 6.20: Image (a) shows an equirectangular map of the Earth and (b) the cor-
responding cube map. Note the curved pathways of the rectangular
isolines in the cube map.

workstations, such as 2D slicing, and anatomical 3D volume rendering, are combined
with new approaches, such as the color-coding scheme and the tumor map. Interac-
tive view selection and automatically determination of transfer function for volume
rendering substantially reduce the required interaction time.

The main contribution of this work is the immediate detection of local tumor
recurrence in the tumor map by the physician without the need for any interaction.
However, a drawback of the chosen cylindrical mapping is that tumors which are
concave and not star-convex (a ray from center to surface has multiple exit points)
can not be accurately mapped into a 2D image. This issue can be solved by adapting
the rendering of the rectangular map. Instead of storing the distance at the first exit
point, the distance has to be stored at the last exit point (see Figure 6.22). Although
not all surface points are mapped into the resulting map, the missing points are
implicitly represented as voxels inside of the tumor. From a medical point of view,
this issue can be neglected, because local tumor recurrence is generally expected at
the tumor’s rim.

An additional advantage of the proposed method is the possibility to mark suspi-
cious regions in the tumor map which are immediately visible in the 2D viewers and
in the volume rendering. For this task, the Mollweide map is the preferred layout
because of the intuitive, well-known shape and the less distortion. The evaluation
shows that rotating the tumor object using the tumor map with the rectangular lay-
out is significantly faster than rotating with the virtual trackball metaphor. Thus,
navigation with the equirectangular tumor map is an intuitive alternative to common
techniques for interactive exploration of tumors. Hence, in the software assistant,
the user is able to switch between the tumor map layouts. Due to the synchroniza-
tion of the 2D and 3D viewers, the tumor map may be used as navigation tool which
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Figure 6.21: Tumor map for planning of RFA. Similarly to the originally proposed
approach, the tumor is colored with the ablation states retrieved from
the ellipsoidal ablation zone (originally coagulation). The correspond-
ing tumor map is interactively updated if the ablation zone is changed,
e.g. moved by the user.

could lead to a higher acceptance of the volume rendering in a medical workstation.
In the clinical study, 39 cases are retrospectively analyzed by four radiologists with

the conventional as well as the software-assisted method. Goal of this study is the
verification of two hypotheses, first, if local tumor recurrence can be more accurately
predicted, and second, if local tumor recurrence can be rapidly predicted. The results
of the study are compared with the medical ground truth. The analysis of the data
confirms that the software-assisted method allows the experts to correctly identify
local tumor recurrence with a higher percentage (sensitivity: 0.6 vs. 0.35), whereas
the percentage of correctly identified successful ablations is slightly reduced (speci-
ficity: 0.83 vs. 0.89). It is also shown that the registration accuracy determines the
performance to correctly predict local tumor recurrence with the software-assisted
method. Furthermore, assessment using the software-assisted method is slightly
slower than using the conventional method (average: 104 vs. 94 seconds). This is
caused by the fact that the readers use the software-assisted method in the same way
as the conventional method, i.e. mainly slice-by-slice analysis (with registered traffic
light color overlay). Thus, they do not exploit the full potential of the proposed
software-assisted method.

A further observation of the study is the difficulty to handle peripheral lesions,
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distance field 
of coagulationcenter of gravity

dcenter

dcoagulation

field of view

Figure 6.22: Illustration of the rendering of the rectangular map in the case of a
concave shaped tumor. Instead of storing the distance at the first exit
point, the distance has to be stored at the last exit point.

i.e. lesions with are located in the vicinity to the liver capsule. In such a case, the
calculated traffic light color scheme is misleading since the distance between tumor
and coagulation surface is delimited by the liver’s surface (see Figure 6.23 (a)).
Figure 6.23 (b) demonstrates the effect if the distance to the liver capsule is used
instead of the distance to the coagulation surface for calculation of the traffic light
color scheme. Both tumor maps (and also the color overlays) show similar features
on the left side. Generally, the minimal safety margin itself is questionable in such
cases. To overcome this, a liver segmentation has additionally to be taken into
account for determination of the ablation color scheme.

(a) (b)

Figure 6.23: Screenshots of the software-assisted evaluation application. Image (a)
shows a peripheral tumor case with applied color scheme and tumor
map. Image (b) shows the color scheme using the distance of the liver
capsule instead of the distance to the coagulation surface.
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In conclusion, the presented methods support the physician in interactive achiev-
ing a reliable therapy assessment. However, the accuracy of the ablation verification
depends heavily on the robustness of the segmentation and the precision of the reg-
istration of pre- and post-interventional image data. Moreover, the results generally
depend on the resolution of the image data. Suitable interactive segmentation as
well as automatic registration algorithms are subjects of ongoing research.

The methods proposed in this chapter are presented to support interactive as-
sessment of the RFA. However, they are basically independent from any type of
intervention or image data. Since the requirements of the interactive visualization
methods are segmentation masks of the areas to be compared and the correspond-
ing registration, they can be also applied for other interventions such as MWA or
cryoablation.

This chapter is in part based on the following publication:

• C. Rieder, A. Weihusen, C. Schumann, S. Zidowitz and H.-O. Peitgen. Visual
Support for Interactive Post-Interventional Assessment of Radiofrequency Ab-
lation Therapy. In: Computer Graphics Forum (Special Issue on Eurographics
Symposium on Visualization) 29, 3, pp. 1093-1102, 2010.
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7
A Shader Framework for

Rapid Prototyping

The word user is the word used by the
computer professional when they mean
idiot.

(Dave Barry)

In medical visualization, specific visualization algorithms are commonly devel-
oped to create meaningful images for diagnosis, treatment planning, or intra-
operative image guidance. However, rapid customization of such algorithms is

a challenging task. In this chapter, a rapid prototyping framework for GPU-based
volume rendering is presented. Therefore, a dynamic shader pipeline based on the
SuperShader concept is proposed and the design decisions are illustrated. Also,
important requirements for the development of such a system are presented.
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7.1 Introduction

Direct volume rendering (DVR) is used to create meaningful images from 3D data
sets [50]. It calculates how emitted light is absorbed and scattered along the trans-
port through the volume to the observer. GPU-based approaches that allow for
interactive rendering on consumer graphics hardware have been proposed [71]. Inter-
active GPU-based DVR is used in many fields, particularly in medical visualization.
However, the creation of meaningful visualizations for medical diagnosis is challeng-
ing, due to the particular needs of the medical users [115]. In the literature, effective
visualization algorithms have been proposed, which often focus on specific image ac-
quisition strategies and medical questions [26]. A key problem of common rendering
frameworks is the high amount of effort which is required to develop appropriate
visualizations and to customize the algorithms rapidly.

As part of this PhD thesis, a rapid prototyping framework for GPU-based volume
rendering is presented, which supports computer scientists in the development of
expressive volume visualizations. The framework extends the volume renderer of
MeVisLab [143, 116], a freely available development environment for medical image
processing and visualization, to allow the developer to interactively append custom
shader code. Thus, appropriate solutions for specific visualization problems can be
developed rapidly. The main contributions of this chapter are:

• The determination of important requirements for the development of a rapid
prototyping framework for volume rendering upon which the design decisions
are based.

• The introduction of a dynamic rendering configuration to facilitate a cus-
tomized extension of the rendering shader. Technically, a flexible and modu-
larized shader pipeline based on the SuperShader concept is presented.

• The realization of a rapid prototyping environment, in which custom shader
code can be interactively edited and attached to the shader pipeline during
run-time.

• The demonstration of the usage and usefulness of the proposed system, which
is used to rapidly develop medical visualizations and integrate them in clinical
applications.

The outline of this chapter is as follows: In Section 7.2, related works in the fields
of dynamic creation of volume rendering shaders and volume rendering frameworks
are discussed. Section 7.3 explains the important requirements for DVR-based rapid
prototyping. In Section 7.4, design decisions and the basic approach of the proposed
dynamic shader pipeline are illustrated. In Section 7.5, the prototyping environment
and the technical realization of the custom shader pipeline are explained. Three
example application of the presented framework are outlined in Section 7.6. A
comparison with related systems is discussed in Section 7.7, and the conclusion with
outlook is described in Section 7.8.
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7.2 Related Work

Dynamic shader creation has been a research topic even before modern programma-
ble GPUs became available. It is an important topic in many fields of image genera-
tion, not only volume rendering. One of the first approaches for the combination of
multiple techniques for illumination and texturing are Shade Trees [46], which com-
bine basic shading operations using a data flow concept. Abram and Whitted [18]
combine that approach with a graphical user interface to enable efficient generation
of shader programs and represent the first Visual Shading Language. In recent years,
similar implementations have been proposed for GPU-based realtime rendering [65,
112, 114]. All these visual programming based approaches are aimed at simplifying
the shader definition for the user, e.g., for an artist [66, 169]. However, this does
not reflect the needs of application-controlled shader adaption for GPU-based real-
time rendering in complex visualization systems or games. Such scenarios require
the generation of specific effects at run-time without the requirement to store all
possible permutations [57]. Furthermore, a general strategy for providing common
and controllable effects while maintaining high performance is needed.

A concept designed for these special needs is the SuperShader [113]. The basic idea
of this approach is to break down the whole shader into smaller parts [77], in a way
that its subdivision is based on components of the underlying rendering pipeline.
The SuperShader contains all potentially required parts in the form of code snippets
and allows for deactivation of undesired parts. Communication between the parts
is achieved by means of a global data structure. Trapp et al. [172] extend that
approach by adding a Shader Management System that concatenates the shader at
run-time instead of disabling unused parts.

A simple and flexible volume rendering framework for GPU-based raycasting is
presented by Stegmaier et al. [166]. New algorithms are implemented by writing
completely new shaders. Bruckner et al. [37] present VolumeShop, a prototyping
platform for visualization research, and direct volume illustration in particular. Its
main aim is to provide maximum flexibility for the developer to create illustrative
visualizations such as exploded views or three-dimensional selection painting. Also,
several volume rendering frameworks specifically address rendering of multiple in-
tersecting volumes. Brecheisen et al. [33] describe a raycasting-based multi-volume
rendering system, which uses a depth-peeling approach to combine geometry and
multiple volumes in one rendering. Plate et al. [137], present a multi-volume shader
framework that focuses on rendering very large, multi-resolution intersecting vol-
umes. A shader composer which is based on the data flow model allows composing
predefined shader nodes to a final rendering shader at run-time.

Voreen [117], based on raycasting, provides a graphical user interface for defining
a network of so-called processors which assemble a rendering pipeline. Predefined
functions of a shader library can be edited or substituted by the user before they
are included into the final shader. Although Voreen gives control over the rendering
pipeline, it does not allow for dynamically changing parts of the rendering shader
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without modifying the remaining shader code. This is possible within the render
graph concept introduced by Rössler et al. [147, 146]. Using this approach, mod-
ularized shading algorithms can be defined and interactively combined to render
multiple volumes. To extend this system with new render nodes, the user has to
inherit from existing C++ base classes. Thus, the abstract render nodes can not
be edited on the fly, nor can they be automatically created by the application. In
contrast to these concepts, the framework proposed in this PhD thesis focuses on the
developer- or application-controlled dynamic editing of modularized shader code.

Further systems in the medical imaging community allow to combine visualiza-
tion and image processing algorithms. Bitter et al. [28] compare four freely avail-
able frameworks for image processing and visualization that use ITK1. A survey of
the most successful open-source libraries and prototyping frameworks for medical
application development is presented by Canban et al. [39]. Another prototyping en-
vironment is the eXtensible Imaging Platform (XIP) [140, 185], which has basically
a comparable functionality as MeVisLab [143, 116]. However, none of the related
prototyping and volume rendering frameworks allow dynamically extending the ren-
dering shader with modularized custom shaders snippets, which can be freely edited
by the developer during run-time.

7.3 Rapid Prototyping

The general motivation to use rapid prototyping for volume rendering is the pos-
sibility of developing appropriate solutions for a current visualization problem in
an interactive way, without recompilation of the C++ program, and to quickly
integrate the solution into stand-alone applications. For instance, in medical visual-
ization, specific visualizations have to be created for image-guided surgery planning,
diagnosis support for various diseases, or anatomical exploration of the patient data.
In many cases, changing high-level rendering parameters of existing features does
not solve such complex visualization problems. Hence, the volume renderer has to
be extended with new features, which is often not possible in the underlying C++
code level at run-time. Because the recompilation of programs impedes the concept
of rapid prototyping, the renderer has to be configured in a level between low-level
C++ code programming and high-level parameter adjustment. Thus, the following
important requirements for DVR-based rapid prototyping have been determined:

Rendering Extension. The developer has to be able to manipulate the render-
ing configuration, particularly the shader code. To create new rendering effects,
modularized custom shader code should be created and positioned into the existing
rendering configuration while ensuring a valid shader.

1Insight Segmentation and Registration Toolkit: www.itk.org
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Dynamic Rendering Configuration. To allow the evaluation of the rendering ex-
tension of the prototyping application at run-time, a dynamic rendering configura-
tion is needed. Hence, the shader code of the volume renderer has to be structured
in a way that high-level changes of the rendering configuration result in the implicit
modification of the underlying shader code.

Function Library. In an efficient prototyping environment, frequently-used shader
functionality should be defined in shader functions and stored in a function library.
With access to these functions, the user is able to rapidly implement custom shader
code.

Suitable User Interface. To facilitate the implementation of the modifications
mentioned above, a suitable user interface (UI) has to be available within the pro-
totyping environment. Such an UI allows the user to develop custom shader code,
which uses the function library, and to specify the extension of the renderer with
the custom shader. Additionally, shader parameters, such as uniform variables and
texture samplers, can be attached to the renderer.

7.4 Dynamic Shader Pipeline

The dynamic shader pipeline is the core functionality, which allows for interac-
tive rendering extension and dynamic configuration of the volume rendering. The
OpenGL Shading Language (GLSL) is used due to the independence from graphics
card vendors and computer platforms.

7.4.1 Design Decisions
The design decisions upon which the proposed system is based relate to three key
ideas:

• Breaking down the shader code into sections containing code for different com-
putations.

• Definition of shader code as freely combinable, modularized shader blocks.

• Insertion of custom shader code between blocks without invalidating the final
shader.

The Shade Trees as well as a SuperShader -based concept are identified as possible
approaches for the modularized framework. In the Shade Tree concept, modularized
shading components are arranged as a tree. The shading result of every basic shading
block is propagated up the tree until the final result in the root is reached. The root
denotes the output, and the leaves denote the input of the shader. Generally, Shade
Trees allow high flexibility and are well suited for visual representation, but the
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usage is laborious because custom shader code has to be inserted in a complex tree
structure.

The SuperShader concept assumes the existence of a finite number of fragments,
ordered in a linear list. Each fragment contains a code snippet that calculates a
certain effect. The effect shaders are generated and optimized by a control shader
at run-time using static branching.

Originally, the shader pipeline of the prototypical framework is implemented using
the Shade Trees. Atomic shader blocks can be edited and connected using a visual
representation of the graph. The replacement of shader blocks is possible considering
the signature of input and output values, whereas the internal shader code can be
neglected. After discussions and user evaluations, it is decided to switch to the
SuperShader concept, because replacing shader code under consideration of the child
and parent node’s signatures is difficult to handle in practice. The signature has
to be well known to replace atomic shader blocks with custom functionality. In
contrast, the signatures of all shader fragments in the SuperShader approach are
identical. Thus, the shader can be combined more freely, and custom shader code
may inserted flexibly. Furthermore, the linearly ordered list of the shader blocks are
a more intuitive representation of the volume rendering pipeline.

7.4.2 Basic Approach
In the presented SuperShader -based approach, the code snippets are directly copied
into the shader code instead of using a control shader, allowing the addition of
custom shader code dynamically. Two general ideas of the SuperShader concept are
utilized:

1. The assumption that a shader can be subdivided into a linear order of rendering
operations such as sampling or lighting.

2. The code snippets use a global data structure for communication which is
passed to the snippets at execution. Input values are read from the data
structure and output values are written into the data structure.

7.4.2.1 Shader Pipeline

The rendering shader is subdivided into a linearly ordered shader pipeline. A
pipeline step is modeled as a subset of several shader pipeline functions, which con-
tain the GLSL shader code. Figure 7.1 shows a schematic overview of the proposed
rendering pipeline.

For introspection, the following parameters have to be explicitly defined for each
pipeline function: shader parameters, struct parameters, and library functions. Thus,
several shader parameters, such as varying or uniform variables, can be attached to
each pipeline function. Furthermore, the global data structure is a globally defined
struct in the final shader. The struct is passed as input and output parameter to
the pipeline functions. Input values are read from the struct and output values
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LightingStep n-1 Step n+1Pipeline Step

Pipeline Function

Shader Function Code

Light 1 Light nLight 0

uniform type light1Params;

void step_Light1(inout struct)
{ function body };

Figure 7.1: Three layers of the rendering pipeline. Pipeline steps are in the top layer,
which are subdivided into a subset of pipeline functions. The GLSL code
itself is located below, in the shader function code layer.

are written into the struct. The struct can be interpreted as the global state of
the pipeline which represents the intermediate and final results of the rendering
computation. Thus, all pipeline functions have the same signature, no return value,
and can only communicate via the global struct. Figure 7.2 shows the shader code
of a pipeline function, which writes shading multipliers into the global struct.

Furthermore, the use of a function library is proposed to allow the reuse of com-
mon shader components such as shading or texture fetching. A library function is
specified as a code snippet which calculates a specific shader effect or color value
per sample. Because library functions are stored in an external library and are gen-
erally independent from the pipeline, global shader attributes can not be attached.
Thus, library functions have no access to the global struct of the pipeline and have
to write the calculated effect as a return value. However, library functions can be
called within the pipeline functions themselves. Figure 7.3 shows the shader code
of a library function which calculates the diffuse and specular multipliers for a light
source.

7.4.2.2 Shader Generation

To generate the final shader, a shader factory algorithm combines the resulting
shader from the active pipeline steps. The shader pipeline consists of the pipeline
map, a data structure to reference pipeline functions. The corresponding shader
string is generated using the pipeline map.

Setup of Data Structure. The key of the pipeline map is pipeline position, and
the value is pipeline step. A pipeline step contains an ordered list of pipeline function
references. For all pipeline steps of the data structure, the active pipeline functions
are added.
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uniform vec4 lightColor0;
uniform vec3 lightVector0;
uniform vec3 halfVector0;
uniform float specularity;

void vrStep_directionalLight0(inout globalStruct state) {
vec2 result = vrLib_getShadingFromLight(state.gradient,

lightColor0,
lightVector0,
halfVector0,
specularity);

state.diffuse0 = result.x;
state.specular0 = result.y;

}

Figure 7.2: Pipeline function to obtain shading from a light source using a library
function (see Figure 7.3). The function reads the gradients from the
global struct and writes both, diffuse and specular multipliers back into
the struct.

Generation of Shader String. Subsequently, the pipeline map is used to gener-
ate the corresponding shader string. Input is the ordered list of functions, given
implicitly in the map. Output is the final shader string. The following steps are
processed:

1. The used information (shader pipeline context) for each pipeline function is
stored in an additional temporary data structure:

• Used varyings/uniforms.
• Used parameter struct entries.
• Used library functions.

2. The declarations (stored in the temporary data structure) are appended to the
shader string:

• Varying/uniform declarations.
• Parameter struct declaration.
• Library function declarations of used functions only.
• All pipeline function declarations.

3. The main function is appended to the shader string:

• Struct instantiation of the default values for the struct.
• Call to pipeline functions in correct order (as defined in the map).

Figure 7.4 (a) gives an illustrative overview of the resulting SuperShader pipeline.
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vec2 vrLib_getShadingFromLight( in vec3 inGradient,
in vec4 inLightColor,
in vec3 inLightVector,
in vec3 inHalfVector,
in float inSpecularity) {

float diff = max(dot(inGradient, inLightVector), 0.0);
float spec = max(dot(inGradient, inHalfVector), 0.0);
spec = inLightColor.a * pow(spec, inSpecularity);
return vec2(diff, spec);

}

Figure 7.3: The library function returns diffuse and specular multipliers as a vector
with two elements (vec2), which are required for volume shading.

7.4.3 Application to Volume Rendering

In the slicing-based volume rendering system [103] of MeVisLab, 16 fixed pipeline
steps are defined for the available rendering effects (see Figure 7.4 (b)). The pipeline
steps are grouped into four main rendering steps according to the general volume
rendering pipeline. The first group consists of the Sampling pipeline steps, which
fetch the sampling value for each active data set. A sampling step may contain
a shader pipeline function for trilinear or tricubic filtering [74]. The Classification
group contains the steps for the application of corresponding transfer functions to
the samples. Shading operations such as lighting, boundary enhancement, or tone
shading are located in the Shading group. The Compositing group is the last group
in the pipeline and contains the final composition of the samples to calculate the
output fragment color.

Due to input–output parameter dependencies of the pipeline functions (e.g., gra-
dients are needed for illumination calculation), the positions of the pipeline steps
are arranged in a fixed order. However, the shader code of the pipeline steps may
be changed depending on rendering parameters, e.g., on the number of active light
sources. Generally, the pipeline steps are activated according to the enabled ren-
dering effects of the volume renderer. For instance, if volume shading is enabled,
the rendering system activates the gradient calculation pipeline step, which is posi-
tioned before the illumination step. If no gradients are needed, the gradient pipeline
step will be deactivated. Because the implementations of shader functions are gen-
erally independent from each other, the underlying gradient calculation algorithm
may be changed (texture based or on-the-fly [72] gradients) during run-time without
affecting other pipeline steps.

7.4.4 Application to Slab Rendering

In addition to 3D renderings, the volume renderer is utilized to enable rendering
of orthographic projections, which allows efficient visualization of arbitrary multi-
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main function body

header

step_N(state);

globalStruct state = globalStruct
( parameter initialization  );

void step_N(inout globalStruct state)
{  function body  };

type lib_N(in attributes)
{  function body  };

struct globalStruct
{  parameter definition  };

varying type name; 
uniform type name;

shader parameters:

struct definition:

library functions:

pipeline functions:

struct initialization:

pipeline step calls:

void main () {

}

main function body

(a)

Sampling:
Primary volume
Mask volume
Tag volume
Additional volumes
Gradient volume

Classification:
Primary volume
Additional volumes

Shading:
Directional lights
Boundary enhancement
Tone shading

Compositing:
Primary volume color
Shading
Alpha
Additional volume color

Start

End

(b)

Figure 7.4: Overview of the composed SuperShader code of the pipeline with library
and pipeline function (a). The 16 pipeline steps are grouped in four main
rendering steps (b).

planar reformations. Furthermore, the data sets have to be loaded only once into
memory and can be shared by multiple renderers. Hence, the shader pipeline can
also be utilized for advanced 2D slice visualizations.

7.5 Prototyping Environment

The developed visual prototyping environment supports a Graphical User Interface
(GUI) and scripting functionality to allow customization of the GLSL shader pipeline
of the volume renderer. An API to develop C++ code is also supported.
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7.5.1 Volume Rendering Scene Graph

The volume rendering system of MeVisLab is based on the OpenInventor scene
graph [165]. The volume renderer itself is a scene graph node. Supplementary nodes
are various volume data nodes (e.g., additional volume and mask volume), transfer
function nodes, and rendering effect nodes such as shading or boundary enhance-
ment [52]. The scene graph concept allows the utilization of the same volume renderer
in different scenes. Thus, the data set has to be loaded only once into memory and
can simultaneously be visualized in multiple viewers with varying render configura-
tions.

If the state of a node changes, the scene graph will be traversed at the next frame
and all node elements will be collected. Subsequently, the shader factory of the
renderer generates the shader string (see Section 7.4.2.2) and compares it with the
last compiled shader program. If the shader programs differ from each other, the
new shader is compiled. Due to the compilation process of the alternated shaders,
a performance overhead can be observed. In order to prevent re-compilation per
rendering frame, the compiled shader programs are cached in the GPU memory,
allowing for rapid reuse of previously executed shader configurations. The compiled
shader is used to check which parameters are bound to the OpenGL context in
order to set their values. Finally, the image is rendered with the generated shader.
Figure 7.5 illustrates the shader generation process.

Outside 
render loop

Add built-in 
elements

Apply custom 
modifications

Generate 
shader string

Check 
cache

Compile and 
cache shader

Use compiled 
shaderRender image

Not cachedCached

Set shader 
parameters

Figure 7.5: Illustration of the shader generation process which has to be repeated
for every frame.

Because of the visual representation of the nodes in the prototyping environment,
the developer is able to connect the nodes to the scene graph interactively. Thus,
the volume rendering can be easily extended at run-time.

7.5.2 Custom Shader Pipeline

The presented fixed pipeline steps with the pipeline functions implement the avail-
able rendering effects in the SuperShader. To allow the extension of the rendering
pipeline with additional rendering effects, custom pipeline functions are introduced.
A custom pipeline function is a shader function for which the function body as
well as the parameters can be edited by the user. Custom pipeline functions can
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be attached to a pipeline step in order to add or replace existing pipeline step im-
plementations (see Figure 7.6). Therefore, the shader function node is presented,
which is the core functionality to edit the custom shader function and to control the
appending to the pipeline. Two additional nodes allow adding shader parameters
and attaching shader code to the header, such as library functions, to the shader
pipeline. An inspector node can be used to visualize the current pipeline as well as
the composed shader used for rendering.

LightingStep n-1 Step n+1

Light nbefore after

Pipeline Step

Pipeline Function

replace

Figure 7.6: Custom pipeline functions (orange) can be attached before or after, or
replace the pipeline functions of a selected pipeline step.

7.5.2.1 Shader Function Node

The shader function node is used to implement a custom pipeline function. The GUI
has been designed to be as simple as possible to allow fast and intuitive modifications
without limiting the ability to create advanced shader effects.

Function Declaration. A text field with GLSL syntax highlighting allows the func-
tion body to be implemented and the function name to be defined (see Figure 7.7).
Access to the global struct is achieved via the instance name state.

Parameter Declaration. The parameters of the global struct have to be defined
for communication with the pipeline. For that, the new keyword state is introduced
to identify variables of the global struct. State parameters have to be defined with
a default value, to always ensure a valid definition of the struct constructor in the
shader’s main function. Moreover, used varying and uniform parameters have to be
declared in the parameter section.

Pipeline Modification. One of the available (vertex or fragment) pipeline steps has
to be specified for the placement of a custom shader function. If multiple pipeline
functions subdivide a pipeline step (compare with Figure 7.1), the placement can be
applied to a single pipeline function (substep) or to all pipeline functions (default).
Four placement modes are available: Add Before, Add After, Replace, and Remove.
In the Add Before mode, the custom pipeline function will be inserted into the
selected step before the specified pipeline function and all functions, respectively.
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Analogously, the Add After mode will insert the custom function after the pipeline
function. In the Replace mode, the custom function will replace the selected pipeline
function and all functions, respectively. Finally, the Remove mode can be used to
completely remove all functions in the pipeline step. Additionally, an optional rule
can be applied to all placement modes: If the selected pipeline step is not active,
the custom shader function will not be inserted into the pipeline.

Figure 7.7: The GUI of the custom shader function node. In this example, the
function calculates a clip plane and modifies the color of the specified
volume. The character $ is a wildcard for the current volume name.

String Replacement. An important requirement for prototyping is to facilitate a
dynamic and flexible definition of the custom shader function. For that, a string
replacement mechanism is integrated into the shader function node. The string
replacement allows for replacing any string in the parameter declaration, substep,
function name, and function body text fields before appending the shader function.
In Figure 7.7, the character $ is used as a wildcard for the volume texture name.
This allows for multiple instances, each with an unique identifier.

141



Chapter 7. A Shader Framework for Rapid Prototyping

7.5.2.2 Shader Parameter Node

If uniform parameters are used in the custom shader, the parameter values have
to be bound to the OpenGL context and transferred to the graphics card. For
that, shader parameter nodes with a simple GUI can be connected to the scene
graph (see Figure 7.8). The following data types are supported: bool, 4× 4 matrix,
and vector[1..4] of type float and integer, respectively. Additionally, for uploading
images, 1D, 2D, and 3D texture samplers as well as frame buffer sampler and cube
map sampler nodes are available.

Figure 7.8: The GUIs of three shader parameter nodes. From left to right: three
component float vector (vec3), integer, and color (vec3).

7.5.2.3 Shader Include Node

To allow the extension of the function library with custom functions or global pa-
rameters, the shader include node is introduced. With the shader include node,
custom shader code can be added to the shader header of the rendering pipeline for
use in custom shader functions (see Figure 7.9). In contrast to the global function
library, the shader include is only valid in the connected scene graph.

Figure 7.9: The GUI of the shader include node. The function GetEllipsoid() is
added into the fragment shader header.
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7.5.2.4 Shader Diagnosis Node

To ease the implementation of custom shader functions, a shader diagnosis node is
included, which allows to inspect the active shader pipeline. The shader diagnosis
node supports the representation of all active built-in shader functions of the volume
renderer as well as custom shader functions, added by the user. Every function in
the list can be selected to show defined states, varying and uniform variables, as
well as the function body. In addition, the available uniforms, states, and includes
can be inspected. Figure 7.10 shows the GUI of the shader diagnosis node.

Figure 7.10: The GUI of the shader diagnosis node represents the current fragment
pipeline. A custom shader function is placed before the Compositing-
Color pipeline step. The CompositingColor function is selected in the
list so that used variables as well as the shader function’s body is shown.

7.6 Example Applications

In this section, three examples for the usage of the prototyping environment are
presented. The first example illustrates how a simple rendering effect can be attached
to the rendering pipeline. In the second example, it is demonstrated how the shader
pipeline can be used to implement flexible fragment clipping operations for multi-
volume rendering. The third example illustrates the implementation of rendering
effects for planning of radiofrequency ablation (see Section 3.4.2).
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7.6.1 Stochastic Jittering of the Sample Position
Stochastic jittering of the sample position can be used to reduce sampling artifacts
such as wood-grain without increasing the sampling rate. The values of a pre-
calculated noise texture are used to move the sampling positions along the view ray.
Thus, the volume will be constantly sampled with reduced wood-grain artifacts.

For this purpose, the sampling pipeline function is replaced with a custom pipeline
function, which implements stochastic jittering. In this example, the jittering shader
code proposed in [72] is used. Additionally, a 2D sampler node is used to load the
required noise texture with the stochastic jittered values into the volume renderer.
Furthermore, a shader parameter node allows for controlling the amount of jittering
(see Figure 7.11). Because the jittering pipeline step is generally independent from
other pipeline functions, the rendering configuration can be changed dynamically,
e.g., with additional effects such as volume shading, boundary enhancement or tone
shading. Figure 7.12 shows renderings of a CT data set with different shading effects
and stochastic jittering.

Viewer

VolumeRendererShaderFunctionSampler2DShaderParameter

volume
data set

noise 
texture

Figure 7.11: An illustration of the scene graph used for stochastic jittering of the
sample position. The jittered sampling is implemented in the shader
function node. The pre-calculated noise texture is loaded as 2D sam-
pler. The amount of jittering may be adjusted in the shader parameter
node.

7.6.2 Fragment Clipping for Multi-Volume Rendering
Multi-volume volume rendering is commonly used in neurosurgical and neuroradi-
ological workstations, for the fusion of data sets from different imaging modalities.
The general drawback of multi-volume volume rendering is the occlusion problem.
Varying opaque anatomical structures may overlay other important structures. A
common solution is to clip the data sets in the rendering. Clipping is commonly
implemented by the glClipPlane instruction of OpenGL, in which the proxy ge-
ometry of the volume rendering is clipped. Visualizing multi-modal volume data
typically requires the interactive definition of multiple clip planes per volume data
set. Which volume has to be clipped away, and which has to be excluded from
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Figure 7.12: Image (a) shows a volume rendering of a CT data set with low sampling
rate, which results in wood-grain artifacts. The blue box illustrates the
active steps of the fragment shader pipeline. In (b), the sample posi-
tion is jittered with a custom shader to mitigate the artifacts without
increasing the sampling rate. Image (c) shows the jittered rendering
with enabled shading. In (d), boundary enhancement and tone shading
are additionally enabled. OsiriX sample data set MANIX.
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clipping must be defined for each clip plane. Because clipping the proxy geometry
results in collective clipping of all loaded data sets, OpenGL clip planes are not
suitable. A technique allowing this is fragment clipping, which was introduced by
Weiskopf et al. [181]. Here, the clipping is calculated in the fragment shader and
can be individually specified for each volume. Nevertheless, designing a shader to
handle this is challenging, because the exclude rule depends on the data sets which
are currently enabled. Also, the shader should be valid if the rendering configuration
changes, e.g. if a rendering effect such as shading is enabled. The following medical
visualization case demonstrates a solution to integrate clip planes in multi-modal
volume rendering.

MR-Angiography
Container

T1-weighted
VolumeRenderer

brainmask
AdditionalVolume

Viewer

MR-angio
Group

calc clipping
ShaderFunction

MR-angio
AdditionalVolume

substraction angio
Container

MR-venography
Container

clip plane
ShaderParameter

volume
data set

volume
data set

volume
data set

Figure 7.13: Illustrative description of the multi-volume rendering scene graph. Ev-
ery additional volume container node has corresponding child nodes for
clipping calculation, parameter specification, and the data set.

A cerebral arteriovenous malformation (AVM) is an abnormal connection between
veins and arteries in the brain. The complex angio-architecture of the AVM as well
as the three-dimensional shape of the feeding and draining vessels has to be under-
stood before surgery. For that, various datasets, such as T1-weighted main volume,
MR subtraction angiography, and time-of-flight (TOF) datasets have to be visual-
ized simultaneously. To support the neurosurgeon in this challenging task, a viewer
application is developed [11], which allows the neurosurgeon to intuitively adjust
clip planes for all data sets to explore the AVM. In this application, every data set
can be appended to the volume rendering during run-time of the application. Corre-
sponding shading parameters, clip planes, and transfer functions are independently
defined for each data set and can be controlled by the neurosurgeon in the GUI of
the application. Figure 7.14 shows four volume renderings with different parame-
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(a) (b)

(c) (d)

Figure 7.14: Image (a) shows a multi-modal rendering of three MR data sets and
a defined clip plane. The vessel data sets (red arteries, Time-of-Flight
MRI; blue veins, contrast enhanced T1-weighted MRI) are excluded
from clipping (b). Image (c) shows enabled shading of all data sets.
In (d), additional clip planes are defined to clip the vessels. Data sets
courtesy by Lahey Clinical Center, Burlington.
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terized clip planes and shading effects. The additional datasets are loaded into the
volume renderer and fused utilizing the max operator in the shader [40]. Because of
the difficult three-dimensional perception of flat-shaded objects, volume shading is
enabled. Thus, for every data set, the corresponding gradients have to be calculated
and stored in a volume texture. Additional shading effects such as toon shading or
boundary enhancement [141] can be independently enabled per volume.

Utilizing the proposed framework, a container node (subgraph with child nodes)
is developed to allow the reuse of the clip plane in the scene graph. The container
includes a single custom shader function node with the GLSL implementation of the
clip plane and required parameters nodes (e.g., plane vector and a name string of the
volume to be clipped). The shader code is simple: the length from sample to plane
is calculated, and the volume’s color is multiplied with zero if the length is negative,
otherwise it is multiplied with one (see Figure 7.7 for the used shader code). The
pipeline is modified with the following setting: Fragment Step is set to Classification
Additional, Substep is set to the current volume name via the wildcard $ and the
Modification Type is set to Add After. Thus, the clip plane function is always
inserted after the classification of the specified volume. If the volume’s classification
is inactive, i.e., the volume is disabled, the clip plane function is not appended.
Furthermore, a clip plane function is independent of all other pipeline function.
Hence, the rendering configuration can be adjusted (e.g., varying shading modes or
disabling of volumes) without invalidating the final rendering shader. Figure 7.13
illustrates the scene graph for multi-volume rendering. For every additional volume,
a container node with corresponding visualization parameters is connected to the
main volume renderer.

7.6.3 Dynamic Visualization of RF Ablation Zones
For planning of image-guided radiofrequency ablation (RFA), the cell destruction
caused by the ablation has to be estimated. An important requirement is that
different applicator models with corresponding ablation zones, specified as ellipsoids
by the manufacturers, can be visualized in the slice views and the corresponding
volume rendering simultaneously. For planning of RFA, multiple applicator models
with varying settings may be placed, moved, and toggled on or off in real time to
discover the optimal ablation scenario (see Section 3.4.2 and 3.5.3).

For this purpose, a shader include node, which adds a custom library function
into the shader pipeline, is inserted into the scene graph of the system. The custom
library function evaluates whether a sample is inside or outside of the ablation
zone’s ellipsoid (see Figure 7.9 for the used shader code). Additionally, an applicator
container node is defined, which encapsulates a single shader function node as well as
the required applicator and ablation zone shader parameters. The parameter nodes
hold the attributes which define the ellipsoids’ size, position, and orientation. The
custom pipeline function is inserted before the start step of the rendering pipeline.
It calls the library ellipsoid function with the ellipsoid attributes and stores in the
global state whether the current sample is inside or outside the ablation zone. To
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Figure 7.15: An illustration of the scene graph used for the visualization of the abla-
tion zone. Varying shader functions are used for the correct composition
of the alpha value of the 2D and 3D viewers, respectively.

visualize the final ablation zone, a single function node outside the container is
connected to handle the visual properties (color, alpha, silhouette) of the ellipsoids.
The shader function is appended to the pipeline after the compositing step. This
design allows for adjustment of the visualization properties for varying viewers, e.g.,
changing the alpha value of the ablation zone for a 2D visualization. Figure 7.15
illustrates the used scene graph. The volume renderer and the ellipsoid header
include as well as all container nodes are shared by both viewers. In contrast, the
compositing of the ablation zone is implemented differently in separated shader
function nodes.

An extended version of this scene graph has been integrated into the presented
medical software assistant for planning of RFA (see Chapter 3). If an applicator
model is added by the end user from the application’s GUI, the application au-
tomatically generates a container node with the required shader parameters and
connects it to the scene graph. Thus, multiple RF applicators with corresponding
ablation zones can be manipulated interactively and visualized in 2D and 3D si-
multaneously (see Figure 7.16). Moreover, utilizing a custom function, the color of
tumor voxels outside of the ellipsoid is adjusted.

7.7 Results and Discussion

In this PhD thesis, a prototyping framework for DVR is presented, which is in-
tegrated in the MeVisLab development environment. In contrast to the original
SuperShader concept, no control shader is used. Instead, the shader snippets are
directly copied into the resulting shader string to be able to add custom shader
code dynamically. To allow the compilation of the shader pipeline with custom
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(a)

(b)

Figure 7.16: Two RF applicators are positioned into a tumor. Image (a) shows a 2D
visualization of a single slice, occluding the upper located applicator.
Image (b) shows the corresponding 3D volume rendering of the same
data set. Using the shader pipeline, for each representation, different
visual features are applied (colors, silhouettes, transparency), but the
underlying information is equal (ellipsoid properties, image data, tumor
mask).
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shader code, the shader factory creates the shader string at each rendering frame
and caches compiled shaders for reuse. Due to the optimization of the GLSL com-
piler, no changes in the final rendering performance are measured, although the
pipeline shader string is three times longer than the manually optimized shader.

Three examples are presented, from which two are integrated in stand-alone medi-
cal applications developed with MeVisLab. The first example demonstrates how the
rendering shader can be extended with stochastic jittering of the sample position.
Utilizing a custom shader function, the jittering rendering effect replaces the built-
in linear sampling of the volume texture. It is also shown that the custom effect
does not interfere with other built-in effects such as volume shading or boundary
enhancement. In the second example, it is demonstrated how a simple rendering
effect can be developed and attached to the pipeline several times in order to achieve
flexible clipping of multiple volumes. The third example shows how varying render-
ing effects are developed and subsequently integrated into a medical multi-viewer
software assistant. Effects such as the visualization of ellipsoids can be dynamically
integrated several times in the volume rendering pipeline without considering the
remaining shader. Furthermore, custom shader functions in the scene graph are
used to alter the composition of the ellipsoids allowing for simultaneous visualiza-
tion in different viewers (2D and 3D). In the final software assistant (as described
in Chapter 3), the presented effects with varying parameters can be interactively
manipulated (e.g. add or move RF applicators with corresponding ablation zones)
by the end user, i.e., the physician.

For preliminary feedback, the system is presented to a medical image processing
expert, who is not involved in the development of the system. He utilized custom
shader functions to implement clip planes attached to specific pipeline steps to de-
fine a dependence to the volume to be clipped. Suitable GUIs in the scene graph
supported the researcher in intuitively editing custom shader code at run-time. Al-
though the shader pipeline concept is new and the detailed internal structure of the
rendering shader is unknown, the developer easily managed to implement the clip
planes within a few minutes. Only basic knowledge of shader programming and
volume rendering is required.

System aim. The presented framework targets supporting the developer to extend
the volume rendering with custom shader algorithms and to integrate the resulting
volume visualization into software applications with minimum development over-
head. In contrast, the shader composer proposed by Plate et al. [137] aims to
support the creation of special purpose shader programs utilizing data flow widgets.
The work of Rössler et al. [146] is intended to wrap complex shading algorithms into
a graph representation to allow the user to concentrate on the visualization result.
VolumeShop [37] is a prototyping platform for visualization research that provides
maximum flexibility to the developer. Voreen [117] facilitates the research of new
interactive visualization techniques for volumetric data sets with high flexibility.
The system proposed in this PhD thesis is limited to customize shading effects and
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adjust the configuration of the render core at run-time. Extending the render core
with additional, configurable features needs to be done in C++.

Modular combinability. A dynamic shader pipeline is proposed, which facilitates
substituting pipeline steps during run-time while ensuring a valid final shader.
In other systems, the final shader is composed using predefined GLSL functions
(cf. Voreen [117]) or by collecting the shader snippets from predefined nodes (cf. Plate
et al. and Rössler et al. [146]). The advantage of the dynamic shader pipeline is that
shader effects can be freely combined without modifying the remaining shader code
or adding all possible combinations. For instance, arbitrary lights or additional
volumes can be enabled, resulting in an automatic insertion of the corresponding
shader code.

Extension of the rendering shader. The shader pipeline allows the developer to
interactively extend the rendering by appending arbitrary custom shader functions
without recompiling the C++ code. Utilizing the global struct for communication,
the pipeline steps are independent from each other and can be changed without
affecting other pipeline functions (e.g., swap gradient calculation). In contrast, the
frameworks of Rössler et al. [146] and Plate et al. [137] do not support editing of
the node’s shader code without recompiling the C++ project. In Voreen [117],
functions of a shader library can be interactively edited and are included in the final
shader using defines. However, custom shader code has to be inserted in the final
shader by hand. Similarly, XIP [140, 185] and VolumeShop [37] allow for editing
and free combination of shader snippets. Because no mechanism for positioning of
the snippets is available, the snippets also have to be manually combined to a valid
shader. In conclusion, none of the related systems allow for adding and editing of
custom shader code during run-time without the need to adjust the remaining shader
(cf. arbitrary clip planes), e.g., to add a call to the shader’s main function. Thus,
inserting multiple custom shader code with varying parameterizations is difficult to
achieve with these systems.

Application prototyping. Since the presented system is based on a scene graph,
custom shader nodes can be dynamically connected to sub-graphs, resulting in mod-
ified rendering pipelines for different viewers (cf. compositing of ellipsoids), whereas
the basic rendering shader remains unmodified. To the author’s knowledge, this is
a unique benefit, particularly for research and development of specialized rendering
effects for medical applications. Furthermore, the stability of the shader core eases
the generic extension of rendering effects for long-term use in MeVisLab.

7.8 Conclusions

The presented rapid prototyping framework for GPU-based volume rendering allows
for flexible extension and dynamic alteration of the rendering configuration. The
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underlying approach is a dynamic rendering pipeline based on the SuperShader con-
cept, to which custom shader functions can be attached at run-time. With the user
interface of the prototyping environment, intuitive modification of the custom shader
is possible at run-time. The usage and usefulness of the framework is demonstrated
in examples, which is successfully embedded into medical applications.

header

globalStruct state = globalStruct
( parameter initialization  );

shader parameters

struct definition

library functions

pipeline functions

struct initialization:

pipeline step calls

void main () {

}

main function body

}
end raycast loop:

for (; ; i++) {
start raycast loop:

raycast compositing

Figure 7.17: Overview of the composed SuperShader code for GPU-based volume
raycasting. The green boxes indicate raycasting specific pipeline steps.

The system is integrated into the prototyping environment MeVisLab. Never-
theless, the approach of the dynamic shader pipeline is generally independent from
MeVisLab. Also, a slicing-based volume renderer, which is part of MeVisLab, is
utilized as underlying rendering core of the system. However, the approach is not
restricted to slicing-based volume rendering.

For future work, the shader pipeline may also be applied to a raycasting-based
volume renderer. The major implementation difference is that the shader function
calls of the pipeline have to be embedded into the raycasting loop of the fragment
shader’s main function. Here, the global struct is initialized before the raycasting
loop. Additional pipeline steps for start and end of the raycasting loop implement
the loop in the shader code. In contrast to slicing-based volume rendering, whereas
the blending is done using the frame buffer, the sample points are composed along
the view ray to calculate the final color value. Thus, the blending has to be calculated
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in the last step of the raycasting loop in a special pipeline function. Definition of
pipeline and library functions as well as the shader parameter definitions remain
in the shader’s header. Figure 7.17 illustrates a possible SuperShader pipeline for
GPU-based volume raycasting.

In conclusion, the design of the proposed shader pipeline allows to be integrated
into slicing-based as well as raycasting-based volume rendering systems. Also, cre-
ating 2D slab renderings utilizing orthographic projections for multi-planar refor-
mations are possible.

This chapter is in part based on the following publications:

• C. Rieder, S. Palmer, F. Link and H. K. Hahn. A Shader Framework for
Rapid Prototyping of GPU-Based Volume Rendering. In: Computer Graphics
Forum (Special Issue on Eurographics Symposium on Visualization) 30, 3,
pp. 1031-1040, 2011.

• F. Weiler, C. Rieder, C. A. David, C. Wald and H. K. Hahn. AVM-Explorer:
Multi-Volume Visualization of Vascular Structures for Planning of Cerebral
AVM Surgery. In: 3rd Prize of the Eurographics competition Dirk Bartz Prize,
9-12, 2011
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8
Summary

In the beginning there was nothing,
which exploded.

(Terry Pratchett)

The primary goal of thermal tumor ablation utilizing needle-based interven-
tions is to destroy all viable malignant cells within a designated target
volume. Further, sparing normal surrounding tissue and accuracy of the

therapy are also required. In clinical practice, concurrently achieving all goals is a
challenging task. The overall aim of this PhD thesis is to provide interactive visu-
alization methods for software assistance for needle-based interventions to support
the physician to accurately and safely conduct the therapy.
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Challenges
The clinical value of needle-based interventions depends mainly on pre-interventional
planning of the therapy, accurate punctuation during the interventions, and post-
interventional assessment of the therapy success. In the planning phase, an appro-
priate placement of the needle has to be determined in order to achieve complete
tumor ablation. In the case of pre-interventional planning of the RFA therapy, the
following challenges are addressed in this PhD thesis:

• Identification of safe pathways to the target region under consideration of
important risk structures using 2D slice visualizations alone.

• Fast estimation of the patient-dependent ablation zone incorporating the cool-
ing effect of nearby blood vessels.

After therapy, pre- and post-interventional images are used in order to compare
shape, size, and position of tumor and coagulation necrosis. The following challenges
of the assessment phase of needle-based interventions are addressed:

• Automatic alignment of pre- and post-interventional CT images for reliable
therapy assessment.

• Visual comparison and quantification of the geometric properties of the ablated
tumor and the coagulation necrosis.

To meet these challengers, various visualization methods have to be developed and
customized. Thereby, the following technical challenge is also addressed:

• Rapid development and customization of volume visualization algorithms with-
out recompilation of C++ source code.

Contributions
The goal of this PhD thesis is the investigation of interactive visualization methods
to support the physician in planning and assessing needle-based interventions with
software assistance. The first contribution of this work is a workflow allowing for
interactive visualization and image-processing, which is designed to guide the physi-
cian in planning the intervention for use in clinical practice. In order to support the
physician with spatial information about pathological structures as well as finding
trajectories without harming vitally important tissue, 2D slice and volume visual-
ization techniques for interactive planning of RFA are proposed. The workflow is
integrated in a clinical software assistant designed for planning RFA.

A further contribution of this PhD thesis is the fast approximation of the abla-
tion zone, incorporating the heat-sink effects of blood vessels. Two approaches are
presented. The first method is based on a geometric reconstruction of pre-computed
numerical simulations stored in a lookup table. Due to performance limitations of
the first approach, a second approach proposes using weighted distance fields to
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approximate the ablation zone on the GPU. The resulting ablation zone masks and
computing performance of this method are compared with complex numerical sim-
ulations. In the comparison, similar ablation zone masks can be calculated even in
complex vascular situations. Several limitations result from the substantial simplifi-
cations of the proposed method. However, the major benefit of the approach results
from the real-time performance in both 2D and 3D.

A contribution in the field of RFA assessment is a workflow for automatic align-
ment of interventional CT images which is based on segmentation masks of tumor
and coagulation. To assess the accuracy of the proposed method, 41 RFA cases
are registered and compared with manually aligned cases from four medical experts.
Furthermore, the registration results are compared with ground truth transforma-
tions based on averaged anatomical landmark pairs. In significantly less time, the
proposed automatic method reaches an accuracy in the range of the medical ex-
perts’ registration transformation. A combination of both automatic and manual
approaches is integrated in the software assistant, with which the physician is able
to manually adjust the transformation after automatic registration to achieve the
optimal result.

A further contribution is a novel visualization as well as a navigation tool, the
so-called tumor map. The goal of this method is the combined visualization of the
tumor and its surface distance to the coagulation necrosis in order to support reli-
able therapy assessment. Additionally, the tumor map serves as an interactive tool
for intuitive navigation within the 3D volume rendering of the tumor vicinity as well
as with familiar 2D viewers. The evaluation shows that rotating the tumor object
using the tumor map with the rectangular layout is significantly faster than rotat-
ing with the virtual trackball metaphor. Thus, navigation with the equirectangular
tumor map is an intuitive alternative to common techniques for interactive explo-
ration of tumors. Due to the synchronization of the 2D and 3D viewers, the tumor
map may be used as navigation tool, which could lead to a higher acceptance of the
volume rendering on a medical workstation. In the retrospective clinical study, it
is confirmed that the software-assisted method allows physicians to correctly iden-
tify local tumor recurrence with a higher percentage than the conventional method
(sensitivity: 0.6 vs. 0.35), whereas the percentage of correctly identified successful
ablations is slightly reduced (specificity: 0.83 vs. 0.89).

A technical contribution of this PhD thesis is a shader framework for rapid pro-
totyping, which was integrated in the MeVisLab development environment. The
presented framework supports flexible extension and dynamic alteration of the ren-
dering configuration of a GPU-based volume rendering. The underlying approach
is a dynamic rendering pipeline based on the SuperShader concept, to which cus-
tom shader functions can be attached at run-time. With the user interface of the
prototyping environment, intuitive modification of the custom shader is possible at
run-time. The usage and usefulness of the framework is demonstrated in examples,
which are successfully embedded into medical applications. The framework is used
as basic technology for all interactive visualizations presented in this PhD thesis.
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Conclusion

In this PhD thesis, novel methods integrated in a software-assisted planning and
assessment application for needle-based interventions are proposed. In the planning
stage, interactive visualization techniques are presented and fully integrated in a
novel software-assisted workflow which supports the physician in rapidly planning
RFA therapies. Integrated in the planning software is a novel GPU-based method to
interactively approximate the ablation taking the cooling blood flow into account.
The aim of the planning software is to support the physician to evaluate possible
ablation strategies before the intervention under consideration of the patient-specific
situation to minimize the risk and maximize the outcome of the therapy. As part
of the assessment stage, a workflow allowing alignment and subsequent comparison
of interventional images is proposed. An automatic registration algorithm is pre-
sented which allows the physician to rapidly fuse pre- and post-interventional data
sets as accurately as experienced medical experts. Novel visualization methods are
proposed that support the physician in sensitive and objective assessment of the
treatment success. It is shown that the assessment software has the potential to
improve the overall evaluation performance of interventional physicians. The pre-
sented visualization methods are developed with a novel shader framework for rapid
prototyping of volume rendering. As demonstrated in this PhD thesis, this frame-
work facilitates rapid development and customization of appropriate visualization
algorithms. Moreover, the framework itself is part of medical applications which
are developed with MeVisLab and allows developers to efficiently transfer research
results into the clinical environment.

Outlook

To provide reliable software assistance for needle-based interventions such as RFA,
further research directions may be possible. For the planning phase, interactive
visualization methods are proposed. One goal for future work is automatizing the
determination of safe and feasible needle pathways. Several approaches have been
proposed based on projections or mathematic optimization of risk structures. How-
ever, no method allows quickly proposing probe placements under consideration of
risk structures and heat-sink effects. Furthermore, some methods require segmenta-
tion masks of various organs, which are difficult to extract automatically. Integrating
the proposed approximation method, that only requires a local vessel mask, could
refine such automatic path proposal methods.

In this PhD thesis, methods for software-assisted planning and assessment of
needle-based interventions are proposed. Software assistance for the important intra-
interventional phase is not addressed. Particularly if software-assisted proposals of
needle pathways have to be transferred into the operative room, intra-interventional
software assistance is required to provide accurate realization of the planned inter-
vention. For that, optical infrared or electromagnetic tracking systems should be
utilized to reconstruct the spatial position of the tracked needle, i.e., the tip of the
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probe, in order to guide the physician without needing to acquire new data sets.
Visualization methods, such as the enhancement of vascular structures or approxi-
mation of ablation zones, may be also helpful during the intervention.

As stated in the conclusions of the methodical chapters, this PhD thesis is focused
on RFA, the most common needle-based tumor ablation therapy. However, other
interventions found in clinical practice, such as microwave ablation (MWA) or irre-
versible electroporation (IRE), which is currently under clinical investigation [150],
should also supported. Methods such as interactive visual assessment are not related
to a single ablation procedure and thus are applicable to all needle-based interven-
tions. But RFA specific methods, such as the approximation of the ablation zone,
have to be adjusted according to the properties of the current ablation procedure.
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List of Abbreviations

ANOVA Analysis Of Variance
AVM Arteriovenous Malformation
CT Computed Tomography
CUD Color Universal Design
DTF Distance Transform
DVR Direct Volume Rendering
FCM Fuzzy C-Means
FEM Finite Element Method
GLSL OpenGL Shading Language
GPU Graphics Processing Unit
GUI Graphical User Interface
HF High Frequency
HIFU High-Intensity Focused Ultrasound
HU Hounsfield Units
IRE Irreversible Electroporation
IVC Inferior Vena Cava
LCC Local Cross Correlation
LITT Laserinduced Thermotherapy
MPR Multiplanar Reformation
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US Ultrasound
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