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Abstract
The subject of this thesis is the measurement of the proton-air cross section at ultra high

energy with hybrid data of the Pierre Auger Observatory. Based on a critical review of the

shortcomings of previous air shower measurements, a new analysis method is developed.

This analysis method takes into account the most important and relevant experimental and

air shower physics effects. The impact of a changed cross section extrapolation on the re-

sulting air shower development is considered in addition to its more obvious effect on the

distribution of shower starting points. Furthermore, detector acceptance effects are explicitly

included in the reconstruction ansatz, which allows us to use almost the complete data set in

the analysis. Systematic uncertainties on the resulting cross sections are thoroughly studied

and quantified. Assuming a proton dominated composition, the analysis is applied to hy-

brid data of the Pierre Auger Observatory. The obtained cross section is, within the statistical

and systematic uncertainties, in agreement with predictions from hadronic interaction mod-

els up to 1018.4 eV. At higher energies the resulting cross section increases rapidly. Finally the

proton-air cross section is converted to a proton-proton cross section using Glauber theory

and limits on the elastic scattering slope are derived.

Bestimmung des Wechselwirkungsquerschnittes von Protonen mit Luft mittels
Hybrid-Daten des Pierre Auger Observatoriums
In dieser Arbeit werden Hybrid-Daten des Pierre Auger Observatoriums verwendet, um

den Wechselwirkungsquerschnitt von Protonen mit Kernen der Luft bei ultra-hoher En-

ergie zu bestimmen. Basierend auf einer Analyse der Schwachpunkte früherer Luftschauer-

Messmethoden wird ein neuer Rekonstruktionsansatz entwickelt. Dieser berücksichtigt ex-

plizit die wichtigsten experimentellen sowie physikalischen Effekte. Der Einfluss einer ver-

änderten Extrapolation des Wechselwirkungsquerschnittes auf die Luftschauer-Entwicklung

wird ebenso berücksichtigt wie der Einfluss auf die Verteilung der Luftschauer-Startpunkte.

Darüber hinaus wird die Akzeptanz des Detektors direkt in der Rekonstruktionsmethode

berücksichtigt, wodurch fast der komplette Datensatz für die Analyse verwendet werden

kann. Systematische Unsicherheiten des resultierenden Wechselwirkungsquerschnittes wer-

den im Detail untersucht und quantifiziert. Die Hybrid-Daten des Pierre Auger Observato-

riums werden unter der Annahme einer proton-dominierten Zusammensetzung der kos-

mischen Strahlung analysiert. Der resultierende Wechselwirkungsquerschnitt ist, innerhalb

der statistischen und systematischen Unsicherheiten, bis zu einer Energie von 1018.4 eV mit

den Vorhersagen von hadronischen Wechselwirkungsmodellen kompatibel. Bei höherer En-

ergie nehmen die resultierenden Wechselwirkungsquerschnitte jedoch sehr schnell zu. Ab-

schliessend wird der Proton-Luft-Wechselwirkungsquerschnitt mittels der Glauber-Theorie

in den Proton-Proton-Wechselwirkungsquerschnitt konvertiert und es werden Einschränkun-

gen des Steigungsparameters der elastischen Streuung abgeleitet.
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1 Introduction

In the early years, elementary particle physics began with the observation of cosmic rays

and cosmic ray induced air showers. Many discoveries are directly linked to the analysis

of cosmic ray interactions, like the finding of positrons [1], muons [2] and pions [3, 4, 5].

Following these early discoveries based on cosmic rays, accelerators were built for preci-

sion studies. This was leading to huge achievements in understanding fundamental particle

physics and to the formulation of the extremely successful standard model of elementary par-

ticle physics. All physics so far discovered at accelerators can be described very well within

this framework (for example [6, 7]). Mainly the difficulty to unify the coupling constants of

all elementary forces at high energy and the general problem to describe gravity are theory-

motivated arguments that require physics beyond the standard model. Again, it is only

astro- and astroparticle physics, which are currently providing experimental evidence for

the existence of such physics. Namely, the observation of the non-vanishing mass of neutri-

nos [8, 9] and the required existence of dark matter [10].

Furthermore man-made accelerators are limited in their maximum energy, on the other

hand astroparticle physics can provide observations of the most extreme environments in

the universe and even probe ultra-high energy physics directly. For example, the extragalac-

tic propagation of cosmic rays at ultra-high energies is sensitive to violations of the Lorentz

invariance of space-time [11, 12] as well as new particle physics. Moreover, by the obser-

vation of the highest energy cosmic rays it is also possible to study hadronic interactions

directly at energies far larger, than any Earth-based accelerator is able to reach.

With the Pierre Auger Observatory there is the first time a detector available, which al-

lows us to do high precision studies of cosmic rays at ultra-high energies [13]. This is mainly

due to the hybrid detector design, combining a ground based air shower array with the data

of telescope detectors, which observe the shower development within the atmosphere. The

enormous size of the Auger detector of more than 3000 km2 allows us to gather high event

statistics already after the first few years of operation despite of the extremely small cosmic

ray flux at these energies. This is ideal for studying cosmic ray properties like their origin,

but also to study hadronic interactions at ultra-high energies.

The aim of this thesis is the first measurement of the proton-air cross section based on

the hybrid data of the Pierre Auger Observatory collected so far.

As a starting point methodical studies of previous attempts to measure the proton-air

cross section using air shower data are studied, unveiling the common scheme, on which

they are all founded on. The principal shortcoming, which is inherent to all of them, is

pointed out.

Based on these fundamental studies a novel method to derive the proton-air cross section

from air shower data is developed. Compared to previous methods to measure the proton-

air cross section, two main improvements are to be pointed out. Firstly, not only the obvious

exponential dependence of the fluctuation of the shower starting point from the cross sec-

tion are considered, but also the equally important impact of a changing cross section on the

subsequent air shower development. Secondly, the acceptance of the detection and recon-

struction process is studied carefully and is incorporated directly within the presented cross

section analysis.
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This could only be achieved by developing a detailed detector simulation for hybrid

events that allows us to study the impact of the detection and reconstruction process on

the final observables. Special attention is paid to enhance the general understanding of the

Auger detector and to improve the reconstruction algorithms, with an emphasis on the prop-

agation of uncertainties into the finally used quantities.

The fundamental necessity to utilize Monte Carlo simulations to relate any air shower

based observation to properties of the primary cosmic ray particle introduces an inherent

model-dependence. The new method to measure the proton-air cross section developed

in this thesis fully accounts for the existing model-dependence and reduces it as much as

possible. Estimates of the systematic uncertainties induced by the model-dependence are

presented, which apply also to other air shower based cross-section measurements.

Other general sources of systematic uncertainties are thoroughly studied. First and fore-

most this is the unknown mass composition of cosmic rays at ultra-high energies. This in-

cludes the impact of a possible contribution of very high energy gamma-rays.

After application of the new method to the data of the Pierre Auger Observatory and

the extraction of the proton-air cross section at ultra-high energy, the results are converted

into predictions for the corresponding proton-proton cross section by utilizing Glauber the-

ory. The implications of the measurement, for example, on the expected interaction char-

acteristics at the LHC, but also on the interpretation of cosmic ray data in terms of mass

composition are discussed.
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2 Cosmic rays, extensive air showers and high energy hadronic in-

teractions

2.1 Overview of cosmic rays

After almost 100 years of research cosmic ray physics is remaining to be an exciting field and

the current activity is probably larger than ever before [14]. Recent high quality observations

are uncovering more and more of the mysteries associated to the existence of cosmic rays.

It seems very likely that cosmic rays up to the highest energies will fit seamlessly into the

framework of astro and particle physics. This implies important improvements in under-

standing our cosmic environment as well as ultra-high energy interactions during the next

years. Since these cosmic rays are particles with macroscopic energies of up to several Joules

(16 EeV∼1 J), this will be a major step for particle physics.

The currently favored theories to explain the phenomena of cosmic rays are founded on

the assumption of charged particle acceleration at collisionless magnetic shock fronts and

the propagation as well as confinement of charged particles within the galactic and extra-
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Figure 2.1: Cosmic ray energy spectrum as measured by many experiments over a wide range in

energy [15, 16, 17, 18, 19, 20, 21]. The energy spectrum is multiplied by E2.7 to remove the enormous
slope over ∼15 orders in magnitude of the flux. In this representation the structures of the energy
spectrum can be seen very clear: the knee at several PeV, the ankle around ∼3 EeV and the cutoff above
∼50 EeV. While the lower axis reflects the energy of the primary cosmic ray nuclei Elab, the upper axis
denotes the corresponding center-of-mass energy per nucleon. Some typical energies, which can be
accessed by accelerators, are emphasized.
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Figure 2.2: Mean logarithmic mass of the primary cosmic ray composition as derived from observa-
tions of the shower maximum (top panel) or of electrons, muons and hadrons at ground level (bottom
panel). Direct measurements are included in both plots. For the references see [22].

galactic environment. The stochastic nature of the acceleration and propagation processes is

generating the power-law-like shape of the energy spectrum as it is observed on Earth, start-

ing from the solar modulation cutoff at ∼GeV up to the high energy cutoff around ∼ 50 EeV.

Figure 2.1 shows the cosmic ray particle flux, multiplied by E2.7 in order to compensate for

the enormous steepness of the spectrum. Several distinct features of the energy spectrum

are instantly visible, commonly associated by the eye-catching analogy to the anatomy of

a human leg. In addition, Figure 2.2 summarizes the available data on the mass composi-

tion of the high energy cosmic ray flux arriving at Earth. The uncertainties in the associated

analyses are becoming larger with increasing energy and therefore there are large systematic

errors associated to any absolute measurement of the mass composition at ultra-high energy.

However, there are indications for two transitions within the data, where the mass compo-

sition changes rapidly, first around ∼PeV from light to heavier and then at ∼EeV back from

heavier to lighter primary particles.
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Figure 2.3: Possible origin of the knee structure in the cosmic ray energy spectrum. The successive
cutoff of proton, helium and heavier elements is already observationally confirmed [24]. However,
the precision of the measurement is not yet high enough to distinguish between the ∝A or ∝Z sce-
narios.

At lower energies the flux is well described by Φ ∝ E−2.7 and is therefore appearing

flat in Figure 2.1. At the energy of several PeV a sudden change of the power-law slope to

Φ ∝ E−3 appears. This feature is called the knee [23]. It coincides with a rapid increase of

the mean primary mass. The knee structure is most probably caused by the galactic cosmic

ray accelerators reaching their maximum energy. Since acceleration depends on the charge

q = eZ of particles, the knee energy gets Eknee ∝ Z. Also the increasing leakage of higher en-

ergy cosmic rays out of the magnetic confinement of our galaxy may contribute. This effect

is governed by the rigidity R = pc/eZ of the trajectory of a particle with charge eZ in the

galactic magnetic field, also leading to Eknee ∝ Z. Indeed it was shown by the KASCADE ex-

periment [24] that the first component which reaches their knee energy are protons, followed

by helium. This is a very strong observation to support the idea of cosmic rays at these en-

ergies being of galactic origin. On the other hand, it still can not be ruled out that a sudden

change of the hadronic interaction characteristics at Eknee may be responsible for the knee

feature [25]. This would cause the knee energy to shift according to the energy per projectile

nucleon and thus being proportional to the nucleon number A. Figure 2.3 summarizes the

different possible scenarios for the knee.

At some energy above Eknee the spectral index changes to Φ ∝ E−2.7. This is typically as-

sociated with the transmission to a cosmic ray component of extragalactic origin. The break

in the energy spectrum is called ankle and was discovered by the Fly’s eye Collaboration [26].

Also data on the depth of the shower maximum, Xmax, indicate a changing composition of

cosmic rays in the transition region from heavy to light particles [27, 28]. However, the mass

composition and also the shape of the all-particle energy spectrum above the knee are still

not very well known. There is a debate on the transition from the galactic to the extragalac-

tic cosmic ray component going on. Figure 2.4 illustrates the ultra-high energy cosmic ray

spectrum together with the two most popular models explaining the features.

It is possible that the ankle itself is the transition point [29, 30]. These models typically

assume a mixed composition of the extragalactic component. The composition of the extra-

galactic flux, as it arrives at Earth, is strongly altered during propagation over extragalac-
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Figure 2.4: The upper end of the cosmic ray spectrum. Left panel: the extragalactic mixed compo-
sition scenario (taken from [34] and modified). Right panel: The dip model with the transition to a
proton dominated extragalactic component at lower energies [35].

tic distances (∼Mpc), and thus must be very different from the original composition at the

sources. Because of the required low flux of the extragalactic component, a new galactic com-

ponent needs to be introduced (component “B”), which fills the gap between the vanishing

galactic flux from component “A” and the observed all particle spectrum in the energy inter-

val from the knee up to the ankle (cf. Figure 2.4, left). It can be argued that the component

“B” may be associated with special classes of supernova explosions [31, 32].

Very differently the ankle can also be explained by a propagation effect of the extragalac-

tic proton dominated component [33]. While traveling through the cosmic microwave back-

ground (CMB) over extragalactic distances, protons loose energy due to Bethe-Heitler e+e−

pair production. This causes a suppression of the flux and a pile up at slightly lower ener-

gies. Figure 2.4 (right) shows the resulting characteristic dip in the proton flux, which is then

identified with the ankle. In this model, the transition from galactic to extragalactic cosmic

rays does occur at much lower energies. The dip model requires a strong proton dominance

of the cosmic ray flux, reaching down at least to 1 EeV (≥ 80% protons and < 20% helium).

There are two plausible explanations for the spectrum cutoff at ultra-high energies. Firstly,

the extragalactic cosmic ray accelerators run out of power. Secondly, the cutoff is due to a

propagation effect of cosmic ray nucleons through the CMB photon field. The latter is much

more popular within the astroparticle community and seems to be favored by recent obser-

vations. The Greisen-Zatsepin-Kutsmin (GZK) effect [36, 37] was predicted more than 40 years

ago as a consequence of the discovery of the 3 K microwave photon field. Ultra-high energy

nucleons (EGZK & 50 EeV) traveling through extragalactic space interact with photons of the

CMB photon field via the formation of resonances (i.e. N + γ3K → ∆ → N + π), which

leads to the emission of pions. This corresponds to an energy loss of cosmic ray nucleons

via pion emission, effectively leading to a strong flux suppression above the GZK-threshold

energy EGZK ∼ 50 EeV (see Figure 2.5). Observational claim for the cutoff was published

by the HiRes Collaboration [17], being in contradiction to the observation of missing cutoff

by the AGASA Collaboration [38]. This observational discrepancy was settled recently by

the new results of the HiRes [39] as well as the Auger [21] Collaboration. Thus, after many

6
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years of discussion and unclear observational results, a GZK-like feature can now be clearly

identified within the HiRes (∼5 σ) and Auger (∼6 σ) energy spectra. However, it is still not

clear, whether the observed flux suppression is due entirely to the GZK-effect.

While there is almost complete isotropy of the arrival direction of cosmic rays, very re-

cent results from the Pierre Auger Observatory show a correlation of the arrival direction

of cosmic rays at energies above E > 57 EeV with close-by active galactic nuclei (AGN) [42].

Figure 2.6 depicts the published arrival direction distribution together with AGN locations.

Active galactic nuclei are supermassive black holes with a mass of MBH > 106 M⊙ located in

the center of galaxies. If supermassive black holes accrete large amounts of matter, they re-

lease enormous energies in the formation of extragalactic jets, which often are several times

larger than their host galaxy. These jets are very bright from radio up to X-ray emission and

are suspected to be the prime location for charged particle acceleration beyond energies of

100 EeV. Several models have been proposed that allow extremely efficient particle accelera-

tion in the vicinity of AGNs. For example the acceleration of particles in the central region

close to the supermassive black hole [43], or in the very hot spots, where the AGN-jets are

finally stopped by the intergalactic medium (→“galactic beam-dump”) [44]. A recent proposal

can even explain ultra-high energy particle acceleration in the remains of former AGN jets

(fossil jets) [45].

Within the current statistics available for such analysis, this does not yet mean the detec-

tion of a cosmic ray point source, but just the possible identification of a source population.

Unfortunately, the cosmic ray flux above the considered energy is so small that the southern

Pierre Auger Observatory can only measure a handful of events within a year of operation.

For a high statistics analysis of this correlation, it might be necessary to wait for the north-

ern Pierre Auger Observatory, which must be especially enlarged to enhance the detection
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The full circles denote the events, which are located within an angular distance of 3.1◦ from the next
AGN. Events not correlating are shown as open circles. All the open circles are located not far from
the galactic plane, where the used AGN catalog is known to be incomplete and the expected cosmic
ray deflection are the largest [42]. The three strongest AGNs are marked as black stars.

efficiency at these ultra-high energies.

Cosmic ray particles are reaching energies that are far larger than any Earth-based accel-

erator will ever be able to achieve. To illustrate this, it is demonstrated what kind of machin-

ery is needed to accelerate particles up to the highest cosmic ray energies of Elab ∼ 100 EeV,

using current technology.

• With the proposed ILC technology [46], which has a mean acceleration gradient of

35.1 MV/m, a linear collider with a length of l ≈ 2.8 · 109 km, roughly corresponding

to the diameter of the Saturn orbit around our sun, would be needed.

• A circular accelerator structure with a continuous magnetic field of B = 8.3 T (corre-

sponding to the LHC peak magnetic field) must have a radius of r = p
ZeB ≈ 40 · 106 km,

which is about the radius of the Mercury orbit around the sun.

Machines of this size will probably never be realized. Therefore the only feasible way

to study interactions at these energies is to rely on the cosmic ray particle beam provided

by nature for free. The only but nevertheless severe disadvantage, at least from the point of

view of a high energy particle physicist, is the extremely low luminosity due to the vanishing

flux of cosmic ray particles at ultra-high energies. The observed flux at ultra-high energies

is of the order of 1 particle per century and km2. Every other living being other than high

energy physicist is better feeling happy about this vanishing flux, since otherwise natural

radiation levels would rise to critical levels.
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In order to investigate the cosmic ray beam at the highest energies, it is necessary to

build detectors on the scale of at least 1000 km2 and operate them over several decades.

This sounds like instead of building unrealistically large acceleration structures, the prob-

lem is shifted to building unrealistically large detectors. Fortunately this is not the case,

since over the last decades cosmic ray detector construction has proven to be feasible on a

huge scale. Also in terms of cosmic ray detectors, a possible solution is provided by nature

for free. It is straightforward to utilize the atmosphere of the Earth as fixed target, absorber

material, active detector volume and light propagation medium at the same time. If cosmic

ray primary particles hit the atmosphere, they initiate a large cascade of secondary parti-

cles which is called extensive air shower. This phenomenom was already discovered in the

1930’s [47, 48]. Figure 2.7 illustrates how extensive air showers of different energy penetrate

the atmosphere. Above a certain energy, air showers are reaching down to the surface of

the Earth, where they can be detected by large arrays of particle detectors (air shower arrays).

Air-fluorescence and especially Cherenkov radiation from air showers can be detected with

optical detectors.

The center of mass interaction energy per nucleon of a cosmic ray particle with energy

ECR and mass A hitting the atmosphere is

Ecms =
√

s =
√

2 m2
N + 2 mN ECR/A , (2.1)

where mN is the nucleon mass. For proton primaries with ECR = 100 EeV this results in

Ecm = 4.5 · 105 GeV. On the other hand the proton-proton center of mass energy at the LHC

is Ecm = 1.7 · 104 GeV and corresponds to an incident cosmic ray proton with ECR ∼ 100 PeV.

2.2 Extensive air shower phenomenology

When high energy cosmic ray particles hit the atmosphere, they interact with molecules of

the air. These interactions at the highest energies are initializing the formation of extensive

air showers (EAS). The total energy of the primary cosmic ray particle is distributed to the

rapidly growing number of air shower secondaries. Hadronic interactions produce a large

number of shortlived mesons (mainly pions) of which many decay into muons, electrons and

photons. It is convenient to group the particles of an EAS into three main groups: hadronic,

muonic and electromagnetic. In addition, there are particles not contributing much to the total

energy balance, i.e. UV-photons (fluorescence and Cherenkov) and radio emission, or which

are not detectable and are therefore called invisible component (neutrinos and very low energy

particles). Figure 2.8 illustrates the decomposition of an EAS into particle groups.

The differences in the development of the electromagnetic and muon shower compo-

nents are shown in Figure 2.9. Electromagnetic particles are by far the most abundant and

they carry the largest fraction of the total energy. The electromagnetic shower develops fast,

mainly by bremsstrahlung interactions and pair production. Below a certain energy Ecrit,

ionization energy losses start to dominate over new particle production and the shower is

absorbed by the atmosphere. Thus, the electromagnetic shower shows a pronounced maxi-

mum number of particles at some stage of shower development. The location of this point

in traversed slant depth of atmospheric matter is called shower maximum Xmax. Since equal

energy air showers mainly fluctuate in the resulting Xmax but hardly in the maximum num-

ber of electrons, a pronounced overall minimum of fluctuations of the electron number is

9
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Figure 2.7: Simulated proton induced air showers at different primary energies E with CORSIKA

[49] (visualized using COAST2). Due to the enormous difference in the total number of particles
(Npart ∼ E) the used intensity scale is different at each energy. The impression of the shower starting
point moving deeper into the atmosphere with increasing energy is just an artifact of the chang-
ing intensity scale. In fact, higher energy showers tend to start higher in the atmosphere. The line
marked by “Xmax” identifies the shifting depth of the shower maximum, which increases approxi-
mately proportional to log(E/eV). Typical observation levels in altitude above sea level are indicated
as horizontal black lines. Low energy air showers do not reach any ground based detectors, so they
can only be studied using balloons or satellites. Starting from ∼ 1 TeV air showers are penetrating the
atmosphere, which makes observations possible at high altitude detectors. With increasing energy
Xmax moves closer to the observation level, reaching it at some point.

2See http://www-ik.fzk.de/~rulrich.
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Figure 2.8: A primary cosmic ray nucleus hitting the atmosphere initiates a cascade of secondary
hadrons, forming the inner core of an air shower. Muons are produced mostly due to the decay
of charged pions. Electromagnetic particles are permanently produced mainly by decaying neutral
pions and also decaying muons. In fact, after a few hadronic interaction lengths most of the shower
energy is transferred to the electromagnetic shower component.

formed around the location of the mean Xmax. On the other hand, muons are highly pene-

trating particles. They hardly interact and loose only slowly energy due mainly to ionization.

High energy muons can even penetrate kilometers of rock and reach deep underground de-

tectors. Only lower energy muons may decay before they reach the detection level. The

overall fluctuations of the muon number versus slant depth are small and almost constant.

This is due to the fact that the position of the maximum development as well as the resulting

shape of the muon cascade do hardly fluctuate.

Hadronic particles stay close to the shower axis, which is the direction of motion of the

primary cosmic ray particle. After a few hadronic interactions, most of the hadronic en-

ergy is transferred into the electromagnetic and muonic shower parts. Since the hadronic

shower core is long lived and therefore propagates deep into the atmosphere, it serves as

a permanent source of new electromagnetic particles and muons. Therefore, the hadronic

shower core and the hadronic interactions therein are paramount for all of the EAS physics

and interpretation.

Figure 2.10 illustrates the different stages of shower development. As the progenitor of

the air shower, the primary cosmic ray particle enters the atmosphere from the left side.

At point X1 it interacts with an air molecule. The amount of atmospheric matter traversed

up to X1 is determined by the exponential distribution e−X1/λp−air , given by the interaction
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Figure 2.9: Fluctuations of proton initiated air showers at 10 EeV (simulated with CONEX [50]). The
electron profile (top) fluctuates strongly, mainly in the depth of the shower maximum Xmax, while
the number of electrons at the shower maximum Nmax stays almost constant. On the other hand, all
of the muon profiles have a very similar shape with some fluctuations in the overall normalization
(middle). The electron profile fluctuations in Xmax are leading to a pronounced minimum of the
overall shower fluctuations at the position of the mean Xmax (bottom).

mean free path λp−air = 〈mair〉/σp−air, with the mean target mass of air 〈mair〉 ≈ 14.5 mp ≈
24253.01 mb g/cm2 and the proton-air cross section σp−air. In the first interaction, a set of

secondary particles is created that still can have very large energies. In the high energy in-

teractions of the shower startup phase, the energy fractions transferred to the electromagnetic

shower component are strongly fluctuating. After several high energy interactions a suf-

ficiently large fraction of the primary energy is transferred to the electromagnetic shower

component and the shower cascade phase is taking over. The cascade phase is entirely dom-

inated by the large number of lower energy electromagnetic particles. The high number

statistics results in an almost complete washing-out of additional fluctuations. At this stage,

an air shower behaves like a well defined object, with macroscopically observable properties

like Xmax, Nmax, particle lateral distribution functions (LDFs) and total energy Etot. This is why

measuring and interpreting EAS is possible in the first place. By looking at Figure 2.9 one

can get an impression of how the air shower fluctuations are having very different impact on

air shower arrays, as compared to optical (telescope) detectors. Ground based experiments

12



air shower cascade phaseshower startup phaseCR particle

X1 Xmax

Figure 2.10: Development stages of an extensive air shower. The first interaction takes place at depth
X1. Black trajectories denote high energy hadronic particles that have a significant impact on the
resulting shape of the electromagnetic shower bulk. Thus, the shower startup phase is extremely im-
portant for the properties of the resulting air shower. The red shaded area illustrates the density
of electromagnetic particles that mostly have a small energy. Because of the very large number of
particles in the shower bulk, the individual fluctuating particles are completely washed out and the
resulting air shower cascade phase is entirely determined by the startup phase. At Xmax the air shower
reaches a pronounced maximum number of particles after which it is slowly absorbed within the
atmosphere.

have no handle to measure Xmax directly, for which reason this acts as the primary source of

fluctuations for air showers of the same energy. In contrast to this, telescope detectors are

directly observing Xmax, thus its fluctuations do not introduce any additional uncertainty in

air shower interpretation. In terms of fluctuations this corresponds to aligning all electron

profiles (Figure 2.9, top) at their individual Xmax . Since the electron profile normalization

and shape are almost constant, the remaining shower-to-shower fluctuations are very small.

Moreover, the fluctuations themselves carry valuable information about the primary mass

composition and the ultra-high energy hadronic interaction characteristics. With telescope

detectors this can be studied directly.

2.2.1 Heitler models

To learn more about air showers, it is helpful to devise a simplified picture of particle cas-

cades. Figure 2.11 (a) displays the electromagnetic Heitler model [51], where electromagnetic

means high energy e−, e+ and γ with an energy larger than their critical energy. The crit-

ical energy is defined as the energy at which ionization energy losses are getting equal to

bremsstrahlung energy losses

dE

dX

∣∣∣∣
ion

E=Ecrit

=
dE

dX

∣∣∣∣
brems

E=Ecrit

. (2.2)

These particles only undergo pair production and bremsstrahlung interactions. It is assumed

that after exactly one splitting length

λ = X0 ln 2 (2.3)

an interaction occurs and the energy of the initial particle is distributed equally onto the

two interaction products. In fact, λ is the grammage distance after which electromagnetic
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Figure 2.11: Heitler model for an effective electron-photon shower (a) and extended Heitler model
for hadronic particles (b).

particles have lost half of their energy. The total number of particles doubles after every λ

and the total energy E0 is subdivided equally onto the particles of the cascade

Nn = 2n and En = E0/2n . (2.4)

When the energy per particle drops below the critical energy Ecrit (85 MeV in air) they are

assumed to stop producing new particles, but loose their remaining energy by ionization

(collisional energy loss). At this point the cascade reaches its maximum in particle number

and suddenly dies out:

Nmax = E0/Ecrit and Xmax = X0 ln
E0

Ecrit
∝ ln E0 . (2.5)

Detailed calculations show (for example [61]) that X0 can be identified with the electro-

magnetic radiation length, which depends on the medium in which the shower develops

and is 36 to 37 gcm−2 in air.

Although the assumptions of the Heitler model are quite crude, which is reflected in the

predicted unrealistic end of the particle cascade, the logarithmic dependence of Xmax on the

total energy E0 is indeed observed in data and also in much more sophisticated simulations.

Furthermore, the decadic elongation rate

D10 =
dXmax

d log10 E0
= X0 ln 10 = 85 gcm−2 (2.6)

can be calculated. Figure 2.12 shows that D10 is larger than what is observed in EAS data.

This can be explained by the hadronic origin of real air showers.

A more sophisticated Heitler approach is depicted in Figure 2.11 (b). It takes into account

hadronic interactions [62]. The hadronic splitting length λI = ln 2 XI, with XI ≈ 120 gcm−2

for pions in air, is introduced in analogy to the electromagnetic splitting length λ. In each

hadronic interaction Nmult particles are produced, of which one third are π0 and two thirds

are π±. The neutral pions decay instantly into two photons, initiating an electromagnetic

cascade. The hadronic cascade stops when the pions drop below their critical energy, where
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Figure 2.12: The mean Xmax versus energy [26, 27, 28, 52] compared to air shower simulations for
photon, proton and iron primaries. For hadronic primary particles, the differing model predictions
are given as solid line for QGSJET01c [53, 54], dotted line for SIBYLL2.1 [55, 56], dashed line for
EPOS1.61 [57] and dashed-dotted line for QGSJETII.3 [58]. The data identify a general trend from
heavy cosmic ray primaries at lower energies to light primaries at high energy. The Heitler model
prediction coincides very well with the photon simulation, whereas the starting deviation at high
energy is related to the Landau-Pomeranchuk-Migdal effect [59, 60].

they are then assumed to decay, yielding muons. The critical energy for pions in air depends

on the splitting length, the atmospheric density and the pion decay length. It can be approx-

imated to be 20 GeV [63]. The total number of produced muons is identical with the number

of π± at their critical energy EI
crit

Nµ = Nπ± =
(

2
3 Nmult

)nc =

(
E0

EI
crit

)β

with nc =
1

ln Nmult
ln

E0

EI
crit

, (2.7)

where β = ln
(

2
3 Nmult

)
/ ln (Nmult) ≈ 0.9.

To compare the depth of the shower maximum predicted by the hadronic Heitler model

to that of the electromagnetic Heitler model, only the electromagnetic showers induced by

the first generation of π0 are accounted for. This will somewhat underestimate the real Xmax,

since all the subsequent cascades starting at larger depth are neglected, but it is not pos-

sible to properly do the summation over many electromagnetic subshowers starting from

different altitudes within this very simple approach. The result is

Xmax = λI + X0 ln
E0

Nmult E e.m.
crit

, (2.8)

whereas Xmax still depends on ln E0, but here it also depends on the multiplicity ln N−1
mult.

The Heitler approach neglects an important aspect of hadronic interactions which has

observable consequences. In hadronic interactions a significant fraction of the energy is car-

ried away by the leading particle. This energy is not available for inelastic particle production.
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The inelasticity is defined as the fraction of the energy that goes into new particle production

to the total energy Etot

kinel = 1 − Emax/Etot , (2.9)

where Emax is the energy carried away by the leading particle. The concept of inelasticity is

immediately leading to a failure of the Heitler model, since the primary assumption of the

equal energy distribution on the secondary particles does not apply any more. However,

by simple reasoning one can get an impression on the importance of elasticity. For the as-

sumption of kel = 0.5 only half of the energy is transferred into the electromagnetic cascade

in the first interaction compared to the prediction of (2.8). This is producing a cascade with

the shower maximum at shallower depth. At the same time the leading particle transfers a

considerable amount of energy to the following interactions. The cascades initiated at the

following interactions have therefore a much larger importance for the resulting total shower

profile than for the case without inelasticity. Their effect is significant and can not be ignored

without drawing wrong conclusions. However, there is no simple analytic way to get the

result from this complex superposition of cascades. From full Monte Carlo simulations it is

known that the net effect of a kinel < 1 is a push of the shower maximum to larger depths.

Clearly, the inelasticity is an important parameter for air shower development [62, 64].

After this short excursion into schematic cascade development using Heitler models, it

is obvious that air shower observables like Xmax but also Ne and Nµ are closely linked to the

properties of the hadronic interactions, like particle multiplicity Nmult, elasticity kinel and the

hadronic interaction length λI. All of these parameters are not well known at EAS energies

and have to be extrapolated from low energy data by hadronic interaction models.

2.2.2 Extensive air shower simulations

The Monte Carlo simulation of extensive air showers needs 3D particle tracking in an at-

mosphere with changing density and the magnetic field of the Earth as well as a detailed

implementation of particle decays and interactions over up to 14 orders of magnitude in en-

ergy. Since the number of shower particles grows proportionally to the energy, the number

of particles that needs to be simulated increases by the same orders of magnitude as the en-

ergy. Therefore the demand in computation resources for a 10 EeV shower is ∼10000 times

larger than that of a 1 PeV shower. With our contemporary computing infrastructure we are

strongly limited in what can be simulated this way.

A standard method of Monte Carlo programs like MOCCA [65], AIRES [66] or COR-

SIKA [49] to drastically reduce the computation demands is particle thinning. By this tech-

nique not each individual particle is tracked any more, but particles can get a weight and

therefore represent a whole bunch of corresponding particles. At extreme particle densities

(several 1000-10000 per m2), it is very efficient to track only few high weighted particles in-

stead of all the individual particles. A thinning algorithm has to provide a reliable importance

sampling, keeping the few relevant particles and removing the very abundant particles that

are predicted not to give an important contribution to the total extensive air shower. By us-

ing a typical weight limitation of 100-10000 the computation demands are reduced almost

correspondingly [67]. Unfortunately, thinning does remove relevant information from the

shower, leading to artificial fluctuations. Also the reverse procedure of thinning, usually
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Figure 2.13: Air showers can be simulated in full 3D Monte Carlo, as CORSIKA does, or in combina-
tion with cascade equations (called hybrid) [70], as done for example by CONEX.

called un-thinning, needed for subsequent detector simulation is a delicate process with its

limitations [68, 69]. Air shower thinning leads to artifacts, visible even after detector simu-

lation, strongly limiting its usefulness for the interpretation of data. In conclusion, it should

be mentioned that thinning is always a compromise between computation speed and simu-

lation quality.

Figure 2.13 illustrates a different approach to reduce computation demands by partly re-

lying on the numerical solution of cascade equations (see for example [71]), which describe

propagation of particles through the atmosphere as well as energy losses and conversions

from one particle type to another. Cascade equations themselves can not reproduce shower

fluctuations. They describe a mean shower development. Therefore, to generate realistic

air showers, it is necessary to handle the first few highest energy interactions explicitly and

subsequently transfer all particles falling below a defined energy threshold to cascade equa-

tions. This approach is implemented in the air shower simulation programs CONEX [50]

and SENECA [72]. A limitation of cascade equation based simulation tools is the missing

information about particle timing and geometries. There are approaches to regenerate this

information (SENECA), or pure 1-dimensional solutions that only calculate the shower pro-

file along the shower axis (CONEX).

To generate the huge number of Monte Carlo events needed for this work, the CONEX

program is ideally suited. If needed, the missing particle timing and lateral distributions

are added afterwards using additional models and parameterizations. This is described in

Section 3.4.8, presenting the chosen approach for Auger surface detector simulation and in

some more detail in Appendix A.

2.2.3 Impact of hadronic interaction characteristics on air shower observables

Secondary particle production in the highest energy interactions is the largest source of un-

certainty in EAS modeling. All characteristic parameters of hadronic interactions are chang-
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Figure 2.14: The diagrams on the left side show the distributions of features of the secondary par-
ticle distributions for proton-air interactions at 10 EeV, which are the most relevant for air shower
development. On the right side it is shown how the mean of the distributions is changing with en-
ergy. Especially the secondary multiplicity distributions are uncertain by up to a factor of 2 to 4.
The predictions of the mean elasticity kel = Emax/Etot vary only by less than 10%, while the shape of
the distributions differs widely. Also note the differences in the diffractive peak at kel = 1. Only
QGSJET01 and QGSJETII have their re.m. = Ee.m./Etot peak around 0.3, as expected from the simple
π±/π0-picture (cf. Figure 2.11 (b)), while the mean re.m. of all models is very similar within a few
percent.

ing with primary energy and can only be measured at energies much lower, than needed

for EAS physics. The resulting extrapolations over many orders of magnitude in energy are

a large source of uncertainty. This is well reflected by the different predictions of hadronic

interaction models for the high energy behavior, as shown in Figure 2.14. Depending on

the hadronic interaction model, there is not much freedom to change its behavior, since all

predictions of the model are based on the microscopic physics or phenomenological implemen-

tation that produces a set of consistent interaction characteristics. If one of the underlying
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Figure 2.15: Schematic view of high energy hadronic interaction models. The internal implementa-
tion of the physics and phenomenology of a model (internal parameters) produces a set of correlated
characteristic features of the secondary particle distributions relevant to air shower development
(macroscopic parameters).

microscopic processes is changed, usually all model predictions are altered. This correla-

tion is illustrated in Figure 2.15. Important features with a direct impact on the shape of the

resulting EAS are:

High energy hadronic cross section, σprod, which determines the distribution of air shower

starting points. At the same time it influences the location of subsequent interactions

and therefore the speed of air shower development.

Secondary particle multiplicity, nmult, which is related to the distribution of energy onto

the secondaries. An increased number of secondaries leads to smaller overall fluctua-

tions of the subsequent EAS development.

Diffraction is not really a property of the secondary particles, but more a specific type of

interaction with a certain probability and therefore cross section σdiff. In diffractive

interactions both target and projectile particles may dissociate, producing very few

particles. We can classify interactions with an elasticity close to 1 as diffractive with

target dissociation, leaving the projectile particle almost unchanged and therefore have

minimal impact on EAS development.

Elasticity, kel = Emax/Etot, quantifies how much of the total energy Etot is carried away by

the leading particle Emax. Only the inelastic part of the interaction participates in sec-

ondary particle production. A large elasticity produces more and higher energy inter-

actions, which increases the overall shower fluctuations.

Fraction of energy going into electromagnetic particles, re.m. = Ee.m./Etot, which is a mea-

sure of how fast the electromagnetic shower is initiated. The faster this happens the

less fluctuations are introduced and the smaller will be the resulting Xmax.

The above list is far from complete, but it contains the most relevant points. In Figure 2.16

the complexity of differences in the produced secondary energy spectra can be observed.

Since the points listed above hardly alter the resulting energy spectrum, these changes are
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Figure 2.16: Energy spectra generated in 10 EeV proton-air collisions by hadronic interaction models.
Linear scale on the left and logarithmic scale on the right in E/Etot, where E is the energy of the
secondaries and Etot the energy of the primary.

not considered here. Certainly, we can also expect an impact of the shape of the energy

spectrum on the resulting air shower cascade.

For the measurement of the proton-air cross section it is certainly of paramount impor-

tant to study the impact of a changing cross section on the resulting air shower development.

Because of the very large differences in model predictions, also the impact of the multiplicity

is studied in more detail, since it is a likely source of uncertainty. Also diffraction (see Fig-

ure 2.17) is handled later, in the context of invisible cross section (in Section 4.5). The elasticity

as well as re.m. are considered as higher order corrections for the cross section measurement

that can be treated in a more general way, as described in Section 4.5.

Since different hadronic interaction models differ significantly about their high energy

predictions, there seems to exist some freedom to choose the interaction characteristics within

the accessible range opened up by the different models. This is supported by the fact that

none of the present models can provide an overall good description of existing EAS data

[19, 24, 73, 74, 75, 76, 77]. Presently, in the best case, a single EAS observable can be explained

with a given model, leading to inconsistencies when comparing to other observables. This

is intensively studied by the KASCADE Collaboration [74, 75, 77, 78]. While each hadronic

interaction model describes EAS data more or less reasonably well, at least with respect to

one aspect, none of the models gives an overall good description.
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Figure 2.17: Fraction of the diffractive cross section σdiff = σ(kel > kmin
el ) for the two values of kmin

el
0.90 (left) and 0.95 (right).

2.2.4 Implications on the interpretation of air shower data

The main purpose of measuring EAS is to determine the flux and composition of cosmic rays

at ultra-high energy. Since air showers are the product of primary cosmic ray particles inter-

acting with the atmosphere, it is possible to relate air shower observables to properties of the

initial particle. This is possible by means of Monte Carlo simulations of extensive air show-

ers, and is thus strongly depending on our present knowledge of physics on all scales within

air showers [79]. The key to understanding air showers is the extrapolation of hadronic in-

teraction characteristics to the highest energies, over many orders of magnitude in energy.

The most prominent air shower observables are the slant depth of the shower maximum

Xmax and the number of electrons Ne and muons Nµ at the slant depth corresponding to the

observation level of an air shower array.

KASCADE − frequency spectrum of Ne - Nµ. An approach to measure the primary com-

position between 1 and 100 PeV is undertaken by the KASCADE experiment using unfolding

of the 2-dimensional Ne-Nµ frequency distribution [24]. Figure 2.18 shows the resulting χ2-

distributions after unfolding. For all choices of hadronic interaction models, the approach

fails to consistently reproduce the full data distribution. Some models require primaries

lighter than protons (while photons are excluded) and other models primaries heavier than

iron.

The KASCADE data demonstrate that, even at galactic cosmic ray energies (∼PeV), the

predictions of current hadronic interaction models are proven to deviate from reality. Ex-

trapolated to higher energies this deviation may get a substantial problem. It seems that first

hints of this are already visible within the data of the Auger experiment.

Auger surface detector − muon numbers. The Auger surface detectors by themselves can

not distinguish between particle types. With simulations it can be studied what fraction

of the energy deposit in an Auger detector at a distance of 1000 m from the shower core,

denoted with S1000, has to be attributed to electromagnetic particles or muons [76]. By ex-

ploiting the universality of the electromagnetic shower development [68, 80, 81] it is then

possible to extract the energy deposit caused by muons S
µ
1000 from Auger data. Figure 2.19
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Figure 2.18: χ2-deviation from the original KASCADE Ne-Nµ frequency distribution after the unfold-
ing procedure [19].

(left) compares the reconstructed energy deposit due to muons with simulations made with

CORSIKA. The muon energy deposit is plotted over the slant depth distance to Xmax and

therefore resembles the shape of the longitudinal muon shower development. Apparently,

the Auger data, even after considering a possible systematic 30% shift of the energy scale,

can not be explained even by iron primaries. The muon number is by a factor of 1.53 ± 0.05

larger than proton simulations with QGSJETII [58]. If real, this would point to primary cos-

mic ray particles heavier than iron, which is very improbable.

Auger telescopes − longitudinal profiles. Figure 2.19 (right) shows the distribution of the

depth of shower maxima Xmax, as it is measured by high quality Auger hybrid data (see

Section 5 for the details on the measurement and selection of Xmax). The data are superim-

posed with the corresponding predictions by CONEX + QGSJETII for different air shower

primary particles. By comparing just the shape, proton primaries are fitting best, but need

a shift of ∼30 gcm−2 to lower Xmax values, which requires significant changes of the high

energy interaction models. Taking the predictions as they are, a mixed composition, starting

with some iron to describe the rising edge, a selection of middle mass primaries to obtain the

shape around the maximum, a considerable fraction of helium beyond the maximum and a

small amount of protons to get the high Xmax-tail would be needed. Because the composi-

tion at these energies is still unknown and at the same time the uncertainties of the hadronic

interaction models are large, it is not obvious to what extent the data need interpretation

in terms of primary composition or changing hadronic interaction characteristics. However,

as demonstrated in Section 2.1, there are strong observational arguments, supported by the

expectations of theorists, for a large fraction of protons at ultra-high energy.

2.3 Hadronic interaction models

It is beyond the scope of the this work to attempt a comprehensive description of current

hadronic interacting models. In the following only a very brief summary is given, empha-
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Figure 2.19: Comparison of reconstructed air shower observables of the Pierre Auger Observatory
with predictions of simulations based on QGSJETII.3. Left panel: Muon tank signal contribution in
dependence on the slant depth distance from Xmax to ground DG = Xobs − Xmax, for vertical and
inclined hybrid events. The muon profiles expected from QGSJETII.3 simulations for proton and
iron induced showers are indicated by points. The energy scale for the simulations was shifted by
E = 1.3EFD [76]. Right panel: Depth of the shower maximum Xmax of high quality hybrid events
between 1 and 10 EeV. The best match of the shape would make the proton simulation, but it has to
be shifted by ∼ 30 gcm−2 to lower Xmax values. Alternatively, many mixed composition scenarios
can explain the distribution. The simulations for the different primary particles are performed for
exactly the same energy distribution as the one for the Auger data events, also considering the Auger
Xmax-resolution.

sizing some important aspects that are of relevance to air shower predictions. Reviews of

recent developments in this field can be found in [82, 82].

Although there is a well-established theory of strong interactions, Quantum Chromo-

dynamics (QCD), we are still not able to calculate the bulk of hadronic particle production

processes. Whereas processes with a hard scale (e.g. a large momentum transfer) can be

calculated within perturbative QCD, most of the soft interactions with typically very small

momentum transfer are still beyond the reach of modern computational techniques. There-

fore one has to resort to rather general postulates about scattering amplitudes (i.e. analyticity

and unitarity) and model-specific assumptions, whereas internal consistency of the theoret-

ical and phenomenological framework is one of the desired aims in model building. Model

assumptions are tested with extensive sets of accelerator measurements, which are also used

to tune the free parameters of the models to obtain a good description of the data.

Accelerator measurements cover only a small fraction of the energy and particle produc-

tion phase space ranges needed for describing interactions in EAS. In addition, very rarely

the projectile-target combinations that most frequently occur in EAS, i.e. pion-, kaon- and

nucleon-nitrogen, are measured. Therefore it is not surprising that there are large differ-

ences between the predictions of the currently available models [83], in particular if they are

extrapolated to ultra-high energy [79, 84].

Mainly motivated by different approximation schemes applied for simulating multipar-

ticle production in hadronic interactions, low- and high-energy interaction models are dis-

tinguished.
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2.4 Low-energy models

Low-energy models typically cover the energy range from the particle production thresh-

old up to about 200 GeV lab. energy. They are mainly parameterizations of measurements

(GHEISHA, UrQMD) but also combinations of parameterizations and suitably adapted higher

energy string models (FLUKA). Here, low-energy models are not discussed since the influ-

ence of the difference between these models is negligible as long as Xmax is concerned. This

can be understood in terms of the Heitler-type model introduced in Section 2.2.1. Most of the

energy initially carried by hadrons is transferred to the electromagnetic shower component

already in the first few hadronic interactions. The low-energy secondary particles of the first

interactions are unimportant for the shower development since they produce subshowers of

very small size.

2.5 High-energy models

The currently most successful high-energy interaction models are all based on the ideas of

Gribov’s Reggeon Field Theory (RFT) [85]. Within all of these models, perturbative QCD is

applied for predicting the cross section of minijet production through parton-parton scatter-

ing [86, 87]. Significant differences of the models originate from different implementations

of these ideas and from the model-specific treatment of high-parton density phenomena in

high-energy scattering.

In Gribov’s RFT, interactions are described by the exchange of quasi-particles, called

pomerons and reggeons. A reggeon exchange corresponds to the sum over all possible

graphs in which hadronic objects are exchanged that have a given set of quantum num-

bers (charge, parity, etc.) but different angular momenta. Classically, a pomeron is regarded

as one particular reggeon, namely the reggeon with vacuum quantum numbers [88]. The

amplitude for a single pomeron exchange graph is not known from first principles and pa-

rameterized differently in the various models.

The multiplicity of secondary particles is, to a large extent, dominated by the number

of minijets produced in the hadronic collisions. Although perturbative QCD is applied in

all models, the phase space region for which minijet production is applied is different. An-

other important source of differences stems from the assumption on the connection between

perturbative partons and the soft “underlying event”, in particular the spectator partons.

In the following a list of event generators considered in this work is given together with

some overall characterization of the models. Detailed information can be found in the refer-

ences given for each model.

2.5.1 QGSJET01

QGSJET01 [53, 89, 90] is an implementation of the quark-gluon strings model by Kaidalov

and collaborators [91, 92]. A minijet component has been added to the quark-gluon strings

model in 1997 [53]. Non-diffractive events are characterized by multiple soft and hard inter-

actions.

This model is empirically found to describe data of many EAS detectors reasonably well.

There are a number of theoretical shortcomings. For example, the minijets are calculated
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with parton densities that stem from pre-HERA times and are now considered outdated and

inadequate. The cross section for diffraction dissociation is a constant fraction of the elastic

cross section.

The model predictions are characterized by a nearly perfect scaling of the leading par-

ticle distributions and a very high number of secondary particles at high energy. Also the

fluctuations in multiplicity and inelasticity are very large.

2.5.2 QGSJETII

QGSJETII [54, 93] is the successor to QGSJET01. In addition to the physics already imple-

mented in the previous version, pomeron-pomeron interactions are now taken into account.

New parton densities are applied for minijet production and the ratio of diffractive and elas-

tic cross sections decreases with increasing energy.

The implementation of pomeron-pomeron interactions made it possible to use updated

parton densities and still keep an energy-independent transverse momentum cutoff for dis-

tinguishing between soft and hard interactions. The secondary particle multiplicity is lower

than that of QGSJET01 over wide range in energy, however, at ultra-high energy, the new

model version predicts even more secondary particles than any other model.

2.5.3 SIBYLL 2.1

SIBYLL [56, 55, 94] was initially constructed as a pure minijet model [86, 87], in which mul-

tiple hard but only up to one soft interaction is generated per hadron-hadron collision. In

1999 it was extended to comply with Gribov’s RFT (without pomeron-pomeron graphs) and

new parton densities were implemented [55]. An energy-dependent transverse momentum

cutoff is applied for the minijet cross section calculation. This way the high-density regions

of the minijet phase space are avoided, but an additional degree of freedom is added to the

high energy extrapolation.

SIBYLL is the model which predicts the highest proton-proton and proton-air cross sec-

tion at high energy. It is characterized by moderate scaling violation of the leading particle

distributions. The ratio of diffractive to elastic cross sections decreases with increasing en-

ergy.

2.5.4 EPOS 1.6

In EPOS [95, 96], Gribov’s RFT is applied to individual partons instead of hadrons, i.e.

pomerons are exchanged between partons and not hadrons as in the other models [97].

A more self-consistent implementation of RFT could be achieved this way [98]. EPOS is

optimized to give a very good description of recent RHIC measurements. The many fea-

tures of hadronic multiparticle production in dense environments found at RHIC could not

be described with the conventional approach of interacting and spectator partons. There-

fore phenomenological parameterizations of projectile and target remnant excitations were

introduced. EPOS is the successor to neXus, which has been declared as obsolete by the

authors.
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Figure 2.20: Current status of published values of the proton air cross section σp−air from air shower
measurements [73, 99, 100, 101, 102, 103, 104, 105, 106, 107]. The data up to 100 TeV are based on
unaccompanied hadrons measurements, with the exception of the ARGO-YBJ data points coming
from a high altitude air shower array [107]. All data above this energy come from various air shower
arrays, with the exception of the fluorescence telescope based Fly’s eye [108] (Xmax-tail) and HiRes
[109] (Xmax-deconvolution) measurements.

EPOS predicts strong scaling violation of the leading particle distributions. Also a very

hard pion spectrum in proton-induced interactions is characteristic for this model. Both

scaling violation and hard pion spectra are related to the treatment of remnant excitations

and a special fragmentation effect, called popcorn.

At the time this thesis is written, the EPOS model is undergoing a major revision, mainly

by re-tuning a number of parameters. It is expected that this re-tuning will lead to significant

changes of the model predictions. Therefore EPOS will not be applied in the analysis of the

cross section in this work.

2.6 Proton-air cross section measurements using cosmic ray data

Already in the 1960’s first estimates of the proton-air cross section σp−air were performed

using cosmic ray data [99]. These early measurements were based on the direct observation

of the cosmic ray proton beam with hadron calorimeters. In Figure 2.20 most of the avail-

able cosmic ray based experimental results are summarized. Only for cosmic ray energies

up to 100 TeV proton-air cross section measurements are based on a direct measurement of

primary cosmic ray protons, with the exception of the high altitude air shower array ARGO-

YBJ [107], which measures air showers at TeV energies. All other analyses are based on the

observation of air showers, and are thus depending on the models used for EAS simula-

tion. The following section summarizes how the proton-air cross section was inferred from
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Figure 2.21: Relation of the air shower observables Xmax and Ne to the location of the point of the
first interaction X1. The major sources of fluctuations are the exponential distribution of X1 and the
shower startup phase from X1 to Xmax. The maximal size of the air shower, Nmax, is very well cor-
related to the primary energy and fluctuations are small. The shower development after the shower
maximum can be assumed to be almost universal, since the shower at this stage consists mostly of
lower energy electromagnetic particles.

measurements of air shower observables by previous analysis attempts. Generally all cross

section analyses are based either on the direct measurement of Xmax or the measurement of

an observable that can be linked to Xmax, such as Ne. In Figure 2.21 the impact of the slant

depth of the first interaction point X1 on the typical air shower observables Xmax and Ne is

illustrated.

In Figure 2.22 it is shown, which parts of the total cross section are of relevance for shower

development. Only the production cross section has a measurable impact on the resulting

shower development. The diffractive target-dissociation cross section is an exception, since it

corresponds to some particle production, but without any importance for the air shower.

For cosmic ray primaries heavier than protons, the quasi-elastic beam-breakup cross section

is contributing modestly to shower development. The ultra-high energy hadronic interac-

tion models, as shown in Figure 2.20, usually use the production cross section, including

diffraction.

There is some confusion about which part of the cross section is really measured within

previous analyses. In principle, air shower development is not sensitive to interactions with-

out particle production. Therefore we can define the invisible cross section, basically compris-

ing elastic, quasi-elastic and target-dissociation. While there is no sensitivity to the magni-

tude of the invisible cross section, does not mean, it is not included in the results of a cross

section analysis. By simply ignoring it, the utilized air shower Monte Carlo simulations will

usually implicitly apply a corresponding model dependent correction. This is studied in

more detail in Section 4.5.

2.6.1 Primary cosmic ray proton flux

The most straightforward method to measure the proton-air cross section is to measure the

primary proton flux at different depths in the atmosphere (Figure 2.23) and relate the flux at-

tenuation directly to the interaction free path length [73, 99, 100, 101, 102]. This measurement
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Figure 2.22: Cross section components. Relevant for air shower development is only the produc-
tion cross section, with the exception of the target diffraction dissociation cross section, which does not
significantly contribute to shower development. For all cosmic ray nuclei larger than protons the
quasi-elastic beam breakup cross section has a slight additional contribution to EAS development.

technique requires to put hadronic calorimeters very high up on balloons or even outside of

the atmosphere on satellites to measure the primary proton flux Φtop = Φ(Xtop) after a very

small amount of traversed atmospheric matter Xtop ∼ 1 − 5 gcm−2 [15, 16, 18]. In addition,

a measurement of the primary proton flux Φbottom = Φ(Xbottom) after a significant amount

of traversed atmospheric matter Xbottom ∼ 600 − 1000 gcm−2 is needed. There are two main

limitations on this method, arising from these two measurements. Firstly, the size of a de-

tector on a balloon or satellite is strongly limited, thus limiting the maximum observable

energy of primary protons to ∼TeV. Secondly, the amount of background for a detector at

the bottom of the atmosphere is enormous. To assure proper identification of unaccompa-

nied primary protons, large hadronic calorimeters and additional veto arrays are needed.

The expected attenuation of the proton flux after ∼10 interaction lengths is of the order of

10−5. To reliably separate this small flux from other events, very efficient veto detectors and

background estimates using Monte Carlo simulations are required. The attenuation length

can then be calculated from

λprod =
(Xbottom − Xtop)

ln(Φtop/Φbottom)
. (2.10)

As it is impossible to veto all hadronic interactions along the cosmic ray passage through

the atmosphere, this attenuation length can only be used to obtain a lower bound to the

high energy particle production cross section σ
prod
p−air = 〈mair〉/λprod. By design, the unaccompa-

nied hadron flux is only sensitive to the particle production cross section, since interactions

without particle production can not be separated from particles without any interaction.
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Figure 2.23: Primary cosmic ray proton flux as observed on satellites or balloons and in ground
based calorimeters. The total cosmic ray flux generates a huge background for any detector within
the atmosphere. This applies to ground based detectors as well as for balloon borne experiments.

2.6.2 Extensive air showers

In order to measure the cross section at even higher energies it is necessary to rely entirely

on air shower data. The characteristics of the first few extremely high energy hadronic inter-

actions during the startup of an EAS are paramount for the resulting air shower. Therefore,

it must be possible to relate EAS observations like the shower maximum Xmax, or the total

number of electrons Ne(X)|X=Xobs
= Nrec

e and muons Nµ(X)|X=Xobs
= Nrec

µ at a certain ob-

servation depth Xobs to the depth of the first interaction point, X1, and the characteristics of

the high energy hadronic interactions.

Air shower arrays. Figure 2.24 illustrates how a ground based air shower experiment can

get a handle on the value of the cross section by measuring the frequency of air showers

of the same energy at a given stage of their development. By selecting events of the same

energy but different directions, the point of the first interaction has to vary with the angle,

in order to observe the shower at the same development stage. The selection of showers

of constant energy and stage depends on the particular detector setup, but the typical re-

quirement is a constant (Nrec
e , Nrec

µ ) at observation level. Examples of measurements of this

type are [103, 104, 105, 107, 110]. Requiring an identical number of muons Nµ at the detector

level does in good approximation select EAS of the same primary energy, because muons

are stable as well as penetrating and therefore reflect the integrated shower development.

On the other hand, showers with identical primary energy at the same stage of their shower

development Xstage are assumed to yield the same number of electrons, Ne, since after the

shower maximum the electromagnetic shower attenuation can be assumed to be universal.

This is founded on the fact that at the shower maximum the total shower energy is almost

completely transformed into a huge number of low energy electromagnetic particles.
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Figure 2.24: Equal energy proton induced air showers with an universal shower development before
and after the shower maximum Xmax. The fourth shower (oblique) has the same number of electrons
on the observation level Ne as the first shower (vertical). Showers with the same Ne and primary
energy are assumed to have the same shower development stage, which corresponds to distance
from Xmax. Therefore, the oblique shower needs a correspondingly deeper X1 in order to reach the
same Ne compared to the vertical event. The most righthand shower demonstrates an EAS with the
same number of electrons in the detector, but a different development from X1 to Xmax. Fluctuations
of this kind are a major problem for ground based cross section measurements.

With the naming conventions given in Figure 2.25 the probability of observing a shower

of a given energy E0 and shower stage at the zenith angle θ can be written as

1

N

dN

d cos θ

∣∣∣∣
Nrec

e , Nrec
µ

=
∫

dX1

∫
d∆X1

∫
d∆X2

e−X1/λint

λint
· P1(∆X1) · P2(∆X2)

· Pres(Xrec
stage, X1 + ∆X1 + ∆X2) . (2.11)

The additional factor of cos θ from the projection of the array surface is not considered here.

The distance Xstage between the first interaction point and the depth at which the shower

reaches a given number of muons and electrons as defined by the selection criteria. The ex-

perimentally inferred shower stage at observation level Xrec
stage does, in general, not coincide

with the true stage due to the limited detector and shower reconstruction resolution. This

effect is accounted for by the Pres. The functions P1 and P2 describe the shower-to-shower

fluctuations. The probability of a shower having its maximum at Xmax = X1 + ∆X1 is ex-

pressed by P1, while P2 denotes the probability of a given value of ∆X2.

In cross section analyses Eq. (2.11) is often approximated by an exponential function of

sec θ. Assuming that the integration of (2.11) over the distributions P1, P2, and Pres does not

yield any generally non-exponential tail at large sec θ, it can be written as

1

N

dN

d cos θ

∣∣∣∣
Nrec

e ,Nrec
µ

∝ e−Xobs/ΛS
obs ∝ e− sec θ/ΛS

obs . (2.12)
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Figure 2.25: Definition of variables to characterize EAS longitudinal profiles. Zero slant depth is
where the cosmic ray particle enters the atmosphere. The first interaction occurs at X1, which ini-
tiates subsequent shower development. At Xmax the shower reaches its maximum particle number,
corresponding to a slant depth distance to X1 of ∆X1. The shower is attenuated over ∆X2 before it
reaches the observation level Xobs = X1 + Xstage, which is located in a total slant depth distance of
Xstage from X1. However, due to uncertainties to measure the shower geometry as well as the shower

size, the measured Xobs
stage is generally not identical to the true shower development stage Xstage.

However, the slope parameter ΛS
obs does not coincide with the interaction length λint due

to non-Gaussian fluctuations and a possible angle-dependent experimental resolution. The

measured attenuation length can be written as

ΛS
obs = λint k∆X1

k∆X2
kS

res = λint kS with kS = k∆X1
k∆X2

kS
res . (2.13)

The k-factors k∆X1
, k∆X2

and kS
res comprise the contributions to ΛS

obs from the corresponding

integrations. However, these integrations are difficult to perform separately and the indi-

vidual k-factors are not known in most analyses3. Finally we can see that the kS-factor is

related to shower fluctuations before and after Xmax as well as the detector resolution. The

importance of shower fluctuations on the (Nrec
e , Nrec

µ ) = const method is discussed in [111].

Telescope detectors. With experiments being capable of directly observing the shower de-

velopment in the atmosphere using fluorescence telescopes, the distribution of Xmax could

be used directly to obtain a handle on the value of the cross section at the highest ener-

gies [112, 113].

The direct observation of the position of the shower maximum allows us to simplify

(2.11) by removing the term P2 due to the shower development after the shower maximum.

Furthermore the detector resolution Pres is much better under control for Xmax and can be

well approximated by a Gaussian distribution. The resulting distribution of reconstructed

Xrec
max is

dp(Xrec
max)

dXrec
max

= P(Xrec
max) =

∫
dX1

∫
d∆X1

e−X1/λint

λint
· P1(∆X1) · Pres(Xrec

max − Xmax) , (2.14)

with X1 + ∆X1 = Xmax.

3For an exception see [106].
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Figure 2.26: Results of a CONEX study with 10 EeV proton primaries, to infer the impact of chang-
ing interaction model characteristics on kX-factors (in analogy to [114], see also Section 4.2.1 for de-
tails). The factors are calculated as kX = Λobs/λint, where Λobs is the fitted exponential slope of the
generated Xmax-distribution after the peak of the distribution. The resulting impact is shown for
of a changing secondary multiplicity nmod

mult = f10 EeV · n
org
mult (left) and for a changing cross section

σmod = f10 EeV · σorg (right). The exact definition of the modification factor f10 EeV is given in [114] and
also in Section 4.2.1 (Equation (4.1) on page 74).

In analogy to (2.12) only the tail of P(Xrec
max) at large Xrec

max is approximated by an expo-

nential distribution

P(Xrec
max) ∝ e−Xrec

max/ΛX
obs , (2.15)

whereas the exponential slope Λobs can be deduced from the convolution integral (2.14) as

ΛX
obs = λint k∆X1

kX
res = λint kX with kX = k∆X1

kX
res . (2.16)

Again k∆X1
and kX

res are the contributions to ΛX
obs from the corresponding integrations of (2.14).

“k-factor” technique. The approximation of an exponential attenuation of the frequency of

air showers after the penetration of large amounts of atmosphere is the basis of the k-factor

method [112, 113]. The exponential slope of the attenuation is typically denoted by Λobs,

which is then related to the hadronic cross section by the k-factor

Λobs = k · λp−air . (2.17)

This method has been applied to data of air shower arrays (see Eq. (2.12)) as well as telescope

detectors (see Eq. (2.15)). However, the resulting definition of the k-factor for a ground array,

kS, is (2.13) and for a telescope detector, kX, is (2.16), which are not identical. The k-factors

are obtained from massive air shower Monte Carlo simulations and are therefore depend-

ing on the models used in the simulations. Exemplary, the impact of changing characteristic

features of high energy hadronic interaction models on the resulting kX-factors is shown in

Figure 2.26. This study was performed by modifying the high energy extrapolation of the

cross section as well as of the secondary multiplicity of hadronic interactions in CONEX air

shower simulations. The details on the performed modifications of the interaction character-

istics are given in Section 4.2.1 or in [114]. The tail of the resulting Xmax-distributions is then

fitted by an exponential with the resulting slope Λobs. The kX-factor is then calculated as
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Figure 2.27: Principle of the Xmax-distribution decomposition method. The Xmax-distribution results
from the convolution of the distributions of X1 and ∆X1, where ∆X1 = Xmax − X1.

kX = Λobs/λp−air. The found dependence of kX on a changing multiplicity as well as cross sec-

tion has never been taken into account by any air shower based cross section measurement.

Xmax-RMS method. For a short time it was believed that the proton-air cross section can be

obtained just from the measurement of Xmax-fluctuations [115, 116]. In fact, the fluctuations

are depending on the cross section, but nowadays it is well known that the RMS of the Xmax-

distribution does mostly reflect the primary composition of cosmic rays. As a matter of fact,

it is the best handle we currently have to learn about the primary mass composition. Only

the extremely doubtful assumption of a pure proton cosmic ray composition may allow a

measurement of the cross section this way.

Unfolding of the Xmax-distribution. A real improvement of the cross section measure-

ment techniques was proposed by taking the air shower fluctuations more explicity into

account [109]. This allows us to use not only the slope but more of the shape of the Xmax-

distribution, by at the same time restricting the analysis to a range in Xmax, where the pos-

sible contribution from primaries other than protons is minimal. The ansatz unfolds the

measured Xmax-distribution (2.14), by using a given ∆X1-distribution to retrieve the original

X1-distribution (see Figure 2.27). The HiRes Collaboration claimed model independence of

the used ∆X1-distribution, leading to a model independent result for the cross section.

Indeed, this would have been a major step forward, since all the previous techniques

are heavily depending on air shower Monte Carlo simulations and are therefore implicitly

model dependent. Of course also the ∆X1-distribution can not be accessed by observations,

but has to be inferred entirely from simulations. Recently this triggered a discussion about

the general shape and model dependence of the ∆X1-distribution [117]. Ultimately this in-

troduces a comparable amount of model dependence, as in the k-factor techniques (see Fig-

ure 2.28, left). This is a natural consequence of the fact that all air shower based analysis

techniques are based on expression (2.14) in one or the other way.

Figure 2.28 (left) visualizes the dependence of the ∆X1-distribution on hadronic inter-

action models. The ∆X1-distribution, which mostly reflects the shower startup phase, is

strongly depending on the parameters of the hadronic interaction models, like the cross
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Figure 2.28: Model dependence of ∆X1 (left) for 10 EeV proton simulations with CONEX. Indepen-
dence of ∆X1 of X1 (right) for 10 EeV QGSJETII proton simulations with CONEX [117].

section itself but also the secondary multiplicity and others. This is intensively studied in

Section 2.2.3.

To make the unfolding technique work in the first place, it has to be shown that ∆X1 is

independent from X1 and thus P1(∆X1|X1) = P1(∆X1). As displayed in Figure 2.28 (right),

the ∆X1-distribution indeed does not depend on the depth of the first interaction [117]. The

HiRes analysis [109] using the unfolding technique is lacking this demonstration.

2.6.3 Summary of measurement methods

It was shown that all methods of air shower based cross section measurements are indeed

very similar and just variations of the same idea. They are all related to the single formula-

tion given in (2.11). This is why they all suffer from the same limitations.

• The application of air shower Monte Carlo simulations introduces a model dependence

for all measurement techniques based on the analysis of air shower observables.

• It can be shown that the P1(∆X1)-distribution is very sensitive to changes of the high

energy hadronic interaction characteristics and thus makes P1(∆X1) = f (σ, nmult, ...)

a function of σ , nmult and other high energy model parameters [114]. Consequently

this also makes the k-factors depending on the high energy interaction characteristics,

as it is displayed in Figure 2.26. This effect certainly must be considered for any cross

section analysis.

• Generally, the P1 and P2 distributions have a complex shape. The integrations of (2.11)

and (2.14) to obtain the approximations (2.13) and (2.16) are leading to non-exponential

contributions.

• Any non-exponential contribution creates a strong dependence of the fitted Λobs on the

chosen fitting range [118]. A strong non-exponential contribution makes the k-factor

analysis unusable.

• The values of all k-factors must be retrieved from massive Monte Carlo simulations. All

analysis attempts so far have only calculated the combined factor of kS, respectively kX
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(see [106] for a partial exception).

• k-factors depend on the resolution of the experiment and can therefore not be trans-

ferred simply to other experiments.

• kX-factors are inherently different from kS-factors and can therefore not be transferred

from an Xmax-tail analysis to that of ground based frequency attenuation or vice versa.

• It can not be disentangled whether a measurement of Λobs can be attributed to λint

entirely or at least partly to changed fluctuations in ∆X1 or ∆X2.

2.7 Glauber theory and proton-proton cross section

Relating the proton-air cross section to that of proton-proton interactions makes it possible

to compare cosmic ray measurements with accelerator data and corresponding models. Al-

ready in the 1950’s it was realized that the cross section of a compound system is not the

sum of the cross sections of its constituents [119]. Shadowing effects are leading to a much

smaller cross section of the resulting compound system. This applies for hadrons, which are

build out of partons as well as nuclei that are made out of nucleons.

In the following the scattering amplitude for proton-proton interactions is discussed.

This will be used later for calculating the proton-air cross section.

2.7.1 Scattering amplitude and optical theorem

Figure 2.29 (left) illustrates the general case of scattering of the two initial state particles

|p1(k1)p2(k2)〉 producing nj particles of the final state j with |p′1(k′1)...p′nj
(k′nj

)〉. The differen-

tial cross section for this process is

dσj =
1

F
∣∣∣〈p′1(k′1)...p′nj

(k′nj
)|M|p1(k1)p2(k2)〉

∣∣∣
2
· dΦj , (2.18)

where F denotes the flux factor and the n-body phase space reads

dΦj = (2π)4
nj

∏
i=1

[
d3k′i

(2π)32E′
i

]
δ4

(

k1 + k2 −
nj

∑
i=1

k′i

)

. (2.19)
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Figure 2.29: Left panel: Inelastic scattering with multiparticle production. Right panel: Two-body
final state, which for the special case of p′1 = p1 and p′2 = p2 corresponds to the case of elastic
scattering. Each particle pi has an associated momentum ki.
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In the following for particle i the momentum ki is not written explicitly any more, abbrevi-

ating pi(ki) by just pi, sometimes with the meaning of ki. After summation over all possible

final states j and integrating over the phase space dΦj, Equation (2.18) yields the total cross

section

σtot = ∑
j

∫
dΦj

1

F
∣∣∣〈p′1...p′nj

|M|p1 p2〉
∣∣∣
2

. (2.20)

The relation of the matrix element M to the S-matrix is

S = 1− i(2π)4δ4

(
p1 + p2 −

nj

∑
i=1

p′i

)
·
〈p′1 p′2 . . . p′nj

|M|p1 p2〉
(2E1)(2E2) ∏

i
(2E′

i)
. (2.21)

Unitarity requires

S†S = 1 . (2.22)

Since the states are normalized to

〈p(k′)|p(k)〉 = (2π)3δ3(k − k′) , (2.23)

completeness is expressed by1 = ∑
j

nj

∏
i=1

[∫
d3k′i

(2π)3

]
|p′1 p′2 . . . p′nj

〉〈p′1 p′2 . . . p′nj
| . (2.24)

Exploiting unitarity (2.22) for the general two-body final state |p′1 p′2〉, as displayed in Fig-

ure 2.29 (right), yields

S†S = 1+
(2π)4δ4 (p1 + p2 − p′1 + p′2)

(2E1)(2E2)(2E′
1)(2E′

2)

(
〈p′1 p′2|iM− iM†|p1 p2〉+

(2π)4δ4 (p1 + p2 − p′1 + p′2)
(2E1)(2E2)(2E′

1)(2E′
2)

〈p′1 p′2|M†M|p1 p2〉
)

= 1 (2.25)

and thus, by inserting the projector (2.24) and using expression (2.19), gives

〈p′1 p′2| − iM + iM†|p1 p2〉

= ∑
j

∫
dΦj 〈p′1 p′2|M†|p′1 p′2 . . . p′nj

〉〈p′1 p′2 . . . p′nj
|M|p1 p2〉 . (2.26)

For the special case of elastic scattering into the forward region

p′1 → p1 p′2 → p2 t = (p1 − p′1)
2 → 0 s = (p1 + p2)

2 → (2kcms)
2 (2.27)

the differential cross section (2.18) can be formulated as [120]

dσela =
|〈p′1 p′2|M|p1 p2〉|2

64 π s kcms
dt =

|Aela(s, t)|2
64 π s kcms

dt , (2.28)

where Aela is the elastic scattering amplitude. From (2.26) one can deduce

〈p′1 p′2| − iM + iM†|p1 p2〉 t→0
= ∑

j

∫
dΦj · |〈p1 p2|M|p1 p2〉|2 , (2.29)
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Figure 2.30: Measurements of ρ(s) (see [121] and references therein). The data are shown together
with the model by Donnachie and Landshoff [122].

while it is at the same time possible to directly obtain

〈p′1 p′2| − iM + iM†|p1 p2〉
t→0
= i (〈p1 p2|M|p1 p2〉∗ − 〈p1 p2|M|p1 p2〉)

= 2 Im 〈p1 p2|M|p1 p2〉 = 2 Im Aela(s, t → 0) . (2.30)

Combining (2.20) with (2.29) and (2.30) leads to the optical theorem

σtot =
1

2kcms

√
s

Im Aela(s, t → 0) . (2.31)

We find that

σtot ∝ Im Aela(s, t → 0) and
dσela

dt
∝ |Aela(s, t → 0)|2 , (2.32)

meaning that any process with σtot > 0 necessarily has an elastic contribution with σela > 0.

This is a direct consequence of unitarity. Experiments find a relation of

ρ(s) =
Re Aela(s, t → 0)

Im Aela(s, t → 0)
≈ 0.1 , (2.33)

which corresponds to a close to minimal contribution of elastic scattering according to (2.32).

Figure 2.30 summarizes the available data. The Fourier transform of the amplitude A(s, t)

into the impact parameter space is

a(s, b) =
1

2π

∫
d2~∆⊥ Aela(s, t) · e−

~∆⊥·~b , (2.34)
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Figure 2.31: Measurements of the elastic scattering slope parameter Bela(s) (see [121] and references

therein). The curve is a fit Bela ∼ d1 log s, with d1 = 0.25 GeV−2.

where ~∆⊥ = ~k′1 −~k1 is the momentum transfer within the plane perpendicular to the pro-

jectile motion. In the high energy limit (~∆⊥)2 ≈ |t|. The phenomenological approximation

dσela

dt
=

1

64 π s kcms
· |Aela(s, t)|2 ∝ e−Bela |t| (2.35)

is found to describe very well the available experimental data over a wide energy range.

Figure 2.31 shows the available measurements of Bela(s). From (2.35) it follows that

Aela(s, t) = Aela(s, t = 0) · e−
1
2 Bela(s)|t| , (2.36)

which allows us to determine the Fourier transformation (2.34), resulting into the Gaussian

a(s, b) ∝ e
− ~b2

2 Bela(s) . (2.37)

This describes the shape of the scattering region within the impact parameter space. It turns

out to be circular shaped with a Gaussian radial profile having a width of RGauss ∝
√

Bela. For

center collisions (i.e. small impact parameters) the scattering is very efficiently (it is “dark”),

while at the borders it only scatters weakly. In order to obtain the observed increase of the

cross section with energy, several possibilities exist:

(a) The scattering region, and thus Bela(s), is getting larger.

(b) Scattering becomes more efficient and therefore A0(s) is increasing → the Gaussian

shaped scattering region is becoming “darker” in the center. There is a natural limit

to this, imposed by the conservation of the total probability (which means that the

scattering region can never get “darker” than “black”. This is called the black disc limit.

(c) For the total cross section, it might be that new final states are appearing at higher

energies.
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Figure 2.32: A projectile particle hitting a compound target nucleus made of n nucleons with an

impact parameter~b. There is a separate relative impact parameter bi for each of the nucleons i, which
governs the scattering of the projectile from the individual nucleon i.

At ultra-high energies it is not expected to have a significant impact from (c). Also (b) will

be strongly limited above a certain energy due to the black disc limit. The only relevant con-

tribution in the high energy limit can come from possibility (a).

2.7.2 Glauber theory

It was realized by Glauber [119, 123] that the amplitude in the impact parameter space can

be treated in analogy to diffraction in optics by using the phase shift relation

a(s, b) = 1 − eiχ(s, b) , (2.38)

with the Eikonal4 function χ. Within this picture of the diffractive approximation, multiple

scattering can be written as

amult(s, b) = 1 − eiχmult(s, b)

= 1 − ei ∑j χj(s, bj) = 1 − ∏
j

e iχj(s, bj) = 1 − ∏
j

(
1 − aj(s, bj)

)
. (2.39)

It is postulated that the overall phase shift χmult corresponds to the sum of the individual

phase shifts χj for each scattering process.

Figure 2.32 illustrates the interaction of a projectile particle with a nucleus build out of A

nucleons. According to (2.39) the projectile scatters separately with each of the nucleons j of

the nucleus. The resulting total cross section can then be written as

σtot =
∫ [

∏
i

d3
~ri

] ∫
d2~b

[

∏
i

Ψ∗
i (~ri)

] [
1 −∏

i

(1 − a(s, ~bi))

] [

∏
i

Ψi(~ri)

]
, (2.40)

4From the Greek word ǫικων with the meaning of image.
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which needs to be integrated over all possible configurations of the nucleus, while Ψi(~ri) is

the wave function of nucleon i and

Ψ∗
i (~ri) Ψi(~ri) = ρi(~ri) (2.41)

is the density distribution of the nucleon in the nucleus.

Knowing the nucleon-nucleon impact parameter amplitudes ai(s, bi) one can calculate

the multiple scattering amplitude and hence the total and elastic cross sections. From the

definition of the amplitude (2.34) and the optical theorem (2.31) it is possible to derive the

nucleon-nucleon amplitude. By using (2.33) it is straightforward to get

Aela(s, t = 0) = ReAela(s, t = 0) + i ImAela(s, t = 0) (2.42)

= (1 + ρ) ImAela(s, t = 0) . (2.43)

This expression allows to rewrite (2.36) to obtain

Aela(s, t) =(1 + ρ) ImAela(s, t = 0) · e−
1
2 Bela(s)|t|

=(1 + ρ) 2 kcms

√
s σtot · e−

1
2 Bela(s)|t| , (2.44)

while the last step corresponds to the application of the optical theorem (2.31). At this point

we can insert (2.44) into (2.34) and calculate the nucleon-nucleon amplitude

ai(s, bi) = (1 + ρ(s))
σ

pp
tot (s)

4πBela(s)
e−

1
2
~bi

2
/Bela(s) . (2.45)

It is the combination of the expressions (2.40) and (2.45) that finally makes the connection be-

tween nucleon-nucleon and nucleon-nucleus scattering. With these formulations is possible

to calculate the total cross section for nucleon-nucleus scattering just from the parameters

Bela(s), ρ(s), σ
pp
tot and the possible configurations of the nucleus.

Figures 2.30 and 2.31 exemplify that due to the sparse data there are large uncertainties

in the extrapolation of Bela and ρ to cosmic ray energies. Since there are no theoretically

well-founded functional forms of the used extrapolations this gives rise to large uncertain-

ties for converting experimentally measured cosmic ray based proton-air cross sections into

fundamental proton-proton cross sections.

Also the ultra-high energy hadronic interaction models have the Glauber formalism im-

plemented in order to predict the hadron-air cross sections at cosmic ray energies. Differ-

ences in the application of the Glauber theory are mainly responsible for the non-vanishing

offset between the predictions of the proton-air cross section of different interaction models

even at lower energies (confer Figure 2.20).
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3 Pierre Auger Observatory

In this section a brief overview of the Pierre Auger Observatory is given. The software sim-

ulation and reconstruction framework Offline is described, focusing on the extensions made

for the purpose of this thesis. The relevant aspects of hybrid simulation and reconstruction

are introduced. It was necessary to considerably improve the hybrid detector simulations in

order to study detector properties like the resolution or the acceptance.

3.1 Experimental setup

Located in the vicinity of the small town of Malargüe in Argentina the Auger Collaboration is

operating the presently largest air shower detector of the world (Figure 3.1) [13]. But it is not

just size that makes it exceptional. Particularly the quality of data and analysis is expected to

be much better compared to previous experiments. One of the most important features of the

Pierre Auger Observatory is its hybrid-detector setup. There is the huge surface detector (SD)

array [125], which is overlooked by the fluorescence detector (FD) telescopes [126]. Especially

the redundancy of the hybrid-detector setup adds the possibility of cross checks as well as

combined reconstruction with a very high reconstruction quality. This advantage is heavily

exploited by the Auger Collaboration.
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Figure 3.1: Status of the Pierre Auger Observatory as of October 2007 [124]. The four telescope
buildings at Los Leones (LL), Los Morados (LM), Loma Amarilla (LA) and Coihueco (CO) host 6
telescopes each. The surface detector is close to completion (shaded area).
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3.1.1 Surface detector

With a spacing of 1.5 km, the water Cherenkov tanks of the surface array are arranged on

a hexagonal grid. An area of 3000 km2 will be covered by 1600 of these tanks. Each tank

is operating completely autonomously. Power is provided by solar panels with a battery

buffer. All communications are done via WLAN. A set of communication towers provides

the link to the central data acquisition system (CDAS), located in the town of Malargüe. All

tanks are equipped with three photomultipliers (PMTs) looking from the top into 12 tons

of water for Cherenkov radiation. Signals from all three PMTs are digitized with 40 MHz

sampling rate. Data are taken continuously at low threshold to provide a high statistics

integrated signal spectrum, which is used for the online calibration. The recorded ADC

traces of each SD station are calibrated in relative units of the vertical equivalent muon (VEM)

peak from this signal spectrum [127]. If the signal in a single ADC trace bin gets above the

T1 threshold (1.8 VEM), the present ADC data are hold in a local memory for a short time

to be later transferred to CDAS in case of a higher trigger request. If the signal reaches the

T2 threshold (3.2 VEM), a T2 notice is sent to CDAS. A parallel trigger, working at a much

lower threshold of 0.2 VEM, requires the signal to reach above the threshold for a certain

duration (300 ns). These Time-Over-Threshold (ToT) triggers are also sent to CDAS. At CDAS,

the central trigger algorithm collects all the incoming T2s and searches for clustering in time

and space. If a possible coincidence is detected, all tanks of the array are asked to transfer

their locally hold data [128].

3.1.2 Telescope detector

Each of the four telescope detector buildings (in the following called eyes) hosts 6 individual

telescopes. The telescopes are built according to the Schmidt optics, consisting of a spherical

mirror of radius 3.4 m, the aperture opening (radius 1.1 m) with a ring-shaped corrector lens

on its outer 25 cm and a spherical pixel camera (radius 1.7 m). The center of the spherical

mirror and camera are both placed at the center of the aperture, resulting in a fully concentric

setup. Only the massive steel support of the camera, which is mounted on the floor between

the mirror and the aperture, adds a small asymmetry.

All telescopes are taking data independently. Four layers of trigger algorithms have to

be passed in order to qualify an event for readout [130]. The first level trigger (FLT) works

on the level of individual pixels and requires the sum over 10 consecutive time bins of the

ADC trace to be above the FLT threshold. The threshold is dynamically adjusted to produce

a 100 Hz FLT trigger rate per pixel. A fast hardware-implemented second level trigger (SLT)

collects all FLTs from one camera and searches for geometric patterns. The following third

level trigger (TLT) is a software trigger still operating on telescope level. It also checks the

time structure of an event. After the TLT all data from the telescopes of one eye are collected

by the eyePC. On the eyePC, the combined mirror events have to pass the eye level trigger

(T3), which performs a rudimentary event reconstruction to calculate the direction and time

of impact on the ground. The information about the shower impact point is sent to CDAS in

order to trigger data readout of the corresponding parts of the SD array.

Data from the telescopes are calibrated using the end-to-end calibration technique [131].

A uniform Lambertian light emitter (drum) is mounted directly in front of the aperture of
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Figure 3.2: Absolute drum calibrations (open shapes) and the laser cross checks (solid shapes) for the
past three years [129]. The different markers represent three different telescopes. The same telescopes
are shown for each of the calibration campaigns. All points have been normalized to the June 2005
drum calibration by using the daily relative calibration data. The systematic uncertainty for each
measurement campaign is stated below each group of points.

a telescope and the response of each pixel is measured. The calibration constant is then

calculated as the ratio of the known number of photons entering the diaphragm, ndrum
ph,dia, and

the total signal sPMTi
recorded in pixel i

kcal
i = ndrum

ph,dia / sPMTi
. (3.1)

Any signal recorded during shower observation is multiplied with this calibration constant

to yield the number of photons entering the diaphragm without needing to know the details

of the telescope optics or electronics. Figure 3.2 demonstrates the stability of the absolute

drum calibration for the Auger telescope detectors.

3.1.3 Atmospheric monitoring

Since EAS are initiated by primary cosmic ray particles high above ground they propagate

through the entire atmosphere. Thus it is essential to monitor the state of the atmosphere

permanently. The total integrated amount of atmospheric matter as well as the detailed

density profile have a noticeable effect on any air shower measurement [132, 133, 134]. For

optical observations by telescopes it is necessary to constantly monitor scattering and atten-

uation of ultraviolet photons in the atmosphere in addition. Significant efforts are made to

meet these requirements.

Radio sondes are launched frequently to measure vertical temperature and density profiles

above Malargüe [135].

Cloud cameras installed on top of each telescope building are performing a full sky infrared

imaging to detect clouds.

LIDAR (light detection and ranging) stations are placed next to all four FD buildings, to

scan the sky for clouds and measure aerosol backscattering with high repetition lasers [136].

CLF and XLF (central laser facility and extra laser facility) facilities permanently generate

a well known sequence of laser events in all telescope detectors to monitor geometric

alignment, timing and aerosol scattering in the atmosphere [137].
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Figure 3.3: Time dependent detector description of the Offline framework.

HAM (horizontal attenuation measurement) lasers are operating below the FD field of view

and shoot horizontally from one FD building to another to measure near ground hori-

zontal attenuation.

APF (aerosol phase function) lasers shoot horizontally and in a short distance in front of the

FD detectors to observe scattered laser light over a large scattering angle range. This is

used to measure the Mie scattering phase function [138].

FRAM (fotometric robotic telescope for atmospheric monitoring) robot telescopes observe a

large number of known bright ultraviolet stars in order to detect clouds and attenuation

of light in the atmosphere [139].

The monitoring data are processed and stored in SQL databases to make them easily

accessible during reconstruction and simulation tasks.

3.2 Offline software framework

Most of the offline computing tasks for the Pierre Auger Collaboration are performed in

the Offline software framework [140], which is developed within the collaboration. The

framework is especially designed to provide all functionality for processing data from a

giant air shower detector.

An important feature of the Offline framework is the internal time dependent detector

description (cf. Figure 3.3). All parts of the detector can be asked for their detailed status and

configuration for all times the experiment was taking data. This includes configuration and

size of the surface array, the status of each individual surface station, detailed configuration

of the FD detector, uptime information for all relevant parts of the detector and last but not

least all kind of atmospheric monitoring data. Even periods in time with mis-configured FD

camera cabling are properly taken into account. The latter was introduced as a measure to

improve the hybrid data quality during this thesis [141]. Figure 3.4 demonstrates how the

mis-cabling of a telescope affects shower data. After mis-cabling is identified in any of the

11520 electronic channels of the FD detector, it can be easily taken into account during offline

event reconstruction.
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Figure 3.4: The FdChannelMappingManager in the Offline framework allows to correct air shower data
with misconfigured camera electronics (left) to properly reconstruct the event (right). The corrected
channels are surrounded in red. Pixels filled in black are rejected during reconstruction. The color
code of the pixels indicates the timing (from blue to red). For the given event the reconstructed Xmax

changes from 242 to 600 gcm−2 [141].

The data needed to retrieve all this information are stored in XML files, if they are static

and in SQL databases if they vary. The Offline framework provides an easy-to-use interface,

completely hiding the detailed internal mechanisms of how and where the data are taken

from, as illustrated in Figure 3.3.

The dimension of the experiment and the observed air shower events are too large to

neglect the curvature of the Earth surface. The geometry package of the Offline framework

allows a realistic representation of the curvature of the Earth. Cartesian coordinate systems

can be defined in any place of the observatory, always considering proper tangential align-

ment with respect to the Earth ellipsoid (WGS845). This feature of Offline greatly improves

and simplifies all handling of Auger data.

3.2.1 Slant density profiles in a curved atmosphere

Obviously not only the Earth surface is curved but also the atmosphere with its differential

density profile itself (see Figure 3.5). Since air showers develop via interactions with matter

of the atmosphere, the total traversed matter thickness (slant depth) is primarily responsible

for the number of interactions and hence for the shape of the resulting air shower profiles.

In order to account for this, the functionality for numerical integration of atmospheric slant

depth profiles was implemented in the Offline framework as part of this thesis [142].

Vertical density profiles of the atmosphere versus height above the Auger site near

Malargüe, ρ(h), are measured frequently using weather balloons. Combining the data of

many balloon flights, it is possible to extract a set of monthly mean atmospheric density pro-

files, which can be used in the Offline framework. Detailed knowledge about the density of

the atmosphere is paramount for analysis of air shower data [132, 133, 143]. To calculate the

integrated matter thickness which is traversed for the trajectory from point ~p1 to ~p2 inside

the curved atmosphere, it is necessary to integrate

5World Geodetic System, 1984.
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Figure 3.5: Difference between a flat and a curved geometry of the atmosphere. In the curved at-
mosphere, all heights and angles are calculated using verticals with respects to the elliptical Earth
surface. Thus for all points along the shower axis, θlocal differs from θcore.

∆Xslant =

~p2∫

~p1

d~r ρ(~r) . (3.2)

Usually this is calculated in the approximation of a flat geometry as

∆Xslant = ∆Xvert/ cos θcore , (3.3)

where

∆Xvert = Xvert(h2) − Xvert(h1) =

h2∫

h1

dh ρ(h) (3.4)

is the vertical matter thickness difference and θcore the zenith angle of the straight trajectory.

However, in Offline the integration of (3.2) is performed numerically with high precision

by the InclinedAtmosphereModel. Figure 3.6 illustrates the importance of this numerical

slant profile integration for inclined geometries. Properly considering the curved atmo-

sphere makes a significant difference for reconstructed quantities like Xmax, especially at

large zenith angles (see Figure 3.7).

3.3 Hybrid event reconstruction

The hybrid reconstruction is based on FD data with additional timing information from SD,

to improve the geometry fit. All algorithms are implemented within the Offline framework.

In the following, all reconstruction steps are described for the example of the event shown

in Figure 3.8.

3.3.1 Pulse reconstruction

Each triggered FD pixel is searched for a clear shower signal in terms of a pulse with a

required minimum signal to noise ratio. The minimum default ratio is set to 5. The signal to

noise ratio for a pulse from bin kstart to kend is

S

N
=

qi

(kend − kstart) · RMSi
, (3.5)
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Figure 3.6: Comparison of the total slant depth integrated from the shower core along the shower
axis and geometric distance from the core along the shower axis to the boundary of the atmosphere
for curved and flat geometry. In the case of flat geometry there is a singularity at 90◦. Even in total
numbers a real divergence for large angles can be seen. This is better observed in the lower plots,
where the difference between flat and curved model is plotted. Above 60◦ the difference in slant
depth is becoming significant (>10 gcm−2) reaching 100 gcm−2 around 80◦.
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Figure 3.8: Auger event (augerId: 200608702501) observed by three telescope detectors and the sur-
face array. The three dimensional picture on the left side shows timing along the shower axis (blue to
red) of all detectors. On the right side the surface event is shown including timing (colors) as well as
signal (size) of the stations and the projected shower detector planes (SDP) on ground including their
uncertainties for all eyes (eye-color). The reconstructed shower core position including errors for all
individual eyes (eye-colored ellipses within the SDP slices) and SD (black marker, at the intersection
of all SDPs) and the reconstructed shower directions projected on the ground (colored lines starting
from the core) are displayed. The independent fourfold reconstruction of this event (3×FD + SD)
shows remarkable agreement. In the following part of this Section all steps of event reconstructions
are pictured in detail on the example of this triple event.

where RMSi is the baseline RMS of the trace, with the noise variance V i
noise = (RMSi)

2. The

integrated signal over the bin range is

qi =
kend

∑
k=kstart

si
k , (3.6)

where si
k is the ADC count of pixel i at time bin k. The pulse timing is the centroid time

(“signal weighted time”) of all bins belonging to the pulse

ti =
1

qi

kend

∑
k=kstart

ti
k si

k . (3.7)

To calculate the uncertainty of ti, equation (3.6) is inserted into (3.7) and the uncertainties

σti
k
=

√
12 for the uniformly distributed timing of bin k as well as the Poissonian fluctuations

of photoelectrons (PE) at the photocathode of the PMT i are propagated

σsi
k
=
√

V i
noise + si

k g , (3.8)

where g = 7.9 PE/photon is the factor to convert ADC counts into PEs. The two partial

differentials of ti are

∂ti

∂si
k

=
1

qi
ti
k −

1

q2
i

kend

∑
j=kstart

si
j ti

j and
∂ti

∂ti
k

=
1

qi
si

k , (3.9)
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Figure 3.9: The triple FD event from Figure 3.8 as seen and reconstructed by the individual eyes. The
upper pictures show the pixel camera view, including reconstructed timing of the pulses, the very few
noise pixels (light grey), pulsed pixels rejected during the fits (black) and the resulting reconstructed
SDP (red line). The plots in the middle show the hybrid time fits, including the SD stations (black
squares) and all the pulsed pixels (colored circles), where the pixel colors are the same as in the
plot above. The lower plots show the collected light at the aperture, including the reconstructed
components of the arriving photon flux.

resulting in an uncertainty of ti as

σ2(ti) =
kend

∑
k=kstart




(

∂ti

∂si
k

)2

σ2
si

k
+

(
∂ti

∂ti
k

)2

σ2
ti
k





=
kend

∑
k=kstart




(

ti
k qi −

kend

∑
j=kstart

si
j ti

j

)2

q−4
i ·

(
Vnoise + si

k g
)

+

(
si

k

qi

√
12

)2


 . (3.10)

3.3.2 Shower detector plane

The shower detector plane (SDP) is the plane comprising the shower axis and the telescope de-

tector. Since the telescope detector is by definition part of the plane, the SDP can be displayed

as a line on the camera. It can be reconstructed from the data of a telescope by minimizing

the sum

∑
i

qi

(
~pi ·~n SDP

⊥
)2

/σ2
SDP (3.11)
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Figure 3.10: Geometry of an air shower within the shower detector plane. The geometry can be
determined by the three parameters Rp (distance of closest approach), χ0 (angle of the shower axis in
the SDP) and T0 (time of the shower axis at the point of the closest approach).

over all pulses i, with the two free parameters θSDP and φSDP to define the plane normal

vector ~n SDP
⊥ in spherical coordinates and the pixel pointing direction ~pi. The pointing un-

certainty for the SDP fit, σSDP, was determined to be 0.35◦ by studying SDP fits of CLF laser

shots with a known geometry. The top row of Figure 3.9 shows pixels on the FD camera with

detected pulses indicated by their color-coded time ti, together with the reconstructed SDP

(red-line).

3.3.3 Hybrid time fit

From the perspective of a telescope, the projection of a shower on the camera evolves along

the SDP. Each pulsed pixel on the camera can be associated with an angle χi within the plane

of the SDP with respect to the horizontal axis at the camera (see Figure 3.10). The angular

movement of the shower within the SDP in this representation is

t(χi) = T0 +
Rp

c
tan

(
χ0 − χi

2

)
. (3.12)

To determine the three free parameters T0, Rp and χ0 the minimum of the function

χ2 = ∑
i

(ti − t(χi))
2

σ(ti)2
+

(tSD − t(χSD))2

σ(tSD)2
(3.13)

has to be found. The sum runs over all pulsed pixels i with the centroid pulse time ti and the

associated uncertainty σ(ti), adding the additional SD station time tSD with the uncertainty

σ(tSD), where χSD is the angle between the station position projection into the SDP and the

local vertical. The middle row of Figure 3.9 displays the time fit (red line) that describes

well the angular movement of the shower along the SDP. The improvement by using the

single tank in the χ2 of the hybrid time fit is displayed in Figure 3.11. While the mono cores

are spread out along the line of the shower detector plane (SDP), the hybrid cores are well

contained in a much smaller region with greatest extent in the direction perpendicular to the
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Figure 3.11: Bootstrap solutions for FD-only mono and hybrid fitting procedures for a selected hybrid
event [144]. A bootstrapping [145] was performed by resampling the original data 1000 times. Left
panel: core location solutions for mono and hybrid fits. Right panel: the corresponding (Rp, χ0)
solutions, which are the intrinsic geometry parameters of the hybrid geometry reconstruction.

line of the SDP. In mono reconstruction there is a strong correlation in the determination of

Rp and χ0.

3.3.4 Light collection

With the reconstructed geometry of the shower axis, photons can be collected in time bins

using a circular collection area around the shower position at time tdia. The radius ζ of the

collection area is defined to be the angle between a pixel viewing direction and the position

of the shower on the camera. It is chosen to give the largest possible signal to noise ratio.

The collected light flux arriving at the detector in time bin i is

Fi =
1

AdiaNpix

Npix

∑
n=1

sn
i , (3.14)

where the sum runs over all pixels Npix compatible with the ζ selection at time bin i and Adia

is the area of the diaphragm opening. Correspondingly the collected noise at time i is

Ni =
1

AdiaNpix

√√√√
Npix

∑
n=1

(
RMS2

i + qi g (1 + Vg)
)

, (3.15)

where Vg = 0.4 is the gain variance [146]. In a simple iterative algorithm ζ is adopted to

yield the maximal signal-to-noise
S

N
=

∑i Fi

∑i N2
i

(3.16)
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where the sum runs over all time bins i. The uncertainty of sn
i is given in (3.8) and can be

propagated to (3.14)

σFi
=

√
1

AdiaNpix
∑
n

(
σsn

i

)2
. (3.17)

The bottom row of Figure 3.9 shows the evolution of Fi (in units of photons per m2 and per

100 ns time bin) versus time.

3.3.5 Profile reconstruction

Combining the reconstructed geometry, light flux at the diaphragm and the monitoring data

of the atmosphere, it can be calculated how much light was lost due to absorption in the

atmosphere from the shower axis to the diaphragm. At this point light production at the

shower axis is known and can be attributed to fluorescence and Cherenkov light emission of

the air shower [147, 148, 149]. It is a new feature of the Auger profile reconstruction to use

energy deposit dE
dX and not the shower size Ne as fundamental observable. The previously used

“shower size” is lacking a strict definition, since it simply reflects the number of particles

passing through a specific geometric layer. This number is strongly depending on the cho-

sen lower energy cutoff. Also the angle of particles cannot be properly accounted for [150].

On the other hand, energy deposit is a well-defined quantity that can be calculated in Monte

Carlo simulations and does not depend on the simulation threshold [151]. Moreover, en-

ergy deposit is the property of an air shower that can be most straightforwardly linked to

fluorescence light production by

Nf
γ(Xi) = Yf

i wi ∆Xi , (3.18)

with the fluorescence yield Yf
i [152, 153] at the slant depth Xi and the energy deposit ωi =

dE/dX. Fluorescence emission is an isotropic process, whereas the photons from equation

(3.18) are equally distributed on the sphere 4πr2
i with ri being the distance from Xi to the

detector. Due to absorption of photons in the atmosphere Ti and the efficiency of photon

detection ǫ the observed photon flux at the detector can be written as

yf
i = di Yf

i wi ∆Xi , (3.19)

where the abbreviation di = Tiǫ/4πr2
i is introduced.

The number of Cherenkov photons emitted at the shower axis is proportional to the

number of electrons and positrons above the Cherenkov threshold energy. Other charged

particles are completely outnumbered by electrons and positrons and do not contribute note-

worthy to the light emission. Therefore the number of Cherenkov photons is

NC
γ (Xi) = YC Ne

i ∆Xi, (3.20)

where Ne
i denotes the number of electrons and positrons. Details of the Cherenkov light

production are included in the Cherenkov yield factor YC
i [154, 155, 156, 80]. Although,

Cherenkov photons are emitted in a narrow cone along the particle direction, they cover a

considerable angular range with respect to the shower axis, because the charged particles are

deflected from the primary particle direction due to multiple scattering. Given the fraction
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Figure 3.12: Shower light emission and detection at various shower stages. Left panel: Direct light is
detected from isotropic fluorescence (green) and forward beamed Cherenkov (red) emission. Right
panel: Scattered light (blue, magenta) out of the bright Cherenkov beam is detected simultaneously
with fluorescence light [147, 149].

fC(βi) of Cherenkov photons emitted at an angle βi with respect to the shower axis [155, 80],

the light flux at the detector aperture originating from direct Cherenkov light is

yCd
i = di fC(βi) YC

i ∆Xi Ne
i . (3.21)

Due to the forward peaked nature of Cherenkov light production, an intense Cherenkov

light beam builds up along the shower as it traverses the atmosphere (Figure 3.12). If a

fraction fs(βi) of the beam is scattered towards the observer it can contribute significantly

to the total light received at the detector. In a simple one-dimensional model the number of

photons in the beam at depth Xi is just the sum of Cherenkov light produced at all previous

depths Xj attenuated on the way from Xj to Xi by Tji

Nbeam
γ (Xi) =

i

∑
j=0

Tji YC
j ∆Xj Ne

j . (3.22)

In analogy to (3.21) the scattered Cherenkov light received at the detector is then

yCs
i = di fs(βi)

i

∑
j=0

Tji YC
j ∆Xj Ne

j . (3.23)

Finally, the total light received at the detector at the time ti is obtained by adding the scat-

tered and direct light contributions

yi = yf
i + yCd

i + yCs
i . (3.24)

It was realized that due to the universality of the energy spectra of the secondary elec-

trons and positrons within an air shower, there exists a non-iterative solution for the recon-

struction of a longitudinal shower profile from light detected by telescope detectors, while

both fluorescence and Cherenkov light contributions are treated as signal [154]. The total
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energy deposit of the air shower is just the sum of the energy loss of individual electrons

wi = Ne
i

∞∫

0

dE fe(E, Xi) we(E) = Ne
i αi , (3.25)

where fe(E, Xi) denotes the normalized electron energy distribution, we(E) the energy loss

per unit depth of a single electron with energy E and αi is the average energy deposit per unit

depth per electron at shower age si = 3/(1 + 2Xmax/Xi). This is possible since the electron

energy spectrum fe(E, Xi) is universal in shower age si [80, 154, 156]. The relation (3.25)

between Ne
i and wi can be utilized to relate the total light at the detector (3.24) arriving at

time ti exclusively to the energy deposit wi at slant depth Xi. For the solution of the problem,

it is convenient to rewrite the relation between energy deposit and light at the detector in a

matrix notation

y = Cw, (3.26)

where

y = (y1, y2, . . . , yn)
T (3.27)

is the n-component vector (histogram) of the measured photon flux at the aperture and

w = (w1, w2, . . . , wn)
T (3.28)

is the energy deposit vector at the shower track. The elements of the Cherenkov-fluorescence

matrix C can be found by a comparison with the coefficients in equations (3.19), (3.21) and

(3.23)

Cij =






0, i < j

cd
i + cs

ii, i = j

cs
ij, i > j

, (3.29)

where

cd
i = di

(
Yf

i + fC(βi) YC
i /αi

)
∆Xi (3.30)

and

cs
ij = di fs(βi) Tji YC

j /αj ∆Xj . (3.31)

The solution of (3.26) can be obtained by inversion, leading to the energy deposit estimator

ŵ = C−1y . (3.32)

The statistical uncertainties of ŵ can be obtained by error propagation

Vw = C−1 Vy

(
CT
)−1

. (3.33)

The bottom row of Figure 3.9 illustrates the resulting decomposition of the total light flux

into fluorescence light, direct and scattered Cherenkov light.
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Figure 3.13: Gaisser-Hillas fit parameters Λ and X0 as obtained from a set of highest quality hybrid
data [147, 149].

3.3.6 Profile extrapolation and error propagation

For a determination of the total shower energy, it is necessary to integrate the energy deposit

profile from the border of the atmosphere until the shower is completely absorbed. There-

fore the observed dE/dX-profile has to be extrapolated beyond the telescope field of view

boundaries using a Gaisser-Hillas (GH) function [157] in slant depth X

fGH(X) =

(
dE

dX

)

max

(
X − X0

Xmax − X0

) Xmax−X0
Λ

e
Xmax−X

Λ , (3.34)

with the position of the shower maximum Xmax, the maximum energy deposit (dE/dX)max

and the two shape parameters Λ and X0. It is only possible to constrain all four GH-

parameters for events where a large portion of the shower profile is observed before as well

as after the shower maximum. For the general purpose, the χ2 needs additional constraints

on the two shape parameters

χ2
GH = ∑

i

(
Fi − ∑j cij fGH(Xi)

)2

σ2
Fi

+

(
Λ − 〈Λ〉

VΛ

)2

+

(
X0 − 〈X0〉

VX0

)2

, (3.35)

where 〈Λ〉, 〈X0〉 and VΛ, VX0
are the mean values and variances for Λ and X0 taken from

a dedicated study of a set of high quality events (see Figure 3.13). The integration of (3.34)

yields the calorimetric energy

Ecal =

∞∫

0

dX fGH(X) . (3.36)

The integration can be solved analytically by utilizing the substitutions

u =
X − X0

Λ
and v =

Xmax − X0

Λ
(3.37)
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in the Gaisser-Hillas function (3.34) to get

fGH(u) =

(
dE

dX

)

max

( e

v

)v
e−u uv , (3.38)

which can be identified by the Γ-distribution. The above integral is then given by

Ecal = Λ

(
dE

dX

)

max

( e

v

)v
Γ(v + 1) , (3.39)

which allows to rewrite (3.34) directly with Ecal as a parameter

fGH(u) = Ecal
e−u uv

Λ Γ(v + 1)
. (3.40)

In this way the statistical uncertainty σflux(Ecal) can be directly obtained from the χ2 + 1

contour of (3.35).

Not all of the total energy of the primary cosmic ray particle is going into the electro-

magnetic component of the air shower. Neutrino production reduces the available energy as

well as muons that need long trajectories to release their energy. To account for this invisible

energy the calorimetric energy is multiplied by a correction factor

Etot = finv Ecal , (3.41)

obtained from air shower simulations. Due to the stochastic nature of air showers, the correc-

tion factor is subject to shower-to-shower fluctuations. The statistical as well as systematic

uncertainty of finv are determined in [158]. Since the meson decay probabilities, and thus

the amount of neutrino and muon production decrease with energy, finv = f (Ecal) depends

on the primary energy [159].

The uncertainties of the reconstructed parameters of the shower geometry need to be

propagated into the profile parameters Xmax and Ecal. The distances ri from the telescope to

the shower axis and therefore the transmission T(ri) as well as the geometry 1/(4πr2
i ) factors

are affected. Furthermore, the shower direction is responsible for the resulting integrated

atmospheric density profile and thus the conversion from position at the shower axis into

slant depth. Finally, there is a strong dependence of the observed amount of direct and

scattered Cherenkov light through the angles βi.

The status of the atmosphere can be measured only with a limited precision. Whereas

Rayleigh attenuation is a theoretically well understood process, the molecular density pro-

files and aerosol content of the atmosphere vary due to environmental influences and need

to be well monitored in order to determine the slant depth and transmission coefficients

needed for the profile reconstruction. Also the uncertainties in these measured atmospheric

properties (see for instance [132, 160]) have to be propagated into the profile parameters.

Standard error propagation of the uncertainties of a set of parameters α= (α1, α2, . . . , αn)
into the quantity q(α) is

σ2(q) =
n

∑
i=1

n

∑
j=1

dq

dαi

dq

dαj
Vα

ij , (3.42)

where Vα is the covariance matrix of the parameters α. In general, the derivatives dq/dαi

cannot be obtained analytically, since q can depend on the parameters α in an arbitrarily
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Figure 3.14: Reconstructed energy deposit profiles and profile parameters for the three individual
eyes of the event from Figure 3.8. Left panel: reconstructed dE/dX-profiles for all three eyes (in
eye-colors) with the propagated statistical uncertainties of the photon flux. Right panel: resulting
energies including propagated geometric and atmospheric uncertainties for all eyes, together with
the error-weighted mean energy (1 σ error band marked yellow).

complicated way. For a general application of (3.42) the derivatives have to be calculated

numerically. With approximation

∆i =
dq

dαi
σi ≈

1

2
[ q(αi + σi) − q(αi − σi) ] (3.43)

it is possible to rewrite (3.42) as

σ2
geom(q) =

n

∑
i=1

n

∑
j=1

∆i∆jρij , (3.44)

where

ρij =
Vα

ij√
Vα

ii Vα
jj

(3.45)

are the correlation coefficients of the parameters αi and αj.

Summarizing the above considerations and using (3.44) the statistical variance of the

total energy (3.41) can be obtained as

σ2
stat(Etot) = E2

tot σ2( finv) +

(
d finv

dEcal
Ecal + finv

)2

∑
i

σ2
i (Ecal) , (3.46)

where i runs over the geometric, atmospheric and flux uncertainties. Since the invisible

energy correction does not affect the depth of the shower maximum, its uncertainty is simply

given by

σstat(Xmax) =
√

∑
i

σ2
i (Xmax) . (3.47)
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Figure 3.15: Layout of the ADST data containers to store reconstructed as well as simulated event
information.

Figure 3.14 summarizes the resulting energy deposit profiles and total energies on the

example of the chosen triple event. It has to be noted that the errors in the profile plots are

just the statistical uncertainties of the light flux conversion (3.33), while the errors on the

total energies are including the propagated geometric and atmospheric uncertainties (3.46).

This is the reason why the total energies are in good agreement with each other, while on

the first look the profiles seem to be in disagreement. The discrepancy is caused by slightly

differing geometric reconstructions of the three telescope events, leading to differing atmo-

spheric corrections and as a consequence to an under- respectively over-estimation of the

energy deposit profile at the shower axis. This illustrates the importance of a correct prop-

agation of the uncertainties of the geometric reconstruction into the final profile parameters

Xmax and Etot.

3.3.7 Data summary trees and event visualization

Participating in the development of a suited data format to work with reconstructed and

simulated Auger data was also part of the work for this thesis. A general purpose ROOT-

based [161] file format, to store the results from SD, FD as well as hybrid event reconstruction

was implemented [162]. The format is called advanced data summary trees (ADST) and allows

to store event data on a user-selectable level of detail (see Figure 3.15). This enables the de-

velopment of standardized analysis algorithms within the large Auger Collaboration, which
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Figure 3.16: Computation time spent for one simulated event on an AMD64 2.1 GHz machine with
1 GB of memory. FDSim [164] is the original standalone C++ telescope detector simulation (no surface
detector) and FSimulation(OG) the corresponding version translated into the Offline framework,
where OG stands for Offline-Group. FSimulation(KG), where KG stands for Karlsruhe-Group, is
the software developed during this thesis, which is by now the officially accepted hybrid detector
simulation for the Auger experiment.

can be easily exchanged between distant groups. The needed reconstructed event data are

provided on a daily basis [163]. Additionally, we developed the powerful EventBrowser

utility to visualize ADST data files. This is needed to get detailed insight in reconstructed

as well as simulated events and is exploited to reach and assure a high level of quality of

the algorithms used during event reconstruction as well as simulation. All of the plots from

Figures 3.8, 3.9 and 3.14 have been created by the EventBrowser.

The ADST packaged allows all members of the Auger Collaboration to work with up-to-

date reconstructed data, without requiring to install, configure and run the heavy Offline

framework. Only a valid ROOT installation is necessary.

Naturally, the analysis, with the aim to derive the proton-air cross section from Auger

data presented here, relies on the reconstructed data in the ADST format.

3.4 Hybrid detector simulation

The simulation task is also embedded into the Offline framework. Starting with the output

from an EAS simulation program [49, 50, 66, 72] the signals induced in the SD and FD detec-

tors have to be inferred as precise and fast as possible. As part of this thesis, the Offline FD

simulation software was significantly enhanced. The main improvements are

• Numerical integration of traversed matter in a curved atmosphere.

• Wavelength dependent ray-tracing.

• Simulated drum calibration.

• Support of upward going shower geometries.

• Use of the fully configurable Offline detector description. Support for HEAT6 electron-

6The High Elevation Auger Telescopes (HEAT) are currently built close to the Coihueco telescope site. First data

are expected during 2008.
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Figure 3.17: The hybrid detector simulation needs to calculate light emission, propagation in a curved
atmosphere and the telescope response as well as the signal and timing induced by the air shower

in the surface detectors. Detector simulations are based on generated longitudinal profiles of dE
dX ,

electron and muons.

ics and telescopes.

• Time dependent detector status.

• Per pixel noise taken from monitoring data.

• Fast surface detector simulation SdSimpleSim.

The full software bundle used for FD simulation in Offline is called FSimulation (KG),

where KG denotes the origin of the code and means Karlsruhe-Group. Thanks to extraordi-

nary runtime stability, tested in thousands of hours of mass production runs in many insti-

tutions, the general high speed of the simulations (cf. Figure 3.16), the detailed implementa-

tion of all relevant physics and also the very user-friendly customization of options, the new

FSimulation (KG) is the generally accepted and exclusively used simulation tool within the

Auger Collaboration for FD and hybrid detector simulations.

3.4.1 Light generation

The calculation of fluorescence and Cherenkov photons produced by particles of the EAS, is

the first step of the detector simulation. It is evident that the atmosphere indeed is a distinct

part of the detector (see Figure 3.17). Thus, it is crucial to gather and use as much knowledge

about the time dependent status of the atmosphere as possible.

Light production is calculated along the shower axis in steps of length dl that can be

specified by the user (default value is c·100 ns). Only the part of the shower can be taken into

account, where all needed atmospheric properties like aerosols, temperature, density and

refractive index are defined by the used models. The distance l is defined along the shower

axis starting from the shower core (usually intersection of the shower axis with ground level)

and getting larger into the direction of shower motion.
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Fluorescence photons are emitted by air molecules, mostly N2, excited by the air shower

cascade. Since the air shower simulation programs do provide direct information about

the amount of energy deposited into the atmosphere, the number of fluorescence photons

emitted per length along the shower axis, dl, can be most accurately computed using this

energy deposit dE/dX

dnaxis
ph,fluo(l, νfluo)

dl
=

dE

dX
(Xslant) · Yfluo(T, ρ, νfluo) ·

(
dE

dX

)−1

0

. (3.48)

Hereby Yfluo(T, ρ, νfluo) is the measured fluorescence yield, including temperature and den-

sity dependence, for the ultraviolet fluorescence emission bands νfluo of interest. The yield

Yfluo is given in units of photons/m for electrons of a fixed energy E0, and the normalization

constant
(

dE
dX

)

0
is the energy deposit of electrons at this energy.

Particles of the EAS with an energy above the Cherenkov emission threshold ECkov emit

Cherenkov photons. The total number of generated Cherenkov photons per length along

the shower axis is proportional to the number of particles above ECkov. Since the shower is

totally dominated by electromagnetic particles, this is in good approximation the number of

electrons above the energy threshold Ne
Ckov. The number of Cherenkov photons emitted is

then
dnaxis

ph,Ckov(l, νCkov)

dl
= YCkov(s, νCkov) · Ne

Ckov(Xslant) , (3.49)

where YCkov is the parameterized total Cherenkov yield for all EAS electrons above ECkov [154,

155, 156, 80]. The calculation of Cherenkov light is always integrated over a wavelength

range around νCkov in order to assure seamless coverage of the full wavelength interval.

Moreover, the emission of Cherenkov photons is strongly forward directed, resulting in the

formation of a bright Cherenkov beam along the shower axis:

naxis
ph, beam(l = 0, νCkov) = 0 (3.50)

naxis
ph, beam(l, νCkov) =

(

dl
dnaxis

ph, Ckov(l, νCkov)

dl
+ naxis

ph,beam(l − dl, νCkov)

)

× TMie TRayleigh . (3.51)

The beam itself is attenuated while moving a distance dl by the transmissivity of the atmo-

sphere due to Mie (TMie) and Rayleigh (TRayleigh) scattering. Of course the transmissivities T

are always a function of wavelength and geometric distance (Mie), respectively grammage

distance (Rayleigh).

3.4.2 Light propagation in the atmosphere

To assure a constant quality of the simulation along the shower axis, the light flux reaching

the telescopes is calculated with a time resolution dt, which is a fixed ratio of the final ADC

sampling time. The default ratio is 10 and the sampling time for standard telescopes 100 ns

while it is 25 ns in the case of HEAT telescopes.

The first problem to solve is the purely geometric question where and when the shower

exactly enters respectively leave the field of view (FOV) of a telescope (cf. Figure 3.18). For
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Figure 3.18: Geometry of a shower entering and leaving the field of view (FOV) of a telescope.

this purpose the FOV of a telescope is approximated by a viewing cone along the telescope

axis ~ntel with an opening angle of θFOV. For any point ~p(t) on the shower axis

~p(t) = ~pinitial + t · c ·~n (3.52)

the angular distance of the vector connecting the position of the eye ~peye and ~p(t)

~d(t) = ~p(t) − ~peye (3.53)

and~ntel can be calculated as

cos θ =
~ntel · ~d(t)

|~ntel| · |~d(t)|
. (3.54)

To find the times t1 and t2, where the shower enters and leaves the FOV (3.54) needs to

be solved for the condition cos θ = cos θFOV. This requires taking the square of (3.54) after

combining with (3.53) and (3.52)

cos2 θFOV =
(~ntel · ~dinitial)

2 + 2ct(~ntel · ~dinitial)(~ntel ·~n) + (ct)2(~ntel ·~n)2

~d 2
initial + 2(~dinitial ·~n) · ct + (ct)2 ·~n 2

(3.55)

and solving the resulting quadratic equation for t:

0 = t2 · c2
(
cos2 θFOV − (~ntel ·~n)2

)

+ t · 2c
(

cos2 θFOV · (~dinitial ·~n) − (~ntel · ~dinitial) · (~ntel ·~n)
)

+ cos2 θFOV · ~d 2
initial − (~ntel · ~dinitial)

2 . (3.56)

Since the FOV cone as defined in Figure 3.18 after quadration extends mathematically also

to the “negative” side (cf. Figure 3.19), the solutions t1 and t2 need to be carefully checked
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Figure 3.19: Example of two shower geometries having invalid intersection points (circles) with the
FOV cone.

for physical correctness. It also has to be checked that the shower is well confined inside

the atmosphere, meaning it cannot start before entering the atmosphere and cannot proceed

after hitting ground. Finally, two times tenter (the smaller value of t1 and t2) and tleave (the

larger value of t1 and t2) are obtained for each of the telescopes, where the shower geometry

intersects the FOV. These times are easily transformed into times at the diaphragm of the

telescope by

tdia = t + |~p(t) −~peye| · c−1 . (3.57)

Since the FOV cone is slightly larger than the real sensitive FOV of a telescope, using the

times tenter and tleave also enables scattered light from just outside the real FOV to be cor-

rectly simulated. At this point the light flux of fluorescence and Cherenkov photons at the

diaphragm of the telescope can be calculated in time bins of dt over the time interval from

tdia
enter to tdia

leave. The back-transformation from time at the diaphragm tdia into time t and thus

position ~p(t) along the shower axis is best calculated within the known SDP (see Figure 3.10)

as

t(tdia) =
t2
0 + R2

p/c2 − t2
dia

2t0 − 2tdia
, (3.58)

where t0 is the time from ~pinitial to the point, where Rp is located on the shower axis. The

transformation into l is just l = linitial + t · c, with linitial is the distance along the shower axis

from the core ~pcore to ~pinitial.

For the isotropically emitted fluorescence light the number of photons arriving at the

diaphragm per area in a given time interval dt can then be written as

dndia
ph,fluo(tdia, νfluo)

dA
=

dnaxis
ph, fluo(l, νfluo)

dl
· dt · c · 1

4πr2
· TMie · TRayleigh . (3.59)

For Mie or Rayleigh scattered photons out of the Cherenkov beam it is

dndia
ph, Ckov−scattered(tdia, νCkov)

dA
= nph, beam(l, νCkov) · Pscattered · TMie · TRayleigh , (3.60)

where Pscattered is the geometric scattering amplitude, taking care of the scattering angle as

well as the distance to the observer. And for Cherenkov light directly emitted into the tele-
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Figure 3.20: The three dimensional structure of an air shower leads to a broadening of the angular
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scope the number of photons is

dndia
ph, Ckov−direct(tdia, νfluo)

dA
=

dnph, Ckov(l, νCkov)

dl
· dt · c · Pdirect · TMie · TRayleigh, (3.61)

with Pdirect being the geometric probability of direct Cherenkov detection, taking into ac-

count the parameterized angular distribution of electrons at the shower axis, as well as the

geometry of the Cherenkov light cone.

3.4.3 Shower structure

Up to this point the shower was handled as a purely one-dimensional object. This is of course

an oversimplification, which we have to correct for. The lateral distribution of dE
dX [165] can

be used to blur the shower structure. For each time interval dt the total light flux at the

diaphragm summed over all wavelengths

dndia
ph (tdia)

dA
= ∑

i

dndia
ph, all(tdia, νi)

dA
(3.62)

is converted into a number of photons

nph, dia(tdia) =
dndia

ph (tdia)

dA
· Adia · cos θdia

1D . (3.63)

To limit the needed computing resources an upper limit nlimit can be defined by the user to

limit the number of photons per time bin generated for ray-tracing

nraytrace(tdia) =

{
nph,dia(tdia) for nph,dia(tdia) ≤ nlimit

nlimit for nph,dia(tdia) > nlimit
. (3.64)
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Figure 3.21: Left panel: Image of a reconstructed shower passing in a distance of (0.99±0.02)km in
front of the Los Leones eye. Lighter colors indicate a larger signal. Shown is the shower image on
the camera arriving within a single 100 ns time bin. The resulting circular shape is a consequence of
the combination of lateral and time spread of light emission at the shower axis. Right panel: Monte
Carlo simulation, performed with the reconstructed parameters of the real event. It shows the same
circular structure. Probably due to a mis-reconstruction of the real event or less scattering of light in
the atmosphere, the lateral extent seems to be smaller compared to the measured event.

By default nlimit is set to 40, which assures sufficient sampling even for a three dimensional

shower structure without generating artificial fluctuations. Photons are generated with a

weight

ωi(tdia) =
nph,dia(tdia)

nraytrace
· Adia · cos θdia

i , (3.65)

which conserves the total light flux at the diaphragm

∑
i

ωi(tdia) =
dndia

ph (tdia)

dA
· Adia · cos θdia

1D . (3.66)

The wavelength of each photon is randomly selected from the probability distribution of

wavelengths at the diaphragm. Photons are generated uniformly on the surface of the di-

aphragm, and with the injection time tdia at which the photon flux at the diaphragm was

calculated for. With (3.58) the time and thus position at the shower axis, where the pho-

tons were produced can be calculated. Using the properties of the atmosphere at this point

(temperature, density) and the age s of the shower, the lateral extend of electrons can be

calculated. Figure 3.20 illustrates how this information can be used to resample the photon

emission point within the local shower coordinate system, by sampling a uniform azimuth

angle φ and a radius r⊥ according to the lateral dE
dX distribution. This newly sampled point is

then used to calculate the arrival direction of the photon i on the diaphragm (θdia
i and φdia

i )

and to correct the arrival time t3D
dia. Strictly, the lateral distribution model for dE

dX is only valid

for fluorescence light production, whereas it is currently also used for the Cherenkov light

emission. Only for large shower ages s > 1.5 there is some sign of disagreement which can

be attributed to an underestimated shower lateral extent (compare Figure 3.20). One of the

future improvements of the simulations will be the implementation of a lateral Cherenkov
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Figure 3.22: Image construction for a spherical optics with radius R and focal surface at F = R/2.
Focal caustic for parallel incoming light (a). Objects in front of the radius point R are seen scaled
down and upside-down between R and F (b). The effect of spherical abberations (shaded ellipses)
is more significant, if larger parts of the mirror are used. This strongly limits correct imaging of the
optics to a small central part of the mirror. Objects located on the radius point are not scaled, but seen
upside-down (c). Between the radius and the focal point F objects are magnified in front of R (d). On
top of the focal point no image is produced (e). Between the focal surface and the mirror objects are
seen magnified behind the mirror and correctly aligned (f).

distribution model [166, 167, 168], which is not yet available, but worked on within the

Auger Collaboration [169]. Another thing not yet implemented is the blurring effect by Mie

and Rayleigh scattering in the atmosphere. Figure 3.21 illustrates how the currently imple-

mented shower structure reproduces real events.

3.4.4 Ray-tracing in the telescope

The generated photons on the diaphragm are then traced through the geometry of the tele-

scope optics. Since the geometry is a simple non-imaging spherical Schmidt optics, the ray-

tracing can easily be done using a custom-written code. The radius of the focusing mirror

is R = 3.4 m and all components of the optics are arranged with respect to the center of

the mirror. Spherical optics allows to observe a large field of view by focusing light from a

wide range of directions on the focal plane, which itself is a sphere with radius R/2 located

at R/2. However, spherical optics produce large spherical abberations because they do not

focus light on a single point but on a caustic surface (see Figure 3.22 (a)), which in fact leads

to a blurred spot on the focal plane. The radius of this spot is rapidly increasing if a larger
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Figure 3.23: Simulated light spot on top of pixel 1 at the corner of the camera (left), on top of pixel
210 in the center of the camera (middle), and measured light spot produced by the ultraviolet light of
the star Vega on the center of the camera (right). For the simulated spots the intensity of blue shows
light, which passed through the corrector lens, and red is light, which was not refracted by the lens.
In the measured spot one can see a fine structuring caused by the segmentation of the mirror.

part of the mirror surface is used. Figure 3.22 (b) shows how the spherical abberations are

getting more significant if a larger part of the mirror is illuminated. For an imaging optics

the spherical abberations have to be corrected for by an additional corrector lens. For the

Auger telescopes the abberations only need to be limited to produce spots on the focal sur-

face well smaller than the size of the used PMT pixels. This is why a diaphragm opening

window of radius 0.85 m is used in order to limit the available mirror area, keeping the spot

diameter within about 0.6◦ while the pixel field of view is 1.5◦. In order to increase the sensi-

tivity of the Auger telescopes the light collection area was almost doubled by increasing the

diaphragm opening from 0.85 m to 1.1 m and installing a corrector ring on the outer 25 cm to

compensate the increased spherical abberations, still keeping the spot size within 0.6◦ (see

Figure 3.23).

Ray-tracing of photons in the telescope optics takes care of reflection and refraction at the

corrector lens, mirror, light collectors and PMT window (c.f. Figure 3.24). Transmission and

reflectivity of all materials is properly considered. Photons reaching the photocathode of a

PMT are added to the corresponding photon signal nPMTi

ph (t), which is binned with the ADC

sampling time of 100 ns (25 ns for HEAT). A correction factor ωbinning = dtADC/dtdia is used

due to the different time binning of photons at the diaphragm dtdia, which is typically 10 ns,

and the time binning on pixel level dtADC, determined by the 100 ns ADC sampling time.

Figure 3.25 shows a comparison of the simulated angular efficiency of photon detection by

the PMTs mounted in the camera with a dedicated measurement [170].

To take into account the measured wavelength dependent end-to-end telescope efficiency

relative to νnorm = 380 nm

ǫrel
eye(ν) =

ǫeye(ν)

ǫeye(νnorm)
, (3.67)

the photon weight after ray-tracing is multiplied by a correction factor

ωrelative(ν) =
ǫrel

eye(ν)

ǫrel
tel(ν)

, (3.68)
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Figure 3.24: Ray-traced photons through the geometry of the telescope. Red photons are passing
directly through the diaphragm opening. Blue photons are refracted by the corrector lens.

where ǫtel(ν) is the combined efficiency of all optical components used during ray-tracing

simulations

ǫtel(ν) = ǫfilter(ν) ǫlens(ν) ǫmirror(ν) Qeff(ν) . (3.69)

By using this telescope response (relative to νnorm = 380 nm) the simulated events can be

consistently reconstructed with the same settings as used for real data. The last correction

which is applied for each pixel i is the simulated drum calibration constant

ωcal
i =

ksim,drum
i

kcal
i

, (3.70)

where kcal
i is the calibration constant going to be applied during reconstruction and ksim,drum

i

is the response of the pixel i to a uniform light flux of a simulated drum in front of the

diaphragm.

3.4.5 Background light

All telescopes permanently record background light from bright stars, the milky way, the

moon, the atmosphere and other sources [171]. This background light has no relevant time

structure on the scale of an FD event ( 1000 µs) and is responsible for most of the fluctuations

seen in the ADC traces. Obviously this background light flux Φdia
bg is slowly changing with

time (moon cycle, atmospheric condition, stars in the FOV) and also dependent on the view-

ing direction (zenith angle dependence,...). The background photon flux can be calculated

from the recorded variance of ADC traces by subtracting the measured variance caused by

electronics noise Vnoise = 3.5 (ADCcounts)2

Vbg = Vtrace − Vnoise . (3.71)
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Figure 3.25: Left panel: Efficiency of photon detection for a PMT of the FD camera for different photon
impact angles [170]. Right panel: Simulated distribution of photon impact angles on the corner pixel
1 and the central pixel 210. The strong impact of the light collectors (called mercedes) can be clearly
identified.

The fluctuations after the PMT can be expressed as convolution of the Poissonian fluctua-

tions of photo electrons at the cathode σ2
PE = 〈nPE〉 convoluted with Gaussian broadening

due to the dynode chain

σ2
PE, amp = σ2

PE + σ2
dynodes = 〈nPE〉 · (1 + Vg) (3.72)

with σ2
dynodes = 〈nPE〉 · Vg and the measured gain variance Vg = 0.41. Multiplying (3.72)

with the gain g and the quantum efficiency Qeff transforms the units from number of PEs to

ADC counts and can then be directly compared to (3.71), which gives the mean number of

background photons 〈nbg〉 at each pixel i per ADC sampling time bin dtADC

〈
nPMTi

ph,bg

〉
=

Vbg

g2(1 + Vg)Qeff
. (3.73)

3.4.6 Electronics and sampling

Given the shower photon signal and the background photon flux at each PMT the number

of generated PEs at the photocathode at time tADC can be calculated for each bin of the ADC

traces as

nPMTi
PE (tPMT) = Poisson

[
(nPMTi

ph,bg + nPMTi

ph,shower) · Qeff

]
. (3.74)
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The PEs can then be converted into an ADC signal and associated fluctuations by

sPMTi
ADC (tADC) =

(
nPMTi

PE (tPMT) + Gauss
[
0, σdynodes

]
−
〈

nPMTi

ph,bg

〉
· Qeff

)
· g (3.75a)

+ Gauss [0, σnoise] (3.75b)

+ baseline (3.75c)

with the Gaussian fluctuations by the dynode chain σ2
dynodes = Vg · nPMTi

PE (tPMT) and the

Gaussian fluctuations added by the electronics σnoise. In line (3.75a) the Poissonian fluctu-

ations are combined with the Gaussian fluctuations and then reduced by the mean num-

ber of background light PEs. The latter subtraction is performed, because the ADC base-

line is added separately later, and the background photons are used only to produce the

right fluctuations. The amplified PEs are then multiplied with the gain g to convert the

result into ADC counts. The electronics adds another Gaussian noise term with σ2
noise =

3.5 (ADCcounts)2
(line (3.75b)). Finally the baseline is added in line (3.75c). Now the elec-

tronics filter characteristics has to be taken into account by convoluting sPMTi
ADC (tADC) with a

filter response function

sPMTi
ADC (tADC) =

∫
dt sPMTi

ADC (t)
1

σ
√

2π
e−

1
2 (t−tADC)2/τ2

, (3.76)

where τ =
√

log(2)
2π fcutoff

and fcutoff =3.1 MHz is the Gaussian filter 3 dB cutoff frequency [172].

3.4.7 Trigger

With the simulated ADC trace for each pixel the FD trigger can be simulated. The trigger

system for the Auger telescope detectors is organized in three layers [130]. For each PMT

the first level trigger (FLT) condition is a running boxcar sum over 10 ADC bins to be larger

than the FLT threshold. In the real DAQ the threshold is dynamically adjusted to yield a

100 Hz FLT trigger rate per PMT. For the purpose of simulations the threshold has to be set

to a level, which corresponds to the 100 Hz trigger rate.

With all the FLT pixels of a camera the second level trigger (SLT) algorithm can search for

the geometric SLT patterns. In real DAQ the SLT is implemented on the hardware level. It

reads two camera columns every 100 ns, resulting in a total time of 1 µs to read all 20 columns

of a camera. Thus the timing resolution of the SLT trigger is 1 µs. The first SLT trigger on

a camera triggers readout of the electronics and defines the time window of an event: the

event starts 300 time bins before the SLT and lasts for 1000 ADC bins. It is therefore necessary

to simulate a time span starting at least 300 ADC time bins before the shower signal arrives

at the camera and 700 ADC time bins after the shower has left the camera. Since the FLT and

SLT triggers are hardware implemented, they are reprogrammed in C++ for the purpose of

simulations.

For each SLT trigger the third level trigger (TLT) is evaluated. The TLT is the last trigger

step working on camera level. It combines timing and geometric information in order to

separate direct muon hits and lightning from real shower events.

The last trigger step is the eye trigger (T3) which combines all camera events. The TLT

and T3 algorithms are directly taken from the FD-DAQ software, to assure exactly the same

processing of simulated and real data.
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3.4.8 SD signal generation

Since no ground particles are generated by CONEX, a very simple and fast approach was

followed to generate the needed SD detector response. The utility was implemented in the

SdSimpleSim module of the Offline framework and can therefore easily be used within any

detector simulation run. For a detailed description see Appendix A, here only the function-

ality as it was used to generate the detector simulations for this work is described.

During hybrid event reconstruction the SD station information is used to provide tim-

ing at a well known location. The station signal itself is only needed for station selection,

in combination with the geometry of the station with respect to the reconstructed FD-only

shower axis. This means it is needed to generate a realistic tank timing close to the shower

core, though a flat shower front can be assumed in good approximation. Shower front fluc-

tuations as well as detector timing resolution are taken into account. According to [173] the

timing uncertainty is

σ2
ti

= σ2
t0 + (k ρ2

i cos θ)2 (3.77)

with ρi the shower plane distance of station i, σt0 = 26.84 ns the detector time resolution and

k = 5.368 · 10−5 ns/m2.

The integrated tank signal itself does not need to be very precise, meaning we can use a

simple model for the lateral particle distributions and normalize it to the longitudinal profile

at the shower axis given by CONEX.

Realistic noise tanks in the SD array are important, since mis-selection of the hybrid tank

is a frequent source of mis-reconstruction and therefore an important factor for the overall

reconstruction efficiency. The single tank trigger cannot be simulated in detail, since no ADC
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Figure 3.26: Resulting event after full detector simulation and reconstruction. The incident primary
particle is a proton with 100 EeV.

71



signal trace is generated. Thus, lateral trigger probability (LTP) parameterizations [174, 175]

are used to evaluate the individual tank trigger probabilities.

Only SD stations flagged as alive by the SD monitoring data [176] are considered during

simulation. This automatically reflects the growth of the array with time as well as all tech-

nical problems which occurred during SD data-taking.

In Figure 3.26 the final product of a hybrid detector simulation after the standard event

reconstruction procedure is illustrated. The visualization is done with the 3D-mode of the

EventBrowser.
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4 A novel method to derive the proton-air cross section

To derive the proton-air cross section based on the hybrid dataset of the Pierre Auger Obser-

vatory, a novel method is developed. The fundamental formulation is necessarily identical

to (2.14), as it is described in Section 2.6.2. For this reason, there is large similarity to previ-

ous analysis approaches. However, two new aspects are added which are demonstrated to

be important for the cross section measurement. Since the method is an indirect measure-

ment of the first interaction point X1 based on the observation of air showers, the impact of a

changing cross section on the resulting shower development is fully incorporated within the

approach. Additionally, the impact of air shower selection due to the acceptance of the de-

tector is directly accounted for. Finally, the definition of an invisible cross section is discussed.

However, it is demonstrated to have little impact on the resulting cross sections.

4.1 Motivation of Xmax as observable

The depth of the maximum of the shower development Xmax is a very well established ob-

servable. It can be directly observed by fluorescence telescopes and Section 3.3.6 describes

in detail how Xmax is reconstructed and how geometric and atmospheric uncertainties are

properly propagated into the uncertainty of Xmax. Nevertheless, already in 1982 it was pro-

posed by [112] to use the depth of the quarter maximum X1/4 instead of Xmax in order to

improve the sensitivity to the first interaction. At this time no detector was available to

measure the shower profile accurately enough for a reliable estimate of X1/4. However, the

detector of the Pierre Auger Observatory can measure profiles very precisely down to even

smaller intensities as X1/4.

The principle idea in choosing an observable Xx located at closer distance to the first

interaction X1 is to enhance the correlation from Xx to X1. But in fact the shape of the elec-

tromagnetic bulk of the air shower, as it is observed with a telescope detector is determined

by the few ultra-high energy interactions during the shower startup phase (cf. Figure 2.10).

After most of the shower energy is transferred into electromagnetic particles, the shower

profile at any development stage, from the shower maximum Xmax to much earlier devel-

opment stages Xx, is already predetermined. Therefore no extra information is contained

in Xx compared to Xmax. Figure 4.1 depicts ∆Xx-distributions for x = 1/4 and 1/10. The

model differences are very similar, while the general width of the ∆Xx-distributions is get-

ting narrower for smaller x. This might be an interesting feature, since the fluctuations of

the correlation function ∆Xx cover the fluctuations originating from X1, which is leading

to a loss of sensitivity if the fluctuations of X1 are getting too small compared to ∆Xx. De-

pending on the magnitude of the proton-air cross section, the expected RMS of X1 is about

∼45 gcm−2, while the width of ∆Xx approximately corresponds to the β parameter, as shown

in Figure 4.2 (middle), which changes from ∼21 gcm−2 to ∼12 gcm−2 for decreasing x. How-

ever, the experimental difficulties in measuring Xx are getting larger for a smaller x, mostly

because of the requirement of a simultaneous and good observation of Xmax and Xx. Also

atmospheric corrections will get much more important, since generally Xx is much further

away from the detector than Xmax. In total this will lead to a deterioration of the achievable

resolution, compared to the ∼20 gm−2 for Xmax, which at least compensates the gains by the

reduced fluctuations of ∆Xx.
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Figure 4.1: Shower development from the first interaction point X1 up to a specific fraction of the
shower maximum (dE/dX)max. The principle model differences do not vanish while moving to
earlier shower stages.

On the other hand, it has to be investigated if the inherent model dependence of ∆X1 =

Xmax − X1, as displayed in Figure 2.28 (left), may be reduced by alternatively using the

correlation ∆Xx = Xx − X1. In Figures 4.1 and 4.2 it is demonstrated that there is no benefit

in doing so. This is again due to the fact that the model dependence is produced mostly in

the hadronic interactions at ultra-high energy during the shower startup phase, where the

subsequent electromagnetic shower cascade is initiated. Thus, there is no reason to move

from the well defined observable Xmax to anything less strict, like the position of shower

development at a certain fraction of the maximum.

4.2 Impact of mass composition and hadronic interaction features on air showers

4.2.1 Dependence of air shower observables on features of the hadronic interactions

In order to explore the impact of uncertainties of the present high energy hadronic interac-

tion models on the interpretation of air shower observables, the CONEX program is modi-

fied to change some of the interaction characteristics during EAS simulation. To achieve this,

individual interaction characteristics are altered by the energy dependent factor

f (E) =

{
1 E ≤ 1 PeV

1 + ( f10 EeV − 1) · log10(E/1 PeV)/ log10(10 EeV/1 PeV) E > 1 PeV
. (4.1)

This factor gets 1 below 1 PeV, where the models are constraint by accelerator data. Above

1 PeV the factor grows linearly with the logarithm of the energy, reaching the normalization

value of f10 EeV at 10 EeV. This reflects the increasing uncertainty of the extrapolations with

energy. The factor f (E) is then used to modify specific characteristic properties of the sec-

ondary particle distributions created in hadronic interactions. Note that with this approach

the strict idea of correlations as shown in Figure 2.15 is violated, since only individual prop-

erties are changed, thus leaving the parameter space provided by the original model. Nev-

ertheless one can get a clear impression of how the resulting EAS properties are depending
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on the specific interaction characteristics. Obviously, for large deviations from the original

model, these results are getting less reliable and have to be treated with some caution.

For these studies a modified CONEX version is implemented that evaluates f (E) after

each hadronic interaction and enters a secondary particle resampling algorithm7 for the case

of f (E) 6= 1. The resampling algorithm is written in order to specifically change individual

properties of the secondary particle distributions, while conserving all of the important fea-

tures like total energy, charge, particle types and energy fractions in different particle types

as far as possible. In the following the resampling algorithm is utilized to study the impact

of the secondary multiplicity on the resulting air shower development. This is motivated by

the enormous model uncertainty of the predictions for the secondary particle multiplicity,

discussed in Section 2.2.3 (cf. Figure 2.14 on page 18).

Multiplicity. In order to change the multiplicity of secondaries, first of all, the leading

particle needs to be excluded to prevent a change of the elasticity at the same time. The

remaining particles are grouped together with respect to their type: nucleons, pions, kaons,

gammas, electrons and muons. To yield a different multiplicity, particles are removed or

duplicated at random from these groups depending on an increasing ( f (E) > 1) or decreas-

ing ( f (E) < 1) multiplicity. After the particle number has been adapted to be n
prior
mult · f (E)

the kinetic energy per particle group is scaled to yield exactly the same total energy as prior

to the resampling. This assures energy conservation as well as a constant energy ratio be-

tween the particle type groups. To conserve the charge, particles are changed to their anti-

partners within particle type groups, until the total charge balance is restored up to a maxi-

mum charge offset of ±1. Finally, all particle momenta are re-computed. Since CONEX is a

1D-EAS simulation code, no special efforts are made to conserve pt.

Although, it is recognized that this approach to determine the impact of a changing mul-

tiplicity on the resulting shower development may not be the ultimate one, it certainly is an

important investigation with relevance for the interpretation of air shower data. The devel-

7Available at http://www-ik.fzk.de/~rulrich.
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Figure 4.3: Impact of a modified secondary multiplicity on the mean and RMS of the observables

Xmax, Ne(Xobs = 1000 gcm−2) and Nµ(Xobs = 1000 gcm−2) for proton initiated air showers at 10 EeV.
The dashed lines are just to guide the eye.

oped method allows us to resample secondary particles of hadronic interactions in order to

increase or decrease the multiplicity with as few assumptions as possible. No particle energy

spectra or any other model is utilized. Of course artificial fluctuations are introduced since

only existing particles can be deleted or duplicated. But the qualitative shape of the particle

energy spectra, the energy ratio between particle groups, the charge balance and the total

energy as well as the leading particle are preserved as far as possible.

The effect of a changed multiplicity on EAS observables is summarized in Figures 4.3

and 4.4. The simulations are done for proton primaries at 10 EeV with CONEX and the

interaction models EPOS, SIBYLL and QGSJETII. The CONEX tracking energy threshold

is set to 1 PeV, to require full interaction Monte Carlo simulation for all interactions above

76



]-2     [gcmmaxX
650 700 750 800 850 900 950 1000 1050 1100

m
ax

d
N

/d
X

-410

-310

-210
 0.30× 

mult
EPOS 1.6, n

 1.00× 
mult

EPOS 1.6, n

 3.00× 
mult

EPOS 1.6, n

(E>1MeV))
e

(N
10

log
9.5 9.6 9.7 9.8 9.9 10

(E
>1

G
eV

))
µ

(N
10

lo
g

7.3

7.4

7.5

7.6

7.7

7.8

7.9
 0.30× 

mult
EPOS 1.6, n

 1.00× 
mult

EPOS 1.6, n

 3.00× 
mult

EPOS 1.6, n

]-2     [gcmmaxX
650 700 750 800 850 900 950 1000 1050 1100

m
ax

d
N

/d
X

-410

-310

-210
 0.30× 

mult
SIBYLL 2.1, n

 1.00× 
mult

SIBYLL 2.1, n

 3.00× 
mult

SIBYLL 2.1, n

(E>1MeV))
e

(N
10

log
9.5 9.6 9.7 9.8 9.9 10

(E
>1

G
eV

))
µ

(N
10

lo
g

7.3

7.4

7.5

7.6

7.7

7.8

7.9
 0.30× 

mult
SIBYLL 2.1, n

 1.00× 
mult

SIBYLL 2.1, n

 3.00× 
mult

SIBYLL 2.1, n

]-2     [gcmmaxX
650 700 750 800 850 900 950 1000 1050 1100

m
ax

d
N

/d
X

-410

-310

-210
 0.30× 

mult
QGSJETII.3, n

 1.00× 
mult

QGSJETII.3, n

 3.00× 
mult

QGSJETII.3, n

(E>1MeV))
e

(N
10

log
9.5 9.6 9.7 9.8 9.9 10

(E
>1

G
eV

))
µ

(N
10

lo
g

7.3

7.4

7.5

7.6

7.7

7.8

7.9
 0.30× 

mult
QGSJETII.3, n

 1.00× 
mult

QGSJETII.3, n

 3.00× 
mult

QGSJETII.3, n

Figure 4.4: Distributions of the observables Xmax (left) and Nµ(Xobs = 1000 gcm−2) versus Ne(Xobs =

1000 gcm−2) (right) for modified secondary multiplicities with f10 EeV values 0.3, 1 and 3 simulated
for the interaction models EPOS 1.61, SIBYLL 2.1 and QGSJETII.3. The FWHM contour of the dis-
tributions are displayed in the right column. The simulations are preformed for proton initiated air
showers at 10 EeV.

1 PeV. For each value of f10 EeV, 1000 showers are simulated. In Figure 4.3 the mean and

RMS values for the resulting Xmax, Nµ and Ne distributions are shown for all the simulated

multiplicity factors f10 EeV.

With an increasing multiplicity nmult the Xmax-distribution shifts to shallower depth, as

expected from the Heitler model. This is a consequence of distributing the available energy

onto a growing number of particles. The resulting lower energy electromagnetic subshow-

ers reach their maximum earlier. The impact on the RMS of the Xmax-distribution is small,

but there is a significant trend to less fluctuations for an increasing number of secondaries.

Interestingly, the number of muons Nµ itself is affected only slightly, besides the changing
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number of produced secondaries and thus muons per interaction. This is due to the fact

that muons are mostly produced by decaying mesons. While, for the case of an increasing

multiplicity, the number of secondaries and thus mesons is growing, the energy per particle

is reduced correspondingly. This is leading to an earlier dropping of the energy per meson

below the critical energy, where they then stop to interact and hence no longer participate in

multiplicative particle production, but just decay. This is partly compensating the effect of

increasing particle number by the increased multiplicity, and takes care of the muon num-

ber after 1000 gcm−2 of shower development being relative stable with respect to a changing

multiplicity. The impact on the electron number at the observation level Xobs =1000 gcm−2

shows a pronounced minimum close to f10 EeV = 1 for all interaction models. The rising

trend in the direction of smaller nmult can be explained by the increase of Xmax and therefore

the shower maximum comes closer to the observation level. On the other hand the rising

trend in the direction of larger nmult is again just the consequence of a generally growing

number of secondary particles. It is an interesting finding that all models are built in order

to predict a close to minimal number of electrons Ne. In contrary to muons, the RMS is sig-

nificantly changing while nmult gets larger. This can be explained by comparing to Figure 2.9,

where it is shown that Ne-fluctuations are strongly depending on the distance to the shower

maximum.

In Figure 4.4 some of the relevant distributions for three selected values of f10 EeV for all

interaction models are shown. The left column demonstrates how the Xmax-distributions are

shifted to deeper respectively shallower depth by changing the multiplicity. The right col-

umn illustrates how the Ne/Nµ-distribution moves slightly to the lower left for a decreasing

multiplicity and to the upper right for an increasing multiplicity.

Cross section. Modifying the cross section can be implemented straightforwardly. No sec-

ondary particle resampling is needed. Only the extrapolated value of all hadronic cross

sections has to be multiplied by f (E) (see Figure 4.5). This is not only done for the primary
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Figure 4.6: Impact of a modified cross section on the mean and RMS of the observables Xmax,

Ne(Xobs = 1000 gcm−2) and Nµ(Xobs = 1000 gcm−2) for proton initiated air showers at 10 EeV. The
dashed lines are just to guide the eye.

particle and hence σp−air, but for all corresponding hadronic interaction cross sections in the

EAS above the chosen transition energy of 1 PeV. The impact on the distribution of Xmax, Nµ

and Ne is shown in Figures 4.6 and 4.7.

The mean as well as the RMS of the Xmax-distribution are dropping with a larger cross

section. The effect is very pronounced, since the depth of the first interaction X1 is affected

as well as the shower startup phase. Both effects are pointing into the same direction. This

makes Xmax a sensitive observable for a cross section measurement. The impact on the muon

number Nµ is not very large. Since the shower maximum moves away from the observation

level with increasing cross section, we just see the slow decrease of the muon number at late

shower development stages, while the fluctuation of Nµ stays basically constant (compare
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Figure 4.7: Distributions of the observables Xmax (left) and Nµ(Xobs = 1000 gcm−2) versus Ne(Xobs =

1000 gcm−2) (right) for modified cross sections with f10 EeV values 0.5, 1 and 2 simulated for the
interaction models EPOS 1.61, SIBYLL 2.1 and QGSJETII.3. The FWHM contour of the distributions
are displayed in the right column. The simulations are preformed for proton initiated air showers at
10 EeV.

Figure 2.9). The generally large number of muons in EPOS is a consequence of an increased

importance of baryons as secondaries of hadronic interactions [96]. This leads to a larger

number of hadronic interactions, and subsequently to the production of more muons. The

mean electron number as well as its fluctuations depend strongly on the distance of Xmax

from the observation level (also compare Figure 2.9). Combined with the influence of the

modified cross section on Xmax this explains well the strong decrease of the mean Ne as well

as the RMS with increasing cross section. For very low cross sections, the shower maximum

comes closer to the observation level, which can be observed as a decrease of the fluctuations

in Ne. In contrary to all other models, EPOS shows a slight increase in the fluctuations of Ne,
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Figure 4.8: Impact of different primary cosmic ray particles on the mean and RMS of the observables

Xmax, Ne(Xobs = 1000 gcm−2) and Nµ(Xobs = 1000 gcm−2) for photon (A = 0), proton (1
1H), helium

(4
2He), nitrogen (14

7 N), neon (20
10Ne), silicon (28

14Si), calcium (40
20Ca) and iron (56

26Fe) initiated air showers
at 10 EeV. The dashed lines are just to guide the eye. They exclude the photon primaries, since they
behave fundamentally different than hadronic primaries.

which is probably due to the production of π0 mesons with a hard energy spectra.

The relevant distributions for three selected values of f10 EeV are shown in Figure 4.7.

The left column demonstrates the dramatic change of the shape accompanied by a small

shift of the Xmax-distributions. The right column illustrates a clear shifting of the Ne/Nµ-

distributions along a slightly inclined line.
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Figure 4.9: Distributions of the observables Xmax (left) and Nµ(Xobs = 1000 gcm−2) versus Ne(Xobs =

1000 gcm−2) (right) for primary cosmic rays with mass A = 1 (proton), 7 (nitrogen) and 26 (iron)
simulated for the interaction models EPOS 1.61, SIBYLL 2.1 and QGSJETII.3. The FWHM contour
of the distributions are displayed in the right column. The simulations are preformed for proton
initiated air showers at 10 EeV.

4.2.2 Impact of primary mass composition on air shower observables

It is phenomenologically well understood how nuclei of different mass A produce shower

maxima at different depth Xmax(A) and how shower-to-shower fluctuations decrease with

A. A very successful model to relate mass A to proton primaries is the semi-superposition

model [94]. It describes the resulting fluctuations from nucleus-nucleus interactions very

well. The model assumes that only the N out of the A nucleons of the incident cosmic ray

nucleus participate in the interaction that are located in the geometric overlap region of the

projectile and the target nucleus [177]. The mean number of interacting nucleons is related
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Figure 4.10: Impact of primary particle mass on Xmax at 10 EeV for several models.

to the cross section

〈N〉 =
A B σpp

σAB
, (4.2)

with the mass number A of the projectile and B of the target. Since 〈N〉 ≤ A the predicted

fluctuations of the semi-superposition model are in between the proton and the superposition

model. The superposition model assumes that the A nucleons of the projectile are completely

independent with an energy of E0/A. Since the nucleons are not completely independent,

but weakly bound (∼ 8 MeV) in the nucleus, the predicted fluctuations are too small.

The relative change of the Xmax-distribution from a pure proton to a pure mass A pri-

mary composition can be evaluated using CONEX simulations. The impact of the primary

mass A on the mean and RMS of the Xmax, Ne and Nµ-distributions is summarized in Fig-

ure 4.8. Since photon primaries are not hadronic, they are discussed separately. The model

differences for photon induced showers are much smaller, since the simulation of electro-

magnetic interactions is performed with EGS4 [178], regardless of the hadronic interaction

model. Also the extrapolation of electromagnetic interactions to air shower energies is not

expected to produce large uncertainties. Only photo-hadronic interactions result in a small

dependence on hadronic interaction models. This is why the mean and RMS of the Nµ-

distributions for photon induced air showers are the only ones strongly affected by model

dependence. Especially the mean and RMS of the Xmax-distribution and also the mean and

the RMS of the Ne-distribution exhibit only a negligible model dependence for photon in-

duced air showers.

The mean of Xmax can be described by a ∝ log(A−1) behavior. This is a consequence of

the distribution of the total primary energy of the nucleus E0 onto the A nucleons E = E0/A.

Only the EPOS model shows a slight deviation from ∝ log(A−1). Furthermore, the RMS

of Xmax shows a very strong dependence, which makes it one of the prime composition-

sensitive observables [26, 52, 27, 28, 179].
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The mean muon number Nµ is growing with A, because of the increase in the number of

hadronic interactions and therefore secondary mesons that subsequently decay into muons.

The decreasing RMS with A is a consequence of the overall increased particle number.

Mostly as a consequence of the decreasing Xmax and thus the shower maximum moving

away from the surface detector, the mean number of electrons is decreasing with A. At the

same time the RMS of Ne is getting smaller, due to the decreasing RMS of Xmax.

In Figure 4.9 several of the resulting distributions of Xmax and Ne versus Nµ are shown.

The left row demonstrates the strong impact of the primary particle type on the resulting

Xmax-distribution. On the right side it is shown how the surface array observables Ne and

Nµ can be utilized to analyze the primary mass composition. In Figure 4.10 it is illustrated

how the Xmax-distributions for proton, helium and iron primaries are positioned relative to

each other for several models.

4.3 Parameterization of the Xmax-distribution

Combining the results of the work so far, it is now possible to construct a model of the ob-

servable Xmax. The fundamental description of the distribution of observed Xmax in terms

of σp−air and other hadronic interaction properties is based on (2.14) as described in Sec-

tion 2.6.2, which is repeated here

dP(Xrec
max)

dXrec
max

= P(Xrec
max) =

∫
dX1

∫
d∆X1

e−X1/λp−air

λp−air
· P1(∆X1) · Pres(Xrec

max − Xmax) ,

with X1 + ∆X1 = Xmax. It is stated that the Xrec
max-distribution can be deduced from double

folding the exponential distribution of X1 with the shower development ∆X1 and the detec-

tor resolution. In this form it does only apply for detectors with an ideal acceptance, which

is absolutely not the case for telescope detectors (see Figure 4.11). Therefore, the additional

folding of the detector acceptance into the final Xrec
max-distribution needs to be introduced.

The acceptance function is defined as

Pacc(Xrec
max, Xi

low, Xi
up) =

{
1 for Xi

low < Xrec
max < Xi

up

0 otherwise
. (4.3)

Because of the complexity of the resulting model, a direct unfolding of the measured Xrec
max-

distribution to obtain the original X1-distribution, as it was proposed by the HiRes Collabo-

ration [109], is not feasible any more. Thus, the developed forward folded model is used as

input for a log-likelihood minimization. This is important, since it allows us to extend the

fit to regions of the Xmax-distribution with very few or even zero entries by assuming cor-

rect Poissonian fluctuations. Additionally, by substituting σp−air = λp−air/〈mair〉 during the

application of the Xmax-model, the uncertainty on the cross section can be derived directly

from the χ2
logP + 1-contour line. The only remaining free parameters of the model are the

cross section σp−air and the additionally introduced parameter Xshift

P(Xrec
max) = f

(
σp−air, Xshift

)
, (4.4)

where Xshift allows us to shift the P1-distribution to ∆X1 → ∆X1 + Xshift. The explicit in-

troduction of the Xshift parameter is necessary in order to reduce the model dependence
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Figure 4.11: Fiducial detection phase space. For any given shower geometry there exist the points
Xlow and Xup, where the air shower enters respectively leaves the field-of-view of a telescope. Since
Xlow and Xup are most conveniently expressed in integrated traversed atmospheric matter (slant
depth), they also depend on the changing atmospheric density profile.

of the reconstruction. This can be easily understood by looking at the P1-distributions in

Figure 2.28 (left) (on page 34), which are shifted with respect to each other. It is found that

the Xshift parameter is highly model dependent and comprises many additional effects of the

characteristics of high energy hadronic interactions on the Xmax-distribution. In Section 4.2.1

it is demonstrated how the secondary multiplicity may act as the expected prime cause for

such an additional shift (see Figure 4.3, top row and Figure 4.4, left column). But also other

less important effects like the elasticity may contribute to Xshift. The only critical assumption

related to the existence of Xshift for the cross section reconstruction is that any additional and

unknown changing characteristics of hadronic interactions at extreme energies contributes

only to a global shift of Xmax and thus ∆X1, while leaving the shape of the distributions un-

changed. More details on Xshift are given in Section 4.4.2. The full model of Xrec
max can now be

written as

dN(Xrec
max)

dXrec
max

=

(∫
dNacc(Xrec

max)

dXrec
max

· dXrec
max

)−1

· dNacc(Xrec
max)

dXrec
max

, (4.5)

with the distribution

dNacc(Xrec
max)

dXrec
max

=
nevents

∑
i=1

Pacc(Xrec
max, Xi

low, Xi
up)

Xmax
1∫

Xmin
1

dX1

∆Xmax
1∫

∆Xmin
1

d∆X1
e−X1/λp−air

λp−air

· P1(∆X1 + Xshift, λp−air)

· Pres(Xrec
max − Xmax, σXmax(Ei)) . (4.6)
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The normalization (4.5) is required in order to preserve the overall probability, since the de-

tector acceptance Pacc is cutting into the tails of the distributions for every shower geometry

i and thus destroys the conservation of probability. The sum in (4.6) runs over a set of nevents

reconstructed shower events with (Ei, Xi
low, Xi

up) in order to sample from realistic distribu-

tions for the energy and the detector acceptance.

The numerical evaluation of (4.5) is a computational demanding task, since the triple

folding corresponds to an algorithmic expense of N · N · N, which means for a typical N of

1000 a single evaluation results in ∼ 109 computation steps. During a minimization with

MINUIT [180] the function (4.5) is called several thousand times. Therefore, some effort is

spent in order to keep the computational demands low. Firstly, Romberg integration is used,

which allows us to achieve a maximum precision with the least number of function evalu-

ations. Secondly, the integrations in (4.6) are carried out only over the intervals in X1 and

∆X1, where a non-vanishing contribution to Xrec
max is expected. This is from

Xmin
1 = max

(
0, Xrec

max + ∆start
Xmax

− ∆X
stop
1

)

to

Xmax
1 = max

(
0, Xrec

max + ∆
stop
Xmax

− ∆Xstart
1

)

respectively from

∆Xmin
1 = min

(
max

(
∆Xstart

1 , Xrec
max + ∆start

Xmax
− X1

)
, ∆X

stop
1

)

to

∆Xmax
1 = max

(
min

(
∆X

stop
1 , Xrec

max + ∆
stop
Xmax

− X1

)
, ∆Xstart

1

)
,

where the parameterized P1 and Pres-distributions are assumed to be non-zero over the range

from ∆start
Xmax

to ∆
stop
Xmax

and from ∆Xstart
1 to ∆X

stop
1 . The corresponding values depend on the cho-

sen parameterizations and are given in Sections 4.4 and 5.2.

For the remaining parts of this section, where the performance of the Xmax-model is thor-

oughly tested, only air shower profiles on the CONEX level plus additional Gaussian detec-

tor resolution are utilized. Thus it is not required to correct for the detector acceptance and

therefore Pacc = 1. The Gaussian detector resolution is chosen to be 20 gcm−2. And for any

application of the log-likelihood fit an Xmax-distribution with 2000 entries and a binning of

10 gcm−2 is generated.

4.4 Shower development and the ∆X1-distribution

It is an important feature of the method presented here that the dependence of the ∆X1-

distribution on the characteristics of hadronic interactions at ultra-high energy is taken into

account. In all previous EAS-based cross section measurements only the X1-distribution is

considered to change with λp−air. But if the cross section changes at the primary cosmic ray

energy, which is responsible for the fluctuation of the first interaction points X1, it must also

be different at lower energies and therefore affect the other very high energy interactions

during the shower startup phase of the EAS. The resulting continuous variation of the cross

section is illustrated in Figure 4.5. Also the ∆X1-distribution must be affected by λp−air. This
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Figure 4.12: Numerically integrated normalisation of the ∆X1-parameterization, as a function of the
introduced γ parameter. For γ = 0 the parameterization gets identical to the Moyal function.

resembles well the fact that the first interaction can not be studied isolated from the resulting

EAS development. It is only the superposition of the first interaction and the following

ultra-high energy interactions during the shower startup phase (cf. Figure 2.10), which is

responsible for the resulting air shower, as it is then observed by air shower detectors.

In order to build the Xrec
max-model as given in (4.4), a good parameterization of ∆X1 is

needed. To achieve this, a modified version of the Moyal distribution is introduced

P1(∆X1) =
N

β ·
√

2π
· e

− 1
2

(
z+e

−z·(z2)
γ
)

with z =
∆X1 − α

β
. (4.7)

The additional third degree of freedom γ makes the parameterization more flexible, allowing

us to improve the description around the peak of the ∆X1-distributions. The normalization

value N is not considered a free parameter, but is always numerically computed to correctly

normalize the distribution. Since the Moyal function with the two parameters α and β itself

is normalized, we only have to correct for the γ parameter

N =
1

f (γ)
, (4.8)

where the functional form of f (γ) is displayed in Figure 4.12. The extended Moyal function

(4.7) has a pronounced peak around the α parameter and vanishes rapidly for decreasing as

well as increasing ∆X1. There is hardly any contribution to the integration in (4.4) outside of

the interval

∆Xstart
1 = α − 10 β and ∆X

stop
1 = α + 30 β ,

which is therefore adopted to be the range of ∆X1 to which any evaluation of (4.7) can be

restricted to.

It will be shown in Section 4.5 that it is beneficial to require a minimum inelasticity of

0.01 for the first interaction to qualify as the starting point of an air shower. The quality of

the resulting parameterization of P1 can be enhanced by this requirement, while the result-

ing model dependence is slightly reduced. Thus, in the following, if not explicitly stated
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Table 4.1: Resulting parameters of the energy dependence of ∆X1-distributions.

Model Index i αe
i

[gcm−2] βe
i

[gcm−2] γe
i

[1]

QGSJETII.3

0 -1322.33±75.12 253.02±32.51 4.66±1.05

1 164.98±8.19 -25.52±3.53 -0.49±0.11
2 -3.01±0.22 0.68±0.10 0.01±0.00

QGSJET01c

0 -771.55±69.57 102.77±36.97 -16.27±3.07

1 101.99±7.58 -9.53±4.02 1.76±0.33

2 -1.29±0.21 0.27±0.11 -0.05±0.01

SIBYLL 2.1
0 -602.08±65.62 58.31±31.18 -2.19±1.73
1 82.27±7.10 -3.71±3.37 0.23±0.19

2 -0.65±0.19 0.08±0.09 -0.01±0.01

otherwise, the minimum inelasticity for all analyses is always kmin
inel = 0.01. See Section 4.5

for the details.

4.4.1 Energy dependence of P1

In order to determine the energy dependence of the parameters α, β and γ, the parameteri-

zation (4.7) is fitted to ∆X1-distributions generated by CONEX at several primary energies.

The energy dependence can then be interpolated by a polynomial function of 2nd degree

αe(E) = αe
0 + αe

1 · log10(E/eV) + αe
2 · log2

10(E/eV)

βe(E) = βe
0 + βe

1 · log10(E/eV) + βe
2 · log2

10(E/eV) (4.9)

γe(E) = γe
0 + γe

1 · log10(E/eV) + γe
2 · log2

10(E/eV) .

The chosen polynomial interpolation is well suited to reproduce the found dependences over

the considered energy range. The results are illustrated in Figure 4.13 and the parameters are

listed in Table 4.1. See Appendix B.1 for a complete listing of the fits and a tabular overview.

A first result is that even the energy dependence of ∆X1 is depending strongly on the high

energy interaction model used during air shower simulations.
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Figure 4.13: Parameterization of the energy dependence of the ∆X1-distributions. The dashed lines
denote the polynomial interpolations given in the text.
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Table 4.2: Resulting parameters of the cross section dependence of ∆X1-distributions.

Model Index i αe
i

[gcm−2] βe
i

[gcm−2] γe
i

[1]

QGSJETII.3

0 758.14±0.99 8.60±0.35 -0.06±0.01

1 -40.26±1.62 7.22±0.69 -0.14±0.02
2 6.73±0.61 -0.04±0.04 0.05±0.01

QGSJET01c

0 735.30±0.81 10.36±0.46 0.44±0.04

1 -41.83±1.36 11.46±1.05 -0.47±0.06

2 8.27±0.52 -0.16±0.05 0.14±0.02

SIBYLL 2.1
0 771.91±0.83 10.13±0.28 0.16±0.02
1 -62.61±1.38 6.28±0.49 -0.30±0.04

2 12.55±0.52 0.04±0.03 0.10±0.01

4.4.2 Dependence of P1 on the hadronic interaction characteristics

It is a fact that ∆X1-distributions also depend on the characteristics of the hadronic interac-

tions in the startup of air showers. So far this has been neglected by any air shower based

cross section measurement. It is one of the main accomplishments of this thesis to work

out the dependence of ∆X1 from a changing cross section. In fact, it seems to be hope-

less trying to measure the proton-air cross section without taking this into account. As ar-

gued previously, any other feature of high energy interactions is assumed to get compen-

sated by the Xshift parameter, which corresponds to a global shift of the P1-distribution as

∆X1 → ∆X1 + Xshift. This assumption has to be kept in mind, while interpreting the result-

ing proton-air cross sections. Again, it must be stressed that any previous measurement ap-

proach not only ignored the changed shower development by a modified cross section, but

also completely overlooked the possibility of any other unknown change of the character-

istics of hadronic interactions contributing to the found signal in the analyzed distribution.

Besides, there is clear evidence that the assumption of a cosmic ray proton beam, which is

underlying any cross-section analysis, is indeed requiring a shifting of the Xmax-distribution.

This is can be seen in Figure 2.19 (right). Section 4.2.1 explains how the secondary multiplic-

ity could act as the main source of such a shift. However, while it is possible to shift the

Xmax-distribution, the resulting impact on the shape of the Xmax-distribution can not be de-

termined explicitly. At least it demonstrated to be small (cf. Figure 4.3, upper-right).
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Figure 4.14: Parameterization of the f10 EeV-dependence of the ∆X1-parameterizations with respect
to a changing cross section. The dashed lines denote the interpolations as discussed in the text.
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Figure 4.15: Examples of fitted and parameterized ∆X1-distributions using the extended Moyal dis-
tribution (4.7).

In order to infer the dependence of P1 on λp−air the modified CONEX version, as de-

scribed in Section 4.2.1, was used to generate ∆X1-distributions for several values of f10 EeV.

The modification factor f (E) assumes that the model uncertainties rise proportional to the

logarithm of the energy, while there are no model uncertainties at energies below 1 PeV,

where accelerator data are available. These assumptions certainly are reasonable and con-

servative. Of course there are implications on the interpretation of the results of this thesis.

A measured proton-air cross section at ultra-high energy does include the modified high

energy interactions occurring during the air shower development at lower energies, assum-

ing an interpolation of the measured cross section in log E down to the predictions of the

hadronic model at 1 PeV. In other words, the result of the analysis is not just a cross sec-

tion measurement at a fixed energy Eobs, but a line from the interaction model prediction

of the cross section at 1 PeV up to the measured cross section at Eobs, like it is illustrated in

Figure 4.5.

The resulting dependence of ∆X1 on a changing cross section for air showers at 10 EeV

is shown in Figure 4.14. See Appendix B.2 for a complete list of fits and a tabular overview.

The dependence of the α, β and γ parameters of the modified Moyal distribution on f10 EeV

is parameterized as follows

αx( f10 EeV) = αx
0 + αx

1 · f10 EeV + αx
2 · f 2

10 EeV

βx( f10 EeV) = βx
0 + βx

1/( f10 EeV − βx
2) (4.10)

γx( f10 EeV) = γx
0 + γx

1 · f10 EeV + γx
2 · f 2

10 EeV .

The resulting parameters of the interpolations are listed in Table 4.2. Furthermore, it is con-

venient to introduce the relative change as

∆αx( f10 EeV) = αx( f10 EeV) − αx(1)

∆βx( f10 EeV) = βx( f10 EeV) − βx(1) (4.11)

∆γx( f10 EeV) = γx( f10 EeV) − γx(1) .

4.4.3 Parameterization of the ∆X1-distribution

Combining the found dependence of ∆X1-distributions on the energy E and the cross section

modifier f10 EeV, it is now possible to construct a parameterization of P1 in terms of E and
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Figure 4.16: Model predictions for the fraction (left) and cross section (right) for interactions at 10 EeV

with kinel ≤ kmin
inel . Naturally all models start with σinv = 0 for kmin

inel = 0. Due to the diffractive peak,

σinv jumps to ∼20 mb at kmin
inel just above 0. For increasing minimal inelasticities the model predictions

are getting larger.

σ(E). Firstly, the principle energy dependence of P1 is evaluated by calculating αe(E), βe(E)
and γe(E) using (4.9) and the results from Table 4.1. Secondly, the effect of the changed cross

section is added. To achieve this, the first step is to calculate the corresponding deviation of

the cross section σ(E) extrapolated to 10 EeV assuming (4.1), which is

f10 EeV = 1 +

(
σ(E)

σmodel(E)
− 1

)
log10(10 EeV/1 PeV)

log10(E/1 PeV)
, (4.12)

where σmodel(E) is the original interaction model prediction of the cross section at energy E.

The resulting factor f10 EeV is then used to evaluate ∆αx( f10 EeV), ∆βx( f10 EeV) and ∆γx( f10 EeV)

using (4.11) and the results listed in Table 4.2. In accordance to (4.1) the energy dependence

is assumed to be logarithmic in energy and vanishing below 1 PeV

F(E) =

{
0 E ≤ 1 PeV

log10(E/1 PeV)/ log10(10 EeV/1 PeV) E > 1 PeV
. (4.13)

This yields the final set of parameters

α(E, σ(E)) = αe(E) + F(E) · ∆αx( f10 EeV)

β(E, σ(E)) = βe(E) + F(E) · ∆βx( f10 EeV) (4.14)

γ(E, σ(E)) = γe(E) + F(E) · ∆γx( f10 EeV) .

In Figure 4.15 the resulting parameterization is plotted together with the fits and the CONEX

simulations for a few example distributions. A complete list of all generated ∆X1-distributions

together with the fits and parameterization is given in Appendix B.

4.5 Invisible cross section

Elastic and diffractive interactions of primary cosmic ray particles in the atmosphere are not

contributing significantly to the air shower development. For a cross section measurement

which relies on the interpretation of air shower observables there can not be any sensitivity

to these interactions. An effective way to classify interactions is to consider the inelasticity
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kinel = 1 − Emax/Etot, where Emax is the energy of the leading particle and Etot the total en-

ergy. It is a measure of how much of the total energy was used for new particle production.

Elastic interactions have kinel = 0 and diffractive interactions kinel very close to 0. It is possi-

ble to require a minimum inelasticity kmin
inel to qualify an interaction for being relevant for air

shower development. With respect to an air shower based cross section analysis it is possible

to define an invisible fraction of the total cross section

σinv = σ(kinel < kmin
inel ) , (4.15)

with a vanishing importance for air shower development. The model predictions for σinv at

10 EeV are shown in Figure 4.16. It is also found that the elasticity of interaction models itself

is a source of uncertainty.

If interactions below a minimal inelasticity are omitted from the cross section analysis,

the resulting production cross section needs to be increased by the model dependent correc-

tion σinv to get the production cross section (for the definition of the components of the cross

section see Figure 2.22 on page 28). This can be achieved by considering only interactions

with kinel ≥ kmin
inel for the construction of the ∆X1-distribution, which is then used for the cross

section analysis. Since standard air shower simulations are by default properly considering

every type of interaction, their application does usually implicitly correct for the invisible

cross section.

In Figure 4.18 the resulting ability to reconstruct the input cross section for several choices

of kmin
inel is illustrated. Apparently the only significant impact on the result is for the case of

kmin
inel = 0.01, corresponding just to the omission of the diffractive peak. Larger choices of the

minimal inelasticity do not help to further constrict the resulting model dependence. For

this thesis kmin
inel = 0.01 is generally adopted for all analyses, if not stated otherwise explicity.

4.6 Fitting range and stability

The interval of the Xmax-distribution used to fit the model is important for the resulting

statistical as well as systematical uncertainties. The former is more obvious, since a reduction

of the dataset is clearly leading to a reduced statistical power of the reconstruction. The latter

is because of the contamination of the Xmax-distribution by cosmic ray primaries other than
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Figure 4.17: Impact of a minimal required inelasticity kmin
inel on the parameterization of ∆X1 at 10 EeV.

The dashed lines are 2nd-order polynomial fits to the simulations, plotted in order to guide the eye.
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Figure 4.18: Impact of the chosen kmin
inel on the model dependence of the cross section analysis at

10 EeV. Each point is the resulting mean of 100 reconstructions and the error bars denote the corre-
sponding RMS. The adopted Xmax-resolution is a Gaussian with a width of 20 gcm−2. All generated
Xmax-distributions have 2000 entries. The graphs explicitly stating a model are denoting the cases,
where the Xmax as well as ∆X1-distribution are generated by the given model.

protons. All primary nuclei are heavier than protons and are producing shallower Xmax

compared to protons. Primary photons, on the other hand, are deeply penetrating and have

a larger Xmax than protons. A restricted fitting range in Xmax can thus be used to enrich

the considered fraction of protons and reduce a possible contamination of other cosmic ray

primaries.

The resulting impact of the chosen fitting range on the performance of the reconstruction

is shown in Figure 4.19. The position of the peak of the Xmax-distribution, Xpeak, is used as a

reference to define the fitting range. The starting point as well as the ending point of the fit

are expressed only relative to Xpeak. This is what is plotted in Figure 4.19. The peak of the

Xmax-distribution is determined by a log-likelihood fit of

dN

dXmax
= N · e−2 σ−2 (Xmax−Xpeak)2 (Xmax−Xpeak+3 δ)−2

(4.16)

to the Xmax-distribution [181]. Thus, the pre-fit of (4.16) needs to performed prior to any

cross section analysis, in order to define the fitting range.

Evidently it is beneficial to chose the fitting range as large as possible, in order to get

the smallest resulting statistical uncertainties. However, it is possible to shift the beginning

of the fitting range relatively close to Xpeak without loosing too much statistical power (cf.

Figure 4.19 (a)). It is found that within the systematic uncertainties resulting from the pa-

rameterization of P1 and the statistical uncertainties of the reconstruction, the beginning of

the fitting range can be set to 50 gcm−2 in front of Xpeak. In the following this is the adopted

default choice, if not stated otherwise.

Correspondingly the choice of the end of the fitting range has a similar impact on the

reconstruction. In Figure 4.19 (b) it is shown how the reconstruction is degrading, while
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Figure 4.19: Impact of the chosen fitting range in Xrec
max on the resulting cross section (left) and Xshift

(right) at 10 EeV. Each point corresponds to the mean of 100 reconstructions and the error bars denote
the resulting RMS. The adopted Xmax-resolution is a Gaussian with a width of 20 gcm−2. Both, the
reconstructed Xmax as well as the ∆X1-distribution are produced with the specified interaction model.
Each Xmax-distribution contains 2000 entries.

choosing a shorter fitting range. Since the photon fraction of ultra-high energy cosmic ray

primaries is already strongly constrained [182] there is no special need to restrict the upper

end of the fitting range. In the following the end of the fitting range for the log-likelihood fit

of the Xmax-distribution is therefore set to the value of the maximum Xmax plus 40 gcm−2.

In order to analyze the ability of the reconstruction method to recover a changing input

cross section, air shower simulations with a modified cross section (cf. Section 4.2.1) have to

be performed. The resulting Xmax-distributions are then reconstructed and the found cross

sections are compared to the modified input cross sections σmod = f10 EeV · σorg. The result is

given in Figure 4.20. Within a given interaction model, it is possible to retrieve a changing

cross section over a wide range. On the other hand, the resulting maximum model system-

atics is getting large with increasing cross section. The very different behavior to reconstruct

smaller compared to larger cross section is resulting from the increasing importance of the

fluctuations of X1 for the final Xmax-distribution. This facilitates the measurement of a small

cross section, while for large cross sections Xmax-distributions are mostly shaped by fluctu-

ations of the shower development P1 and the detector resolution, making a measurement of
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Figure 4.20: Ability to reconstruct a changing input cross section at 10 EeV. Each point is the mean of
100 reconstructions and the error bars denote the RMS. The adopted Xmax-resolution is a Gaussian
with a width of 20 gcm−2 and all Xmax-distributions contain 2000 entries. The graphs explicitly stat-
ing a model are denoting the cases, where the Xmax as well as ∆X1-distribution are generated by the
given model.

the cross section very difficult.

It must be stated that the magnitude of the found model dependence is not a property of

the chosen cross section reconstruction ansatz. The model predictions for Xmax-distributions

are diverging too much by themselves. Every cross section analysis based on air shower

data has to deal with a comparable model dependence. This also applies for the k-factor

methods and especially for ground array based analyses, which acquire additional model

dependence by the air shower development from Xmax to the observation level.

4.7 Comparison to previous measurements techniques

Previous reconstruction techniques assume a static ∆X1-distribution or k-factor, which are

independent of the modified cross section. As the reconstructed cross section deviates from

the predicted value of the hadronic interaction model used to generate the ∆X1-distribution

or k-factor, a discrepancy of the data with the air shower simulations is inevitable. Obvi-

ously the data can not be described by the models used for the air shower simulations and

it is certainly not enough to adopt just the cross section of the first interaction point, while

keeping the rest of the air shower simulations, which are shown to be wrong. The recon-

struction ansatz presented in this thesis is considering a changing air shower development

for a changing cross section by explicitly parameterize the dependence of P1 on the cross sec-

tion. Compare Figure 4.21 to the previously shown Figure 4.20 to get an impression on the

improvements made to cross section analyses. By ignoring the impact of a changing cross

section on the resulting air shower development, the reconstruction of a cross section differ-

ing from the original model prediction is not feasible. From Figure 4.21 it can be deduced
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Figure 4.21: The resulting systematics of previous reconstruction techniques, which assumed a con-
stant ∆X1-distribution or k-factor. Each point is the mean of 100 reconstructions and the error bars
denote the RMS. The adopted Xmax-resolution is a Gaussian with a width of 20 gcm−2. For each
Xmax-distribution 2000 events are generated.

that any cross section measurement which is smaller than the prediction of the used model,

in fact must be an underestimation of the true value. This analysis technique is limited to the

verification respectively falsification of the predictions of the interaction model used for the

air shower simulations, while any deviation can not be easily interpreted as a cross section

measurement. In addition the resulting overall model dependence is becoming even more

pronounced.

4.8 Primary composition

There are large uncertainties on the primary mass composition of cosmic rays at ultra-high

energies. Therefore it is important to study the impact of a mixed composition on the results

of the cross section analysis. It is well known how primaries of different type contribute

to the Xmax-distribution at different places. Photon primaries produce shower maxima at

large depths and thus contribute at Xmax well above the peak of a purely proton induced

Xmax-distribution. All nuclei heavier than protons have a larger cross section compared

to protons, and are therefore producing shower maxima at shallower depths compared to

protons. This will contribute to the Xmax-distribution at depths smaller than the peak of a

purely proton induced Xmax-distribution. In the following the study of heavy primaries is

restricted to helium, nitrogen and iron. Iron primaries are the heaviest nuclei that can be

produced during stellar fusion. Elements beyond iron are generally rare, because they are

only produced in limited quantities during supernova explosions. Therefore iron is usually

believed to be the heaviest element that possibly contributes to the total cosmic rays flux.

Helium, as the second most abundant element in the universe, is a very probable cosmic

ray primary. There are no other neighboring elements as clearly separated as proton and
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Figure 4.22: Impact of a mixed primary composition on the results of the cross section analysis.

Each data point contains 2000 entries, blurred with an assumed Gaussian-like resolution of 20 gcm−2.
Shown is the mean (marker) and the RMS (error bars) for 100 independent samples. The lines are 2nd-
order polynomial fits in order to guide the eye.

helium (AHe = 4 AH and ZHe = 2 ZH). However, currently there is little hope to separate

helium from proton induced air showers, mainly because of the deficiencies of the hadronic

interaction models. The light nuclei of lithium, beryllium and boron have only marginal

abundances in the universe, and are therefore believed to have no importance for cosmic

rays. On the other hand, the following three nuclei carbon, nitrogen and oxygen (CNO) are

overabundant in the universe because of the stellar CNO fusion cycle. Thus they may well

constitute a significant fraction of the cosmic ray flux.

The impact of a cosmic ray beam with a mixed composition on the results of the cross

section reconstruction is exemplarily studied for photon, helium, nitrogen (CNO) and iron

admixtures. In Section 4.6 it is described how the fitted range of the Xmax-distribution can be

adopted to possibly reduce the impact of non-proton cosmic ray primaries. This is demon-

strated here by showing the results for two choices of fitting ranges:

Long fitting range: Starting from 50 gcm−2 in front of Xpeak up to the largest Xmax of the

selected events plus 40 gcm−2.

Short fitting range: For photon primaries the upper bound of the fitting range is restricted

to Xpeak + 150 gcm−2, while for hadronic primaries the beginning of the fitting range

is set to Xpeak.

The impact of photon primaries is shown in Figure 4.22. Even a few percent of photon

primaries have a devastating impact on the cross section analysis. An underestimation by

50 mb is evoked by only 2% of photons. This is approximately what can be achieved with

the current limits on the photon fraction [182]. It is interesting to note that the mean χ2

rises from ∼ 1 for no photon contribution to ∼ 2.5 for 15% photon content. This feature is

almost model independent. Photon primaries significantly distort the Xmax-distribution at

large Xmax, where only few proton events are located. The resulting total Xmax-distribution

rapidly gets incompatible with a pure proton distribution for a rising photon fraction and

causes the increase of the χ2. There is no indication for such behavior found in the data of
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Figure 4.23: Impact of a mixed proton/helium composition on the results of the cross section analysis.

Each data point contains 2000 entries, blurred with an assumed Gaussian-like resolution of 20 gcm−2.
Shown is the mean (marker) and the RMS (error bars) for 100 independent samples. The lines are 2nd-
order polynomial fits in order to guide the eye.

the Pierre Auger Observatory, which is supporting the 2% limit on the photon fraction. The

theoretical lower limit on the photon fraction above 10 EeV is as low as 10−4 − 10−3 [183]. It

is resulting from considerations about the pion production in ultra-high energy proton inter-

actions with microwave background photons (GZK effect). Thus, in the future the photon-

induced systematic uncertainty on the cross section analysis may vanish with the availability

of better experimental results on the photon limit. Therefore no special efforts to restrict the

fitting range in the high Xmax-tail of the Xmax-distribution are made during the analysis of

hybrid data. A shorter fitting range is also having a considerable negative impact on the

quality of the reconstruction.

The situation for hadronic contaminations of the proton beam is much less pleasant.

There are no equally strong theoretical and experimental arguments to restrict the fraction of

heavy cosmic ray primaries at ultra-high energy compared to the photon-limit. However, re-
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Figure 4.24: Impact of a mixed proton/CNO composition on the results of the cross section analysis.

Each data point contains 2000 entries, blurred with an assumed Gaussian-like resolution of 20 gcm−2.
Shown is the mean (marker) and the RMS (error bars) for 100 independent samples. The lines are
polynomial fits in order to guide the eye.
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Figure 4.25: Impact of a mixed proton/iron composition on the results of the cross section analysis.

Each data point contains 2000 entries, blurred with an assumed Gaussian-like resolution of 20 gcm−2.
Shown is the mean (marker) and the RMS (error bars) for 100 independent samples. The lines are
polynomial fits in order to guide the eye.

cently a series of observations has been published, which can be exploited in supporting the

proton-dominance in cosmic rays at ultra-high energy. Namely the observation of a GZK-

like feature in the cosmic ray flux by the HiRes [39] as well as Auger [21] Collaborations and

most importantly the correlation of the highest energy events with close-by astrophysical

objects [42]. In Section 5.4 this is discussed in more detail and exploited in order to support

a proton dominated cosmic ray beam at ultra-high energies.

Figures 4.23 to 4.25 summarize the impact of heavier nuclei on the cross section analy-

sis. It is most interesting to note that any amount of helium admixture from 0 up to 100% is

fitted with no degeneration of the resulting χ2. There is a smooth transition to reconstruct

the proton cross section for 100% protons and increasingly overestimate the cross section

at larger helium fractions. The “short fitting range” examples demonstrate that even the

restriction of the analysis to the tail of the Xmax-distribution does not significantly help to

restrict the impact of helium contaminations. The impact of CNO and iron admixtures has a

different characteristics. Firstly, there is some impact on the resulting χ2, since these simple-

minded two-component scenarios are producing artificial features in the Xmax-distributions,

like double-peaked distributions or breaks in the exponential tail of the distributions. Also

the impact on the resulting cross sections are manifold. Up to about ∼ 30% of CNO, respec-

tively ∼ 60% for the short fitting range, the impact on the cross section analysis is small.

For fractions up to ∼ 50% of iron the cross section is even underestimated by up to 100 mb.

This behavior can be shifted to higher fractions of iron by choosing a shorter fitting range.

Along with the strong impact on the cross section goes a significant increase of the χ2. This

is a feature of the superposition of two shifted distributions XA
max and XB

max. The expectation

value of the resulting distribution

E[ǫ XA
max + (1 − ǫ) XB

max] = ǫ E[XA
max] + (1 − ǫ) E[XB

max] (4.17)
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shifts proportional to the fraction ǫ, while the variance

Var[ǫ XA
max + (1 − ǫ) XB

max]

= ǫ Var[XA
max] + (1 − ǫ) Var[XB

max] + ǫ(1 − ǫ)
(

E[XA
max] − E[XB

max]
)2

(4.18)

is additionally increased by an additional term for ǫ 6= 0 and ǫ 6= 1 [184]. Thus, the shape

of the distribution is strongly changing due to admixtures of heavier elements, leading to

the observed behavior. For very large fractions of heavy nuclei (> 50%) the cross section is

rapidly getting overestimated.
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5 Data analysis

For the following analysis the reconstructed hybrid data from the beginning of 2004 until

the end of October 2007 was used. The dataset is taken from the Auger Observer [163], which

is based on the reconstruction of Offline version v2r3p1-ADST and stored in the ADST data

format.

5.1 Hybrid data selection and quality cuts

Only a small fraction of the 753036 triggers recorded in the considered time period is suited

for the proton-air cross section measurement. The quality of a reconstructed event strongly

depends on the amount of light collected by the telescopes and thus primarily on the distance

of the event as well as the energy of the cosmic ray primary. In order to select a dataset with

high quality event reconstruction, a set of quality criteria, as listed in Table 5.1, needs to be

applied. From the study of full detector Monte Carlo simulations as well as stereo data, it

is found that these cuts are resulting in a resolution of Xmax better than 20 gcm−2 above an

energy of 1 EeV (cf. Section 5.2). This corresponds to a ≈5% effect for a typical observed

RMS of an Xmax-distribution of the order of 60 gcm−2. The quality selection can be classified

as follows:

Calibration. The availability of valid calibration constants for the FD detector limits the

dataset to the time after the beginning of December 2004 [129]. Since the SD array was

small prior to this date and just two FD buildings were in operation, not much data

is lost by this requirement. In addition this cut removes all data from Loma Amarilla,

since so far no calibration constants are available for this building.

Hybrid geometry. Requiring a minimum distance of less than 2 km from the hybrid tank to

the shower core rejects FD-mono events with a random SD trigger. The more restrictive

fiducial core-tank distance cut takes into account the primary mass dependent single

tank trigger probability. It is well known that the tank trigger efficiency depends on

the mass of the primary particle and may therefore induce a bias already on the hybrid

trigger level. As it is demonstrated to be possible to use simulated lateral tank trigger

probabilities for proton and iron [174, 175, 185] to develop energy dependent cuts,

that minimize any mass dependent trigger bias [186]. The tank trigger probability

decreases with zenith angle and increases with primary energy. This can be exploited

to select events while keeping the trigger probability close to unity [186]

dtank ≤






750 m log10(E/EeV) < 0

750 m + 833 m log10(E/EeV) 0 ≤ log10(E/EeV) < 1.5

2000 m log10(E/EeV) ≥ 1.5

(5.1)

cos(θ) ≥






0.55 log10(E/EeV) < 0

0.55 − 0.25 log10(E/EeV) 0 ≤ log10(E/EeV) < 1.5

0.175 log10(E/EeV) ≥ 1.5

. (5.2)

The algorithms used to reconstruct the longitudinal shower profiles work for events

with large contributions of Cherenkov light [147]. However, for shower geometries
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pointing towards the telescope within small angles, the geometric uncertainties are

getting large, due to the compressed arrival time of photons at the detector and also

due to the resulting short projection of the shower on the camera. Since the intensity

of direct Cherenkov light depends exponentially on the viewing angle with respect to

the shower axis, events with a minimum viewing angle smaller than 20◦ are rejected.

Shower profile. In order to yield a resolution in Xmax of ∼20 gcm−2, it is necessary to se-

lect events with an accurate profile reconstruction. First of all, this requires the shower

maximum Xmax being located within the observed slant depth range of the telescope.

Since the uncertainties of the measured light flux as well as of the geometry are prop-

agated into the parameters of the shower profile, the estimated uncertainties of the

energy and Xmax are well suited to reject poorly reconstructed events. Events ham-

pered by atmospheric effects like clouds or fog can be identified by a large reduced χ2

of the Gaisser-Hillas (GH) fit, since parts of the profiles are obscured due to absorption,

or enhanced via the reflection of the bright Cherenkov beam.

The significance of a reconstructed shower profile can be judged by comparing it to a

straight line fit. Reconstructions of the GH-parameters with a difference in χ2 of less

than 4 compared to a straight line are considered to be “insignificant” and are rejected.

Events involving more than a single mirror are affected by a flaw in the current im-

plementation of the light collection. Light close to the boundaries of the telescopes is

lost. Shower profiles with a resulting gap of more than 20% of their total length are

discarded.

After applying this quality selection 16696 events remain for further analysis (cf. Ta-

ble 5.1). The impact of the cuts on hybrid data as well as on simulated events is displayed

in Figure 5.1. Shown are the distributions relevant for quality selection with all quality cuts

Table 5.1: Impact of the applied quality criteria on the hybrid dataset of the Pierre Auger Observatory
from 01/2004 up to 10/2007. The cuts are applied in the sequence as listed in this table.

Cut Excluded events [%] Remaining events

Total hybrids - 753036

Calibration:

Deselect Loma Amarilla 6.1 707240
Calibration available 8.9 643999

Geometry reconstruction:

Hybrid tank closer than 2 km 65.7 221058

Minimal viewing angle < 20 deg 27.1 161178

Fiducial core tank distance 12.3 141324
Profile reconstruction:

Xmax observed 58.7 58302

σ(Xmax) < 40 gcm−2 48.0 30305
σ(Etot)/Etot < 0.2 0.5 30142

χ2
GH/ndf < 2.5 2.0 29530

χ2
GH − χ2

line < 4 42.9 16850

Profile gap, (∆X)hole < 20 gcm−2 0.9 16696
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Figure 5.1: Distribution of the quantities, which are used for quality selection. For each of the dis-
tributions all quality cuts, except the one concerning the shown quantity, are applied (→N-1-cut).
The markers show the hybrid data, while the lines denote simulated events after full hybrid detector
Monte Carlo simulations. The simulations are based on CONEX with primary protons from 100 PeV
up to 1 ZeV for a flux ∝ E−3. The vertical line with the arrow indicates the region which is rejected.
The plot in the upper-right corner shows the fiducial core-tank distance cut, which has a running cut
depending on the reconstructed energy and zenith angle, so it can not be displayed as a vertical line.
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is 21.36± 1.3 gcm−2 and the mean -1.94± 1.9 gcm−2, which corresponds well to the Gaussian fit. The
distribution of log10(E/eV) for the stereo events has a mean of 19.11 and an RMS of 0.24.

used, except the one going to be applied to the displayed quantity. This type of plots are

therefore called (N-1)-plots.

The general agreement between the proton simulations and the hybrid data is remark-

ably good. Only the (N-1)-distribution of the reduced χ2
GH shows a large deviation be-

tween hybrid data and simulations. This is expected, since small-scale atmospheric effects,

as clouds, layers of fog or other atmospheric fluctuations, are not included in the detector

Monte Carlo simulations, because they are not monitored reliably. Thus, the cut on χ2
GH is

placed at the position, where the data significantly start to deviate from simulations.

The distribution of minimum viewing angles shows a peak at small angles. This is caused

by the enhanced trigger probability of events pointing into the telescope due to the bright

forward-peaked Cherenkov beam. Because of the large systematic uncertainties introduced

by these geometries this peak has to be rejected.

There is one distribution where the cut seems to be placed too strong. The χ2
GH − χ2

line-

distribution is rejecting almost 43% of the events, by directly cutting into the distribution.

These events are either faint, distant showers or very low energy events of poor quality.

5.2 Hybrid Xmax-resolution

It is possible to study the attainable Xmax-resolution after reconstruction and quality selec-

tion by generating Monte Carlo events including the full detector simulation. An important

feature of the Auger Observatory is that a fraction of events is observed by more than one

single telescope building and can therefore be reconstructed independently. This was exem-

plified with a triple event in Section 3.3. The independent observation of the same shower

event can be used to cross-check the performance and general understanding of the recon-

struction. During the considered time period there are 132 pairs of simultaneous observa-

tions fulfilling the quality criteria. The resulting distribution of (X1
max − X2

max)/
√

2, which
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Figure 5.3: Mean and RMS of the ∆Xmax-distribution obtained after reconstruction and quality se-
lection of Monte Carlo events after full detector simulation. At energies above 2 EeV the RMS is
almost constant and in very good agreement to the stereo data. The stereo data point shows the cor-
responding values for the distribution of the 132 stereo events after the same quality selection. For
the purpose of this plot, atmospheric fluctuations that are not part of the Monte Carlo simulation
have been quadratically added to the simulations (see text and Table 5.2).

can be interpreted as the measured Xmax-resolution, is shown in Figure 5.2. However, this is

not sufficient for a full understanding of the Xmax-resolution over a wide energy range. But

it can be used in order to verify the results obtained from the simulations at a single point

in energy. In Figure 5.3 the mean and RMS of the distributions of ∆Xmax = Xrec
max − Xtrue

max

resulting from the full simulation dataset is illustrated. Estimates on how atmospheric fluc-

tuations and non-uniformities are contributing additional fluctuations to the measurement

of Xmax are available [187]. In the simulations the atmosphere is implemented perfectly uni-

formly over large distances, because there is no reliable monitoring data available for small

scale weather effects like clouds or fog. Thus, it is required to explicitly add the fluctuations

as listed in Table 5.2 to the simulations before comparing to the stereo data. If these uncer-

tainties are quadratically added to the mean RMS obtained from the simulation of proton

and iron of 18.4 gcm−2, the resulting total RMS gets 22.3 gcm−2. This is in good agreement

Table 5.2: Atmosphere-induced fluctuations of the distribution of reconstructed Xmax. Values
adopted from [187].

Effect Impact on Xmax

Molecular atmosphere:

Horizontal uniformity 1 gcm−2

Variations in air density profile 6 gcm−2

Aerosols:

Horizontal uniformity 9 gcm−2

Vertical aerosol optical depth 6 gcm−2

Wavelength dependence 1 gcm−2

Differential scattering cross section 2 gcm−2
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Figure 5.4: Parameterization of the Xmax-resolution using a double-Gauss model. Shown is the de-
pendence of the parameters on the energy. The markers denote the results from simulations with a
mixed composition of 50% protons and 50% iron.

with the stereo data, which is found to have an RMS of 21.36± 1.3 gcm−2.

The differences of the RMS between proton and iron induced air showers are small. This

is important, since it shows that the detector resolution does not depend on the primary

particle type, but only on the energy. Furthermore given the fact that the Xmax-distribution of

proton and iron have a considerably different width, this result indicates that no dependence

of the Xmax-resolution on the cross section is expected. For the resulting mean of the ∆Xmax-

distribution the differences between proton and iron simulations are larger. However, for

the purpose of the cross section analysis a small bias in the absolute Xmax-scale is irrelevant,

because it can be absorbed by the free parameter Xshift.

For the high statistics simulations used to study the Xmax-resolution over the full energy

range it is found that a double-Gauss model

Pres(∆Xmax) =
1 − ǫres

σXmax

√
2π

e−0.5(∆Xmax−µres)2/σ2
Xmax +

ǫres

σXmax δres

√
2π

e−0.5(∆Xmax−µres)
2/(σXmax δres)

2

(5.3)

needs to be used in order to parameterize the resolution. The two Gaussians are centered

around the same mean value µres. The narrow Gaussian has a width of σXmax , the broader

one of σXmax δres. The relative importance of the two Gaussians is regulated by the fraction

ǫres of the integrated area of the broader Gaussian to the total. The resulting dependence of
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Figure 5.5: Xmax-resolution as obtained from Monte Carlo simulations for two energy intervals. The
fit (solid line) and parameterization (dotted line) of the distribution by the double-Gauss (5.3) are
shown.

the parameters on the energy is presented in Figure 5.4. It can be parameterized as follows:

µres(E) = 0

σXmax(E) = 4.84 + 5.04/(log10(E/eV)− 17.32)

δres(E) = 5.00 − log10(E/eV) · 0.23

ǫres(E) = −12.45 + log10(E/eV) · 0.79 . (5.4)

In Figure 5.5 the ∆Xmax-distribution of simulated events at two of the energy intervals is

illustrates. The double-Gauss model (5.3) with the interpolated parameters of (5.4) is shown

together with the initial fits to the distribution.

The interval on which the double-Gauss model gives non-vanishing probabilities can be

restricted to

∆start
Xmax

= −8 σXmax(Ei) and ∆
stop
Xmax

= +8 σXmax(Ei) . (5.5)

It can be concluded that the Xmax-resolution for hybrid reconstruction is well under-

stood and can be efficiently parameterized by a double-Gaussian. Since atmospheric effects

are inducing additional fluctuations, it is necessary to increase the RMS determined by sim-

ulations by quadratically adding the sources of uncertainties listed in Table 5.2. This can be

done on the level of the final parameterization. The total variance of the double-Gauss is

Varres = (1 − ǫres)
2 σ2

res + ǫ2
res (σres δres)

2 . (5.6)

Quadratically adding of the total atmospheric fluctuations Varatm = 159 g2cm−4 from Ta-

ble 5.2 can be done by adopting the new effective width σatm
Xmax

for the parameterization (5.3)

σatm
Xmax

=

√
(1 − ǫres)2 σ2

res + ǫ2
res (σres δres)2 + Varatm

(1 − ǫres)2 + ǫ2
res δ2

res

. (5.7)

5.3 Detector acceptance

One of the requirements for a good quality reconstruction demands that the shower max-

imum is located within the field of view of the telescope. The field of view is an upward
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Figure 5.6: Selection of events due to the limited acceptance of a telescope detector [186].

looking cone with an opening angle of 15◦. In Figure 5.6 it is illustrated, how this imposes

a direct geometry dependent selection of events in terms of their Xmax. For this reason, it

follows that the acceptance, in terms of Xmax, depends on the primary composition as well

as on features of hadronic interaction at ultra-high energy, since both are known to have

significant impact on the depth of the shower maximum.

Furthermore, the acceptance of a telescope detector depends strongly on atmospheric

conditions. Obviously the telescope detector efficiency depends on absorption of UV light

in the atmosphere, distance from the detector to the shower axis and the number of charged

particles in the field of view.

In order to obtain the shape of the real underlying Xmax-distribution of cosmic rays, it is

mandatory to understand the acceptance of the detector and the efficiency of the reconstruc-

tion. This has to be properly considered during any analysis of Xmax-data.

The detector acceptance function Pacc is incorporated in the Xmax-model (4.5) and (4.6)

for the proton-air cross section measurement. For each shower geometry i the model only

accounts for the resulting Xrec
max-distribution in the slant depth range from Xi

low up to Xi
up.

There is no contribution by the shower geometry i to the total Xrec
max-distribution from the

tails of the distribution that are located outside of the visible slant depth range.

To calculate the values of Xi
low and Xi

up for a reconstructed shower event i, it is not suf-

ficient to consider only the telescope, in which the shower was detected. The situation of

an inclined event triggering a telescope with two neighboring telescopes, of which one was

actively taking data and the other was turned off at this moment, is illustrated in Figure 5.7.

The corresponding range in slant depth, which needs to be considered for the Xrec
max-model

ranges from the upper border of the active telescope to the boundary of the triggered tele-

scope. Obviously this requires information on the status of all telescopes at any time. This

kind of up-time can be calculated on the basis of minimum bias files, background data-

taking and monitoring data stored in the raw data themselves [188]. However, it has to be

computed offline, after all relevant data were collected and copied from Malargüe. Cur-

rently, the up-time information is available until the end of July 2007 [189], which is cutting

down the available dataset from 16696 events to 15074 events.
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Figure 5.7: Definition of the visible slant depth range corresponding to a reconstructed shower ge-
ometry. In this example a shower is recorded by the central telescope, while the left telescope is active
but the right telescope is not taking data.

The resulting distributions of Xmax, Xlow and Xup of the selected dataset are shown in Fig-

ure 5.8 (left). Clearly, both sides of the Xmax-distribution must be affected by the limitations

of the field of view.

Furthermore it is not sufficient to consider just the geometry of the field of view for the

telescope acceptance. The optical transmissivity of the atmosphere is generating a much

more complex behavior. Absorption of light leads to a drop of the detection efficiency for

large distances from the telescope to the detector [191]. Since the atmospheric aerosol density

is much more dense close to the ground compared to higher altitudes, this distant dependent

drop of the efficiency is also a function of the altitude. Generally it is possible to see much

further looking upward through the less dense layers of the atmosphere compared to the

much more opaque atmosphere close to the ground. Therefore the fiducial field of view of

a telescope detector starts to significantly deviate from the purely geometric definition for
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Figure 5.8: Left panel: Distribution of Xmax, Xlow and Xup of the selected dataset. Right panel: The
distance, where the observed frequency of events is dropping below 50% of N ∝ RdR that is expected
from a purely geometric acceptance [190]. Points denote the estimates obtained from data, the solid
line indicates a parameterization with a polynomial of 2nd-degree.
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large distances. This is especially dangerous because the detection efficiency is first dropping

close to the ground and thus for large Xmax. The tail of the resulting Xmax-distribution gets

suppressed mimicking smaller fluctuations and a larger cross section. In order to define the

distance, where the detection efficiency starts to significantly deviate from the expectation of

the geometry of the field of view, we search for the distance where the observed frequency

of events drops below 50% of the geometric scaling N ∝ RdR. This is done on the basis

of the quality selected hybrid data. In Figure 5.8 (right) the dependence of the resulting

distances on the energy is illustrated. The remaining dataset shrinks to 12805 events after

the application of this fiducial distance cut.

Before the application of the developed Xmax-model (4.5) to data distributions, one more

cross check of the implemented acceptance model is performed. The calculated field of view

interval in slant depth from Xlow up to Xup can be further narrowed by the additional mar-

gin Xadd to remove eventual boundary effects (Xup → Xup − Xadd and Xlow → Xlow + Xadd).

This can be performed on the basis of the hybrid data. The cross section analysis is per-

formed for several values of Xadd and the resulting impact on the cross section is shown in

Figure 5.9. The reference reconstruction (zero line) is for Xadd = 40 gcm−2. There is a global

shift to smaller cross sections, which saturates at ≈ −45 mb for Xadd ≥ 120 gcm−2. For all

further analysis the value of Xadd = 120 gcm−2 is therefore adopted to further reduce the

fiducial slant depth range. Of course this also impacts the event selection, since some events

may have an Xmax that is incompatible with this restricted slant depth range. This is causing

the loss of just 23 events.

5.4 Proton hypothesis

It is the fundamental assumption of any proton-air cross section analysis with cosmic rays

that the air showers used for the measurement are indeed initiated by primary protons. In

general this is very difficult to assure. It was demonstrated in Section 4.8 how the contam-

ination with other primaries distorts the analysis. Thus, it is an important step to argue in
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Figure 5.10: Limit on the primary photon fraction (left) and flux (right) from the Pierre Auger Col-
laboration and previous experiments compared to predictions by SHDM (super heavy dark matter),
TD (topological defects) and Z-Burst models [182]. The labels A, HP and Y refer to the experiments
AGASA, Haverah Park and Yakutsk array, while FD stands for the Auger hybrid limit. For the refer-
ences to data and models see [192].

favor of a proton dominated cosmic ray composition. It is very fortunate that recent results

from the Pierre Auger Collaboration can be exploited in terms of this argument.

In Figure 5.10 the latest results on the photon limit are summarized [182, 192]. At the

energy relevant for this work, the limits on the photon fraction are on the 2% level. By

comparing to Figure 4.22 the associated maximum systematic impact that is expected from

photon cosmic ray primaries on the cross section analysis can be estimated to be < +50 mb.

Even more conclusive is the instrumentalisation of the recently published correlation of

ultra-high energy cosmic ray arrival directions with the location of close-by active galactic

nuclei objects [42]. It can be interpreted as the first observational evidence for a proton domi-

nated composition of extragalactic cosmic rays at ultra-high energies E > 57 EeV. The typical

energy of events available for the proton-air cross section analysis is somewhat smaller. The

highest energy bin with 500 events has a mean energy of ≈ 13 EeV. However, no abrupt

change of the cosmic ray composition is expected on such a short energy interval as from

13 to 57 EeV. Therefore the following argumentation, to require the events measured at the

Pierre Auger Observatory at energies exceeding 57 EeV to be most probably protons, can be

directly used as a claim for a proton beam for the cross section analysis.

The Larmor-radius of charged cosmic ray particles in the magnetic field of our galaxy is

rlarmor ≈ 1.1 kpc · Z−1

(
ECR

EeV

) (
B

µG

)−1

. (5.8)

For ultra-high energy cosmic ray particles the Larmor-radius in the galactic magnetic field

Bgal = 3 µG is rapidly becoming larger than the scale of our galaxy, which is of the order

of 1 to 10 kpc. Since rlarmor > rgal, these particles can not be confined nor isotropized in the

magnetic fields of our galaxy. Therefore, the sources of these particles must be distributed

relatively homogeneous around us in order to produce the observed level of isotropy. For
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any constituent of our own galaxy this can not be achieved. Seen from the location of the

Earth our galaxy is an extremely inhomogeneous object. This is a strong argument for these

ultra-high energy cosmic ray particles being of extragalactic origin. However, it could not be

ruled out for a long time that these ultra-high energy cosmic rays are not produced relatively

close to the Earth by the decay of very heavy and exotic particles. With the new results of

the Auger Observatory this is now strongly disfavored for two reasons. Firstly, decays are

always associated with the accompanied production of ultra-high energy photons, which

are not observed. In Figure 5.10 existing limits on the fraction and flux of ultra-high energy

photons are summarized. Especially the limit of the Pierre Auger Collaboration [182, 193]

is strongly restricting existing models. Secondly, the clustering of the highest energy cosmic

rays observed by the Pierre Auger Observatory is not compatible with the assumed much

more homogenous distribution of possible exotic particles. Furthermore, the found correla-

tion of cosmic ray arrival directions with the location of close-by AGN is strongly favoring

the scenario of cosmic ray acceleration at astrophysical sources.

The correlation observed by the Auger Collaboration on an angular scale of ∼ 3.1◦ can be

used to restrict astrophysical scenarios. Cosmic rays are deflected by extragalactic magnetic

fields [194]. For the case of diffusive propagation, the expected width of the space angle

deflection distribution after traveling a distance r through the field B with a coherence length

lc is given by [195]

αrms =
2ZeB

π E

√
rlc = 1.1◦ Z

(
E

100 EeV

)−1( r

10 Mpc

)1/2 ( lc
1 Mpc

)1/2 ( B

1 nG

)
. (5.9)

The strength and spacial structure of extra galactic magnetic fields are highly uncertain,

but typically adopted values are B ∼ nG and lc ∼ Mpc. For the AGNs correlating to the

data of the Pierre Auger Observatory one can obtain r ≈ 75 Mpc for cosmic ray energies of

E ≈ 57 EeV the deflection angle gets αrms ≈ 6◦. This is already larger than the observed

angular scale of the correlation. However, it is believed that (5.9) can only provide an up-

per limit, since the real structure of extragalactic magnetic fields is much more complex.

There are large volumes in extragalactic space, which are empty from both matter and mag-

netic fields (voids). More sophisticated Monte Carlo simulations of extragalactic propagation,

where the local magnetic field strength is coupled to the (dark) matter distribution yield de-

flection angles of ≈ 1◦ for cosmic rays at 40 EeV, strongly depending on the traversed matter

configurations and thus the direction of the particles [196]. Deflections of this size do not

influence the correlation signal.

However, the magnetic fields of our galaxy are at least 3 orders of magnitude larger com-

pared to the extragalactic fields. While the fields can be constrained by Faraday-rotation

observation of distant pulsars [197], there are still large uncertainties on their strength and

structure. Nevertheless it is possible to estimate the impact of the galactic magnetic fields on

the spread of cosmic ray arrival directions. For this purpose a magnetic field configuration

according to the bisymmetric spiral structure (BSS) model was adopted for a galactic Monte

Carlo propagation model [198, 199]. The AGNs that were selected by the Auger Collabora-

tion for the observed cosmic ray-AGN correlation are assumed to emit an isotropic flux of

cosmic rays. A random magnetic field component with a strength of 100 % of the regular

component and a coherence length of lran = 100 pc is assumed.
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Figure 5.11: Arrival direction sky map in galactic coordinates showing the deflection by galactic mag-
netic fields from the selected AGNs towards Earth for different primary particles. Red large circles
denote the selected AGNs used by the Auger Collaboration to identify the correlation signal, small
black dots indicate the arrival direction of cosmic rays on Earth (E ≥ 57 EeV). The SD acceptance is
illustrated by the shaded area [179].

No extragalactic propagation effects like energy losses or deflection are considered. This

means particles are not tracked from the position of the AGN, but starting from a sphere

around our galaxy with a radius of 0.3 Mpc and an energy spectrum as it is measured by

the Auger Observatory above 57 EeV of Φ(E) ∝ E−4.1 [200]. The rigidity dependence of the

correlation is studied by generating proton (Z = 1), helium (Z = 2) and carbon (Z = 6)

primary particles. In Figure 5.11 the resulting distribution of cosmic ray arrival directions

on Earth is shown. As can be seen, the original source structures get washed out by the

random magnetic field component and with decreasing rigidity of the particle trajectories.

The fraction of events within an angle α around the original source increases with rigidity, as

illustrated in the left panel of Figure 5.12. Even for protons and when shifting the energies to

the upper bound of our current systematic energy uncertainty, E′ = 1.25 · E, only less than

30% of the cosmic rays are expected to point back to their original source within α < 3.1◦.

However, in the data the original sources of particles are not known, and thus the minimum
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Figure 5.12: Results from an extragalactic charged particle propagation Monte Carlo study. Shown
is the angular deflection for cosmic rays originating from a given set of AGNs. Left panel: angle
to original source, right panel: angle to closest source. The correlation signal found by the Auger
Collaboration corresponds to a fraction of ∼0.7 events within an angular radius of 3.3◦. This can only
be achieved with proton primaries [179].
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Figure 5.13: Expected correlations for the BSS galactic magnetic field model given 15 observed events
[179].

angle to any source is shown in Figure 5.12 (right). In this case, the correlated event fractions

are at the 50 % level for protons, whereas for carbon primaries there is hardly any difference

to an isotropic distribution of the arrival directions.

A significance scan in analogy to the analysis in [42] is performed by generating 1000

Monte Carlo data sets. Each with Nsel = 15 particles sampled to originate from AGNs with

an energy above the prescription threshold of E ≥ 57 EeV and propagated to Earth. For all

configurations an angular scan is performed, i.e. for each search window α the number of

correlating events NMC
cor (α) is derived and the probability P to observe by chance NMC

cor or

more events from an isotropic distribution of arrival directions following the SD sky cov-
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Figure 5.14: Comparison of the derived cross section from a dataset generated by full detector Monte
Carlo simulations with the input cross section of the used high energy hadronic interaction model
QGSJET01.

erage [201] is calculated. In Figure 5.13 (left) the average probability to obtain the same

correlation from an isotropic distribution is shown. The maximum significance of the corre-

lation (minimum chance probability) of the proton simulations is for an angle of ∼ 5◦. The

fraction of Monte Carlo data sets with at least 12 correlating events is 2% (5%) for protons

with default (shifted) energy scale (cf. Figure 5.13, right). Since none of the 1000 Monte Carlo

experiments for helium and carbon primaries resulted in more than 11 correlated events, the

corresponding probabilities must be at the 0.1% level or smaller and thus it can be concluded

that, for a galactic magnetic field similar to the one used for this study, only proton primaries

can explain the observed AGN correlations. By taking into account extragalactic magnetic

fields and energy losses this conclusion can only get stronger.

5.5 Proton-air cross section

A final cross check of the analysis method can be performed on the base of a dataset gener-

ated by full detector Monte Carlo simulations. Air shower profiles are generated with the

CONEX air shower generator and the hadronic interaction model QGSJET01 for proton pri-

maries with an energy spectrum ∝ E−3 (cf. Figure 5.1). The cross section analysis with the

P1-parameterization based on the QGSJET01 interaction model, can reliably retrieve the true

input cross section over a wide energy range. This is displayed in Figure 5.14.

Now we are in the position to present the results obtained from the analysis of air shower

data. Two examples of the fits to quality selected hybrid data are given in Figure 5.15. In

the energy intervals at higher energies, the Xmax-distribution outside of the fit range is de-

scribed well by the proton model. At lower energies there is an increasing overestimation

of the measured Xmax-distribution at depth prior to Xpeak. Most probably this finding needs

interpretation in terms of the primary mass composition. This is beyond the scope of this

thesis and also our current understanding of the data is not yet sufficient. But it can be spec-

ulated that this behavior can only be achieved by the transition from a very heavy to a very

light composition. The resulting fits generally have a high quality with a reduced χ2 close
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to one. Appendix C gives a complete overview of the fits to the hybrid data. A complete

overview over all free parameters of the reconstruction as well as the resulting χ2 is given

in Figure 5.16. As a compromise between bin width and statistics within a bin, the energy

ranges are chosen such as the two highest energy bins contain 500, the third bin 1000 and all

the other lower energy bins 2000 events. This choice allows to make the energy-dependence

better visible for very high energies. The Xshift-parameter shows an almost linear behavior

in log10(E/eV).

In the lower energy bins the measured cross section is comparable to the predictions of

the high energy hadronic interaction models, but the Xshift-parameter is indicating signifi-

cant deviations. To explain a shift of this magnitude just by a changing multiplicity of the

interactions, might not suffice (cf. Figure 4.3). At the highest energies, on the other hand,

Xshift gets small, but above 1018.4 eV the cross section tends to increase rapidly. In total it

seems the interaction models need adjustment over the hole energy range.

5.6 Systematic uncertainties

Several sources of systematic uncertainties have been already identified in previous sections

of this work. At this place a complete list is given and the overall impact is quantified.

There are several uncertainties due to the chosen reconstruction ansatz and the choice

and quality of the parameterizations. Furthermore, there are more general sources of un-

certainties, on the level of the physics distributions that will equally apply to other cross

section analysis. First of all this is the primary mass composition of cosmic rays, but also the

chosen fitting range. Atmospheric fluctuations of the density profile are of importance both

for ground based air shower arrays as well as telescope detectors, while fluctuations of the

optical properties of the atmosphere (aerosols) are relevant only for the latter.

Parameterization of the Xmax-resolution. The Xmax-resolution is parameterized on the ba-

sis of events generated by a full detector Monte Carlo simulation over a wide energy

range. The found resolution is cross checked with the available 132 stereo events show-

ing a very good agreement. However, the uncertainty of the stereo measurement of
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Figure 5.15: Two example fits of the Xmax-model to hybrid data with the P1-distribution generated
with SIBYLL. The left panel shows the 2000 lowest energy events and the right panel the 500 highest
energy events of the considered dataset. The fitted Xmax-model to the data is shown as a solid red
line over the interval where the fit is performed and it is prolongated as dashed line.
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Figure 5.16: Complete overview of the results from the cross section analysis of hybrid data. At each
energy bin the number of events used for the analysis is indicated. The error bars are only statistical.

±1.3 gcm−2 can be propagated into the parameterization and thus into the result of

the cross section analysis. The result of doing this are shown in Figure 5.17. An en-

ergy dependent deviation from the original resolution model is identified, which can

be parameterized with a polynomial of 2nd-degree

∆−
res(E) = −1698.2 mb + 194.6 mb log10(E/eV) − 5.6 mb log2

10(E/eV)

∆+
res(E) = +2092.1 mb − 239.2 mb log10(E/eV) + 6.8 mb log2

10(E/eV) . (5.10)

Reconstruction ansatz. The performance of the reconstruction is thoroughly studied in Sec-

tion 4. Three independent sets of parameterizations of P1 are available, one for each of

the models QGSJET01, QGSJETII and SIBYLL. A large variety of Monte Carlo gener-

ated Xmax-distributions is used to check the quality of the reconstruction method.
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Figure 5.17: Difference in the resulting cross section for the Xmax-resolution model with ±1∆stereo
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=

1.3 gcm−2, where the latter is the uncertainty of the Xmax-resolution as derived from the stereo data.
The reference (at zero) is the reconstruction with the Xmax-resolution model as described in the text.
The lines are 2nd-order polynomial fits. The fit to the QGSJET01 points is used as an estimator of the
corresponding systematic uncertainty.

Two parameters are identified that are mainly responsible for the resulting perfor-

mance of the cross section reconstruction. These are the quality of the parameterization

of ∆X1 and the chosen fitting range. In Figure 4.18 it is shown how the parameteriza-

tion can be optimized by requiring a minimal inelasticity of 0.01. The fitting range is

also studied intensively and Figure 4.19 is summarizing the results. The chosen fit-

ting range in Xmax starting from 50 gcm−2 in front of Xpeak until 40 gcm−2 beyond the

largest Xmax was done in order to prevent any significant additional systematic uncer-

tainty.

Especially in Figure 4.20 the high quality that is finally achieved is demonstrated by the

ability of the reconstruction ansatz to retrieve the true input cross section over a wide

range. While the reconstruction of smaller input cross sections compared to the orig-

inal model cross section works very well and without any additional uncertainty, for

an increased cross section the reconstruction becomes more difficult. But only for very

large cross sections a significant underestimation seems to occur. The corresponding

systematic uncertainty is small and assumed to be zero and independent of the cross

section.

Based on the results from Section 4, the total uncertainty associated to the reconstruc-

tion ansatz is estimated to be approximately -25 mb and +5 mb at 10 EeV.

Invisible cross section. The correction for the invisible cross section for the chosen kmin
inel is

resulting in an uncertainty on the level of 1%, slightly depending on the energy. This is

just the maximal span between the predictions of the different models divided by two.

The result is illustrated in Figure 5.18.

Atmosphere. The properties of the atmosphere fluctuate with time and are only measured

with a limited precision. This induces an additional broadening of the observed physics
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Figure 5.18: Uncertainty associated to the invisible cross section correction.

distributions like Xmax. It is important to assure that this is not mixed up with the

signal from a changing cross section. The atmosphere above the Pierre Auger Obser-

vatory is permanently monitored as an integral part of the standard data taking pro-

cedure. However, only ≈60% of all hybrid events have an associated measurement of

the aerosol profile of the atmosphere. For the remaining 40% an average atmosphere is

used during the reconstruction. In Figure 5.19 the results of the cross section analysis

for these two different data samples are compared. Fortunately the parameterization

of the mean aerosol profile used for the analysis of the data with no aerosol measure-

ment, produces cross sections that are in good agreement with the data that have an

associated aerosol measurement. Therefore no systematic uncertainty on the cross sec-

tion needs to be attributed to fluctuations of the aerosol content in the atmosphere.

Acceptance. Any deviation from the acceptance model as it is used in the Xmax-model dis-
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torts the resulting Xmax-distribution. Checking the acceptance is possible by analyzing

subsamples of the dataset that have an inherently different acceptance. Suited for this

purpose are the classification of events with respect to their distance from the telescope

as well as their reconstructed zenith angle. Because of the geometry of the field of view

of a telescope, events closer to the telescope have a more restricted fiducial slant depth

range than events at larger distances. Inclined shower events traverse much more at-

mospheric matter compared to more vertical events. Therefore inclined events allow

to observe more of the tail of the Xmax-distribution. In fact the limited extent of the

atmosphere is strongly cutting into the Xmax-distribution for vertical events.

In Figures 5.20 and 5.21 the resulting impact on the cross section analysis are demon-

strated. For each energy bin the data is divided in two independent sub-samples: close

and far events as well as vertical and inclined events. As can be seen, the correspond-

ing cross sections are measured to be significantly different for these sub-samples. Cor-
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Table 5.3: By ignoring the cross section dependence of the correlation function P1, the model de-
pendence of the analysis becomes much more severe [117]. Systematic biases of the order of several
100 mb are observed during the reconstruction of the cross section for 10 EeV proton simulations.

data ∆ X1 model used for reconstruction

QGSJET SIBYLL NEXUS QGSJETII
data model σrec Xshift σrec Xshift σrec Xshift σrec Xshift

QGSJET01 537.1±5.5 1.7±0.8 465.3±4.1 -29.8±0.8 447.9±3.2 -46.9±0.8 467.6±3.7 -19.6±0.7
SIBYLL 802.8±12 36.1±0.7 609.2±5.7 0.7±0.5 572.8±4.5 -17.4±0.5 613.3±5.7 10.6±0.5
NEXUS 749.9±10 55.1±1.2 569.1±3.9 19.5±0.9 543.1±4.0 1.5±0.5 576.5±4.6 29.5±0.8
QGSJETII 697.1±8.2 27.0±0.8 553.2±4.3 -7.5±0.6 521.6±3.7 -26.1±0.3 562.3±4.4 2.1±0.4

respondingly, acceptance effects have a large impact on the cross section analysis. As a

matter of fact, due to the very much reduced theoretical systematic uncertainty caused

by the model dependence, the observed differences dominate now the systematic un-

certainties. Clearly, a better understanding of these effects is needed to improve the

experimental precision of the proton-air cross section analysis.

It is an additional complication that in the case of a mixed composition cosmic ray

beam, for different choices of event subsets we might introduce selection effects in

term of the primary mass. For example for vertical events, the Xmax for proton events

at ultra-high energy is generally already below the ground level and therefore an ef-

fective depletion of the selected proton fraction occurs. Thus, it is far from trivial to

disentangle the impact caused by the acceptance, the available fitting range in slant

depth and a possible changing mass composition on the resulting cross section mea-

surement.

In order to quantify the bias associated with the acceptance, the maximum deviation

from the distance (Figure 5.20) and zenith (Figure 5.21) study is taken as an estimates

of the systematic uncertainty. At the lower energies this amounts to around 50 mb

growing to up to 150 mb at the highest energies. The effect is not symmetric and the

uncertainty for an underestimation of the cross sections is larger.

Composition. As demonstrated in Section 4.2.2 the primary composition of cosmic rays has

a major impact on the Xmax-distribution and thus on the cross section analysis (cf.

Section 4.8).

Because of the available photon limits the influence from photon contamination can be

estimated and we associate a maximum of +50 mb systematic shift of the cross sections

due to an admixture of photons.

For the heavy nuclei contamination of the cosmic ray proton beam no equivalently

strong conclusion can be drawn. Since the mass composition is very uncertain, in

principle a large variety of systematic shifts of the cross section to lower values are

possible. However, the fits of the proton model to the Xmax-data, generally describes

the distribution well even outside of the fitted range. This can be read as indication of a

pure-proton or at least single-component composition. Only at the two lowest energy

bins of the presented cross section analysis there seems to be a significant overestima-

tion of the Xmax-distribution outside of the fit interval (at Xmax prior to the peak of the

distribution). Interestingly also the energy dependence of the Xshift-parameter seems
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to show a feature at low energies.

Model dependence. The model dependence can be deduced directly from the different re-

construction of the data by the P1-distributions generated with different models. For

the finally specified cross section measurement the mean value as well as the mean

statistical error of the individual reconstructions are calculated. The associated model

dependent systematics is then the maximum deviation between the models divided by

two. In the lower energy bins this amounts to ±5 mb while in the upper energy bins it

becomes a significant source of uncertainty with up to ±90 mb.

The improvements with respect to previous analysis techniques can be clearly seen by

looking at the differences of Figures 4.20 and 4.21. Furthermore, the model dependence

of the analysis technique without consideration of the cross section dependence of the

correlation function P1 is quantified to be ≈ 200 mb at 10 EeV [117] (see Table 5.3).

The investigated sources of systematic uncertainty are listed in Table 5.4 together with

an estimate of their impact on the resulting cross section. The energy dependence of these

systematic uncertainties in millibarn, as they apply to the final cross section measurement, is

shown in Figure 5.22. The dominant source of uncertainty is coming from the detector accep-

tance. Below 1018.3 eV all other uncertainties are smaller than 20 mb. Only at higher energies

the model dependence is rapidly growing, eventually becoming a comparable strong source

of uncertainty than the acceptance.
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Figure 5.22: Decomposition of the total systematic uncertainty versus energy. It is only at the highest
energies that the model dependent uncertainties get significant. The uncertainties caused by the
unknown primary composition are not shown.
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Table 5.4: Overview of the study of systematics uncertainties. The impact of the primary composition
is discussed separately and is not mixed up with the other points.

Source Impact

Acceptance 50 to 150 mb
Model dependence 5 to 90 mb

Parameterization of P1 +5 and -25 mb

Parameterization of Pres 5 to 20 mb
Invisible cross section ∼ 1%

Atmosphere (aerosols) vanishing

Primary composition (photons) up to +10%
Primary composition (heavy nuclei) up to -100%

5.7 Discussion of the results

5.7.1 Proton-air cross section and comparison to model predictions

The combined results of the cross section analysis based on the hybrid data are presented

in Figure 5.23. The mean value of the reconstruction with the three P1-models is given to-

gether with the mean statistical uncertainty. The estimation of the systematic uncertainties

as derived in the previous section is quadratically added to the statistical error bars to give

an impression of the total uncertainty. The results are summarized in Table 5.5. There is an

additional uncertainty, which has not been noted up to now. The energy scale of the hybrid

reconstruction is uncertain on the 25% level. This is not propagated into the final results,

but the implications are minor. The results of the proton-air as well of the proton-proton

analysis can be shifted by up to 25% in energy. Within the total uncertainty, the predictions

of QGSJET01, QGSJETII and NEXUS are in good agreement with the data below 1018.4 eV.

Due to the systematic uncertainty of this measurement, the somewhat larger cross section of

SIBYLL and EPOS can not be excluded.

Above 1018.4 eV a strong increase of the reconstructed cross section is observed. This is

a consequence of the measured Xmax-distribution getting much narrower than any proton

simulation would allow (cf. Figure 5.24). It is worthwhile noting that the systematic uncer-

tainty of this analysis are correlated with respect to the energy, i.e. whereas the overall scale

of σp−air is uncertain at the 100 mb level, the measured shape is much less uncertain.

5.7.2 Mass composition of primary cosmic rays

It is too early to draw reliable conclusions about the mass composition at ultra-high energy

from air shower data. More data need to be acquired and the understanding of the detectors

and of the interaction physics have to be improvents. However, a strong impact of a mixed

composition on the results of the cross section analysis was demonstrated in Section 4.8.

Therefore we can review the result obtained in this work also in the context of a possible

mixed composition scenario.

The primary assumption for the presented analysis is the ability to attain a cosmic ray

proton beam, even if the primary mass composition is mixed. For the presented work

this was done for example by considering only the deeply penetrating part of the Xmax-
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Figure 5.23: Final cross section results plotted together with other data and model predictions. All
measurement are well above the LHC energy. The inner error bars indicate statistical (thick line) and
the outer error bars the total of systematic and statistical uncertainties. The uncertainties caused by
the unknown mass composition are not included.

Table 5.5: The proton-air cross section with its statistical and systematical uncertainties. The uncer-
tainties caused by the unknown mass composition are not included.

Energy log10(E/eV) Events σp−air [mb] ∆stat [mb] ∆
−

syst [mb] ∆
+
syst [mb]

17.6 2000 409 20.9 44.0 45.9
17.8 2000 440 18.8 45.8 61.1

17.9 2000 418 17.0 46.0 74.0

18.1 2000 443 18.7 47.5 89.0
18.3 2000 478 19.2 50.1 109

18.4 1000 495 29.4 51.8 126

18.7 500 683 49.5 79.5 156
19.1 500 1060 130 133 211
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Figure 5.24: The fluctuations of the Xmax-distribution plotted together with model predictions by

QGSJETII [190]. Above an energy of 1018.5 eV the data considerably start to deviate from the model
expectations for a proton or even mixed (25% proton, 75% iron) composition.

distribution. Based on the found impact of the chosen fitting range on the analysis for the

case of a mixed primary composition we can perform the data analysis for the “short fitting

range” scenario as it is introduced in Section 4.8. In this spirit the data is reanalysed for two

modified fitting ranges

Late start. The fit starts at Xpeak. This proved to be useful to suppress the impact of heavy

admixtures.

Early stop. The fit ends at Xpeak + 150 gcm−2. This helps to suppress the impact of a photon

contribution.

The results of this study are shown in Figure 5.25. The “early stop” fitting range is indeed

leading to systematic lower reconstruction of the cross section, as it would be expected in the

presence of photon primaries. The offset of -39 gcm−2 points to maximum photon fraction

on the level of a few percent, which is compatible with the photon limit of 2%. On the other

hand the “late start” fitting range is leading to a systematic shift by an offset of +58 gcm−2.

This could be caused by a contribution of heavy nuclei.

In any case on the present level the results cannot be easily transformed into quantitative

estimates on the mass composition. Systematic effect caused just by the choice of the fitting

range itself must be considered. Also the resulting quality of the short fits is much worse

than for the standard fitting range.

However, the offsets identified in Figure 5.25 can be taken to justify the assumptions

made earlier, concerning the estimated maximum impact of systematic uncertainty caused

by the primary composition.
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Figure 5.25: Investigation of an alternative reconstruction of the hybrid data with different fitting
ranges.

5.7.3 Proton-proton cross section and the Glauber theory

In a final analysis step, the derived proton-air cross section can be converted into proton-

proton cross section by application of the Glauber theory (cf. Section 2.7.2). There are addi-

tional uncertainties entering in this conversion process, which is mainly the extrapolation of

the slope parameter Bela to the needed ultra-high energies.

For a measured value of a proton-air cross section at a specific energy the Glauber theory

needs a value for Bela in order to convert to the proton-proton cross section. The extrap-

olation of Bela to cosmic ray energies is very uncertain, therefore it is helpful to plot the

trajectory of possible Bela as a function of σ
pp
tot for each measurement of a proton-air cross

section. For each of the eight energy bins of the proton-air cross section analysis this is done

in Figure 5.26. The trajectory in the plane of Bela and σ
pp
tot is shown for the proton-air value,

the ±1σstat contour as well as the total statistical plus systematic uncertainty. Up to cen-

ter of mass energies of log10(
√

s /GeV) = 4.9 the conversion can be done by using a mean

Donnachie-Landshoff (DL) parameterization. It has to be stressed again, that the DL pre-

dictions are very uncertain at these energies and a large systematic uncertainty is present

due to the enormous extrapolation from the few available data points. This additional sys-

tematics is not included in the results of this analysis. However, the plots in Figure 5.26

should be taken as a reference. These plots give a good impression on the possible results

of the conversion. Furthermore, with the availability of new data on the slope parameter or

an improved parameterization, the value of the proton-proton cross section can be obtained

directly from these diagrams. For the two highest energy measurements the model of DL

clearly fails to describe the data. For proton-proton cross sections larger than ≈ 225 mb the

DL model hits the black disc limit, which requires a minimum value of the slope parameter.

For very high cross section the black disc limit might be a good approximation, thus the two

highest energy data points are converted by the assumption of this limit. In Figure 5.27 the

proton-proton cross sections including their statistical and systematic uncertainty are given.

The systematics is just the one arising from the proton-air analysis.

The plots from Figure 5.26 at ultra high energy can also be exploited in order to give
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Figure 5.26: Each proton-air cross section measurement defines a curve in the (Bela − σ
pp
tot )-plane. The

solid red line corresponds to the mean value of the proton-air cross section, while the dashed lines are
the ±1σstat values and the dotted lines the total uncertainty including the systematics. The highest
energy interval (bottom right) shows a larger section of the plane. For the references see [121].
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Figure 5.28: Uncertainty of the extrapolation of the slope parameter Bela to cosmic ray energies (for
the references see [121]). The analysis presented here can be used to put limits on Bela at ultra-high
energy.

a lower limit on the slope parameter at cosmic ray energies. If we account for the total

uncertainties (stat.+syst.) we can derive limits at the three highest energy intervals. These

limits are illustrated in Figure 5.28.

The upcoming data from the LHC will help to considerably improve the understanding
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of cosmic ray data. If the cosmic rays we observe at the highest energies is indeed a proton

beam, we have to expect a drastic change in the interaction physics close to log10(
√

s /GeV) ≈
5. This is well above the LHC energy. At the LHC the possible predictions spanned by DL

and Landshoff 2007 are both possible, with a slight preference of a lower cross section at

LHC energies.

Cosmic rays currently provide the only possibility for studying interactions at center of

mass energies of log10(
√

s /GeV) > 5. By further developing the analysis technique, and

improvements in understanding of the atmosphere, the detector acceptance and the nature

of ultra-high energy cosmic rays it might be possible to study ultra-high energy interaction

physics based on cosmic rays with good precision in the near future.
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6 Summary

The aim of this work has been a first analysis of hybrid data of the Pierre Auger Observatory

to measure the proton-air cross section.

There are different methods that have been applied in the past for measuring the proton-

air cross section. These methods use either ground-based (particle detector) observables or

telescope data (fluorescence or Cherenkov light signal). In preparation of performing a cross

section analysis of hybrid data, these existing analysis methods have been reviewed and

shortcomings have been pointed out.

• All cross section measurement techniques depend on hadronic interaction models be-

cause the relation between the first interaction point and the used shower observable

has to be obtained from simulations.

• The previous methods treat the proton-air cross section in an inconsistent way. The

measured cross section is attributed only to the distribution of the first interaction

point, but does not enter the shower evolution. The shower evolution is always simu-

lated with the default cross section of the interaction model used in the analysis.

• The correlation between the first interaction point and the depth of the shower maxi-

mum Xmax is more direct than that with ground-based particle observables.

• The k-factor method to account for the fluctuations between the first interaction point

and the observed shower stage depends very sensitively on the chosen range for fit-

ting.

• Experimental effects are important for all of the measurement approaches. From this

it follows that k-factors cannot be transferred between different experiments.

• Because of the different stages of the observed shower development, k-factors from

ground arrays are inherently different from k-factors of detectors that can directly ob-

serve the shower maximum.

Based on these results, a new method for deriving the high energy proton-air cross sec-

tion using Xmax-data has been developed and verified by simulation studies. This method

has a much smaller dependence on the hadronic interaction model applied in the analysis

than previous methods. The method developed in this thesis is characterized by

• Interpolation of the cross section starting from model predictions at an energy at which

the cross sections are known from accelerator data up to the air shower energy. The

correlation between the first interaction point and the depth of the shower maximum

is parameterized as a function of the interpolated cross section and primary energy.

This way the cross section derived from data is not only determining the distribution

of the first interaction point, but also influences the shower evolution and, hence, the

correlation between the first interaction point and Xmax.

• Empirical determination of the invisible cross section as

σinv = σ (kinel ≥ 0.01) , (6.1)

to which any air shower measurement is not sensitive to.
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• Due to the inclusion of the acceptance in the developed Xmax-model, there is no need

to strongly constrain the dataset to the phase-space that guarantees the undistorted

observation of the complete Xmax-distribution. A definition of the fiducial slant depth

range based on the geometry of the field of view of a telescope has been developed. It

has been shown that the presented analysis method has the potential to use almost the

full hybrid statistics.

• Inclusion of the detector resolution in the analysis. In this work, the Xmax-resolution is

parameterized and verified with stereo data.

The simulation studies needed for the cross section analysis required the extension of ex-

isting software packages and the development of new simulation algorithms. The hybrid

simulation as well as reconstruction algorithms have been significantly improved. These

contributions are now integrated in the official releases of the Offline framework and in-

clude

• Fast hybrid simulations with SdSimpleSim.

• Numerical slant depth integration of the traversed matter in a curved atmosphere.

• Extensive revision and re-implementation of the telescope simulation algorithms with

a focus on the relevant physics, computing speed, runtime stability and user cus-

tomization.

• Numerical error propagation for arbitrary calculations.

• Development of the ADST data format and the EventBrowser visualization tool.

The hybrid data of the southern Pierre Auger Observatory from 2004 to October 2007 have

been chosen for the analysis of this work. After quality selection, more than 12000 events

are available for the cross section measurement. Applying the developed analysis method

to this data set and assuming a proton dominated composition, the following results have

been obtained

• Below 1018.4 eV, the cross section is compatible with QGSJET01, QGSJETII and NEXUS.

EPOS and SIBYLL are less favored, but are not excluded.

• Above 1018.4 eV, the cross section is increasing much stronger than expected by stan-

dard extrapolations.

• The uncertainty induced by the model dependence is small.

• The mean depth of the shower maximum derived from data and predicted by models

is different. The difference is steadily decreasing ∝ lg(E/eV) for all models.

The systematic uncertainties of the measurement have been studied in detail. The following

aspects have been investigated using simulations as well as data.

• Impact of a mixed hadronic composition on the cross section analysis.

• Effect of photon primaries.
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• Stability of the analysis method to reconstruct simulated data generated by any one

interaction model and reconstructed with another model.

• Quality of the used parameterizations of the Xmax-resolution and the corresponding

correlation function.

• Aerosol content of the atmosphere.

• Identification of systematic effects that are attributed to the understanding of the de-

tector acceptance, by the reconstruction of subsets of the total event selection.

After the significant reduction of the systematic uncertainties due to hadronic interaction

models achieved in this work, the remaining uncertainties are dominated by the understand-

ing of the detector acceptance.

The AGN-correlation recently reported by the Auger Collaboration strongly favors pro-

tons as primary particles. The correlation is found for events above 57 EeV. The data ana-

lyzed in this work cover the range from 0.4 to 79 EeV. Above 57 EeV only very few events

are available. However, it is at the highest energies where the presented analysis indicates a

very rapid increase of the cross section. On the other hand, a rapid increase of the measured

cross section could be naturally explained by a change of composition to heavier elements.

There are indeed indications of such a change, if Pierre Auger Observatory data are inter-

preted with existing models. However, it is known that these models are not providing a

consistent description of the data.

The Glauber formalism, which is one of the foundations of all cosmic ray interaction

models, is used to convert the measured proton-air into proton-proton cross sections. There

are considerable systematic uncertainties entering this conversion. Again, within the proton

hypothesis, the impact on the characteristics of ultra-high energy proton-air interactions is

tremendous. The observed increase of the cross section is difficult to explain within the

framework of standard Glauber theory. In this case, it must be interpreted as evidence for

new interaction physics above a center of mass energy of 6 · 104 GeV.

It is the challenge of the near future to bring these results in accordance to each other.

Probably it is the higher statistics data of the northern Auger Observatory that will provide

a much deeper insight in the interaction physics at ultra-high energy.
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Appendix

A Fast hybrid simulations

To generate realistic air shower events in the surface detector of the Pierre Auger Obser-

vatory without employing full air shower as well as detector Monte Carlo simulations, the

SdSimpleSim tool is developed. SdSimpleSim is distributed as part of the Offline-framework.

It is based on 1D shower particle number profiles at the shower axis, as they are provided for

example by CONEX. The use of the CONEX simulation tool assures minimal computation

time while providing realistic air showers profiles including shower-to-shower fluctuations.

It is the task of SdSimpleSim to generate the lateral and timing information needed for the

surface detector simulation.

Figure A.1 (left) shows the longitudinal profile of electrons Ne(X), muons Nµ(X), gam-

mas Nγ(X) as well as muon production dN
prod
µ (X)/dX, as simulated by CONEX for a

10 EeV proton primary. The alignment of surface detector thanks with respect to an incoming

air shower is illustrated in Figure A.1 (right). Each tank i sees the air shower at development

stage Xi and is located in a radial distance of ri from the shower axis. Parameterizations

based on the NKG-distribution [202, 203]

fNKG(r, r0, s) =
1

2πr2
0

Γ(4.5 − s)

Γ(s)Γ(4.5 − 2s)

(
r

r0

)s−2(
1 +

r

r0

)s−4.5

(A.2)

have proven to be very useful to describe lateral particle densities [204, 205] for air showers

at age si = 3/(1 + 2Xmax/Xi) and radial scale r0. For the purpose of SdSimpleSim it turns

out to be a good approximation to use (A.2) to calculate particle densities as

e±, γ : ρe−, e+, γ(ri, si) = Ne−, e+, γ(Xi) · fNKG(ri, rm, si/2) (A.3)

µ : ρµ(ri, si) = Nµ(Xi) · fNKG(ri, 350 m, si) , (A.4)

with the Moliere radius rm. Combined with the total projected tank surface (as illustrated in

Figure A.2, left)

Aproj = π r2
tank cos θ + 2 htank rtank sin θ (A.5)
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Figure A.1: Left panel: longitudinal particle distribution of an air shower. Right panel: schematic
view of the geometry of the surface detector tanks with respect to an air shower.
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we can sample the number of particles hitting tank i

e±, γ : ni
e−, e+, γ = Poissonian

[
Aproj · ρe−, e+, γ(ri, si)

]
(A.6)

µ : ni
µ = Poissonian

[
Aproj · ρµ(ri, si)

]
. (A.7)

A vertical muon intersection the tank is depositing exactly the energy corresponding to

one vertical equivalent muon (VEM). Therefore an arbitrary muon trajectory j with a track-

length tj deposits an energy equivalent to tj/htank VEM. Figure A.2 (right) demonstrates the

realistic sampling of the muon tracklength for muons hitting a tank with a zenith angle of

71.5◦. In contrary electromagnetic particles are in good approximation releasing all of their

energy within the water tank. The deposited electromagnetic energy is converted to a muon

tracklength equivalent by the factor 5.25 m/GeV [206]. Due to absorption in the plastic walls

of the tank, the energy of electrons is reduced by 0.29 MeV and the energy of gammas by

0.3 MeV [207]. In contrast to the muon, where only the geometric tracklength is important

for the induced tank signal, for electromagnetic particles the tanks behaves as an efficient ab-

sorption calorimeter and thus the energy distribution of the particles is crucial. Therefore we
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Figure A.3: Universal electron energy distribution as a function of the shower age s [80].
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use the universality of electromagnetic energy spectra [80] to sample from a realistic energy

distribution for electrons, positrons and gammas, specificly at the shower age si for tank i

(see Figure A.3). Figure A.4 demonstrates the resulting lateral parameterization for a 10 EeV

proton primary.

The arrival time of particles in tank i depends on the structure of the air shower as well

as the timing resolution of the detector. Figure A.5 (left) illustrates the intersection of a

typical shower front. Muons are traveling most directly from their production point to the

observation level. They are almost not scattering or interacting, therefore they reach the

detector slightly prior to other shower components. Muon timing was modeled based on

the muon production profile along the shower axis [208, 209]. Figure A.5 (right) illustrates

the underlying assumption. Muons are produced close to the shower axis according to the
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components. Right panel: Illustration of the muon timing model from [208]. Muons are emitted close
to the shower axis during the evolution of a shower.
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muon production profile dN
prod
µ /dX. Most muons are produced by decaying pions. Muons are

emitted at the shower axis with an angular distribution corresponding to their parent pions,

which is determined by the pion p⊥-distribution. Besides this purely geometric muon timing

model, there are second order effects like the energy dependent speed of muons. Since most

muons have energies above 1 GeV, these kinetic differences in muon timing are not large.

Figure A.6 (left) compares the predictions of the resulting muon timing model to CORSIKA

simulations. In addition to the air shower timing also the finite detector resolution has to

be taken into account. The timing resolution of an Auger surface water Cherenkov tank can

be measured with twin tanks. These are pairs of tanks positions very close to each other.

Averaging over many air shower events the time resolution was deduced to be σt = 26.84 ns

from their response. This timing resolution is added as a Gaussian fluctuation to the muon

time model prediction. Figure A.6 (right) shows a comparison of the resulting SdSimpleSim

timing model to Auger data.

An important issue for hybrid simulations are noise tanks in the surface array. Since the

hybrid detection efficiency is already very high at energies much below full efficiency of the

surface detector many hybrid events only contain a single tank hit. Therefore a random noise

tank can well be misidentified as the hybrid tank, which is in fact an important source of
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uncertainty for hybrid reconstruction. For every telescope trigger the surface detector array

is readout, assuming a concentric timing evolution with the distance from the triggered eye.

The time window for each tank is 100 µs. Since the T1 trigger rate per tank is self dynamically

adjusted to yield 100 Hz, the average number of noise tanks can be easily calculated as

nnoise = ntot · 200 µs · 100 Hz ≈ 10 up to 30 , (A.8)

where ntot is the active number of tanks in the array. Figure A.7 (left) shows the time dis-

tribution of one night of hybrid data, where only the “T4” events also fulfill basic surface

detector quality criteria. The distribution for “all-T4” are events that would not have trig-

gered surface detector readout by themselves. These class of events is called brass hybrid

and represents the largest fraction of all hybrid data. It is nicely visible how the real shower

events are located in a small peak centered at about -20 ns, corresponding to the mean dis-

tance of shower cores from the telescope building, which was sending the trigger. All events

which are building the flat background can be safely assumed to represent a typical minbias

surface detector status. Figure A.7 (right) shows the distribution of integrated tank signals

of these minbias tanks. The distribution can be parameterized by a Gaussian with an ex-

ponential tail to large signals. SdSimpleSim samples from this parameterization to generate

realistic noise signals.

The overall performance of SdSimpleSim can be demonstrated by generating 10000 sur-

face detector events for a realistic cosmic ray input spectrum with a flux ∝ E−2.7 and a zenith

angle distribution from 0◦ to 60◦. The simulation does only last for ∼ 1 h. A comparison to

real SD data is given in Figure A.8. The main characteristics of the lateral signal distribution

in the data like the energy estimator S1000 or the slope parameter β are resembled very well.
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B ∆X-parameterizations

B.1 Energy dependence

B.1.1 SIBYLL

Table B.1: Complete list of parameterizations of the ∆X1-model for SIBYLL.

f10 EeV Nsim α [gcm−2] β [gcm−2] γ [g2cm4] χ2/ndf

17.0 9764 608.5±0.5 18.4±0.2 -3.8e-02±1.0e-02 153.6/72

17.5 7524 640.0±0.5 17.2±0.2 -4.0e-02±1.2e-02 116.1/63
18.0 8367 664.3±0.5 17.3±0.2 -3.2e-02±1.1e-02 127.7/65

18.5 5507 702.9±0.6 16.9±0.3 -6.8e-03±1.7e-02 100.5/58

19.0 9826 723.2±0.4 16.5±0.2 -4.4e-03±1.1e-02 97.6/59
19.5 2754 765.3±0.7 16.2±0.3 -1.8e-02±1.9e-02 51.4/50

20.0 8117 781.6±0.4 15.8±0.2 -1.9e-02±1.1e-02 68.1/59
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Figure B.9: Selection of fits and parameterizations of the ∆X1-distributions for SIBYLL.
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B.1.2 QGSJET01

Table B.2: Complete list of parameterizations of the ∆X1-model for QGSJET01.

f10 EeV Nsim α [gcm−2] β [gcm−2] γ [g2cm4] χ2/ndf

17.0 9647 590.4±0.4 19.4±0.2 5.7e-02±1.4e-02 148.0/77

17.5 9656 619.2±0.4 19.1±0.2 8.9e-02±1.6e-02 88.7/72
18.0 5774 648.0±0.5 19.5±0.3 1.5e-01±2.5e-02 97.1/71

18.5 2026 674.0±0.8 19.2±0.4 2.1e-01±4.9e-02 66.9/56
19.0 9645 701.8±0.3 19.8±0.2 1.9e-01±2.0e-02 111.3/72

19.5 389 726.7±1.9 21.6±1.1 2.8e-01±1.5e-01 46.0/46

20.0 7709 753.8±0.5 20.8±0.3 8.0e-02±2.0e-02 158.5/71
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Figure B.10: Selection of fits and parameterizations of the ∆X1-distributions for QGSJET01.
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B.1.3 QGSJETII

Table B.3: Complete list of parameterizations of the ∆X1-model for QGSJETII.

f10 EeV Nsim α [gcm−2] β [gcm−2] γ [g2cm4] χ2/ndf

17.0 9496 611.3±0.4 17.0±0.2 -5.9e-02±8.1e-03 110.8/71

17.5 9639 641.6±0.4 15.7±0.2 -1.0e-01±6.5e-03 103.0/68
18.0 8923 670.9±0.4 15.2±0.2 -1.1e-01±6.5e-03 126.6/63

18.5 2228 696.1±0.9 14.8±0.4 -1.3e-01±1.1e-02 91.0/51
19.0 9695 724.8±0.4 15.3±0.2 -1.4e-01±5.0e-03 118.7/64

19.5 1835 748.4±1.2 15.7±0.5 -1.6e-01±1.1e-02 65.0/52

20.0 7812 771.4±0.6 16.1±0.2 -1.5e-01±6.3e-03 82.7/62
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Figure B.11: Selection of fits and parameterizations of the ∆X1-distributions for QGSJETII.
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B.2 Cross section dependence

B.2.1 SIBYLL 10 EeV

Table B.4: Complete list of parameterizations of the ∆X1-model for SIBYLL.

f10 EeV Nsim α [gcm−2] β [gcm−2] γ [g2cm4] χ2/ndf

0.5 9832 744.6±0.5 23.3±0.2 4.8e-02±1.3e-02 157.5/95
0.6 9818 739.3±0.5 21.7±0.2 2.1e-02±1.2e-02 147.5/87

0.7 9815 734.0±0.4 19.7±0.2 -1.6e-03±1.1e-02 105.4/74

0.8 9830 729.5±0.4 18.5±0.2 -1.7e-02±1.0e-02 109.2/70
0.85 9823 727.3±0.4 18.3±0.2 -1.0e-02±1.1e-02 125.6/71

0.9 9827 725.3±0.4 17.4±0.2 -3.4e-02±9.7e-03 132.9/68
0.95 9821 723.5±0.4 17.1±0.2 -3.6e-02±9.5e-03 80.7/67

0.99 9828 722.6±0.3 16.6±0.2 -4.9e-02±8.9e-03 115.0/64

1.0 9825 721.5±0.4 16.3±0.2 -3.1e-02±9.4e-03 74.5/60
1.01 9809 721.7±0.4 16.3±0.2 -3.6e-02±9.4e-03 80.7/62

1.05 9810 720.0±0.4 16.1±0.2 -4.8e-02±9.1e-03 120.2/63

1.1 9821 717.2±0.4 16.1±0.2 -1.8e-02±1.1e-02 81.5/57
1.15 9825 717.0±0.4 15.8±0.2 -4.5e-02±9.2e-03 85.8/60

1.4 9808 709.4±0.3 14.6±0.2 -5.0e-02±8.6e-03 80.6/57
1.6 9817 704.3±0.3 13.9±0.2 -5.3e-02±8.6e-03 57.4/53

1.8 9835 700.0±0.3 13.8±0.2 -3.8e-02±9.2e-03 60.0/55

2.0 9822 696.5±0.3 13.6±0.1 -3.1e-02±9.4e-03 77.1/54
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Figure B.12: Selection of fits and parameterizations of the ∆X1-distributions for SIBYLL.

151



B.2.2 QGSJET01 10 EeV

Table B.5: Complete list of parameterizations of the ∆X1-model for QGSJET01.

f10 EeV Nsim α [gcm−2] β [gcm−2] γ [g2cm4] χ2/ndf

0.5 9658 717.4±0.4 27.6±0.3 2.7e-01±2.3e-02 218.4/105

0.6 9650 712.6±0.4 25.5±0.3 2.5e-01±2.3e-02 169.8/98

0.7 9686 709.6±0.4 23.8±0.2 1.8e-01±1.9e-02 125.7/87
0.8 9645 707.4±0.4 22.2±0.2 1.4e-01±1.8e-02 111.7/79

0.85 9676 706.1±0.4 21.6±0.2 1.1e-01±1.7e-02 95.2/77
0.9 9646 704.3±0.4 20.9±0.2 1.1e-01±1.7e-02 110.8/73

0.95 9629 702.5±0.4 21.1±0.2 1.5e-01±1.9e-02 92.2/75

0.99 9683 701.5±0.4 20.6±0.2 1.4e-01±1.8e-02 133.3/74
1.0 9703 701.7±0.4 19.8±0.2 8.3e-02±1.6e-02 92.8/72

1.01 9690 701.3±0.4 20.2±0.2 1.2e-01±1.8e-02 102.4/70

1.05 9680 700.9±0.4 19.7±0.2 7.9e-02±1.5e-02 121.3/74
1.1 9614 698.8±0.4 19.3±0.2 9.9e-02±1.6e-02 77.9/68

1.15 9643 698.5±0.4 19.3±0.2 1.0e-01±1.6e-02 115.1/69
1.4 9678 692.8±0.4 17.8±0.2 8.3e-02±1.6e-02 87.4/60

1.6 9653 690.2±0.3 16.9±0.2 4.7e-02±1.3e-02 90.7/60

1.8 9679 686.9±0.3 16.3±0.2 5.7e-02±1.4e-02 103.4/59
2.0 9646 684.4±0.3 15.6±0.2 5.1e-02±1.4e-02 107.7/57
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Figure B.13: Selection of fits and parameterizations of the ∆X1-distributions for QGSJET01.
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B.2.3 QGSJETII 10 EeV

Table B.6: Complete list of parameterizations of the ∆X1-model for QGSJETII.

f10 EeV Nsim α [gcm−2] β [gcm−2] γ [g2cm4] χ2/ndf

0.5 9687 739.8±0.5 21.9±0.3 -1.0e-01±6.4e-03 227.7/96

0.6 9701 736.5±0.6 20.2±0.2 -1.2e-01±6.2e-03 189.1/87

0.7 9636 733.7±0.5 18.2±0.2 -1.4e-01±5.1e-03 152.7/75
0.8 9613 729.9±0.5 17.0±0.2 -1.5e-01±4.8e-03 131.3/72

0.85 9651 728.3±0.4 16.7±0.2 -1.5e-01±4.7e-03 137.5/69
0.9 9650 727.0±0.7 16.4±0.2 -1.5e-01±6.2e-03 106.2/68

0.95 9587 725.8±0.5 15.9±0.2 -1.5e-01±4.9e-03 99.1/66

0.99 9685 724.9±0.5 15.9±0.2 -1.5e-01±4.9e-03 116.1/66
1.0 9688 725.0±0.5 15.7±0.2 -1.5e-01±4.7e-03 105.0/66

1.01 9639 724.1±0.5 15.6±0.2 -1.5e-01±4.7e-03 107.1/63

1.05 9681 723.0±0.4 14.9±0.2 -1.5e-01±4.5e-03 90.3/63
1.1 9664 722.7±0.3 14.5±0.2 -1.6e-01±3.8e-03 116.3/63

1.15 9699 719.7±0.5 15.2±0.2 -1.4e-01±5.3e-03 138.1/59
1.4 9576 714.4±0.4 13.8±0.2 -1.5e-01±4.9e-03 88.0/56

1.6 9581 711.0±0.4 12.8±0.2 -1.6e-01±4.7e-03 88.1/52

1.8 9667 708.2±0.3 12.2±0.2 -1.7e-01±4.2e-03 94.3/52
2.0 9654 704.0±0.4 12.5±0.2 -1.5e-01±4.8e-03 107.6/50
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Figure B.14: Selection of fits and parameterizations of the ∆X1-distributions for QGSJETII.
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C Fits of the cross-section analysis

C.1 Analysis based on SIBYLL
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Figure C.15: Fits to the hybrid Xmax-distributions. Note that the shown hybrid data are not corrected for
detector acceptance effects. Read Section 5.3 for more details.
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C.2 Analysis based on QGSJET01
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Figure C.16: Fits to the hybrid Xmax-distributions. Note that the shown hybrid data are not corrected for
detector acceptance effects. Read Section 5.3 for more details.
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C.2.1 Analysis based on QGSJETII
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Figure C.17: Fits to the hybrid Xmax-distributions. Note that the shown hybrid data are not corrected for
detector acceptance effects. Read Section 5.3 for more details.
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