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Abstract

The aim of this thesis is to improve the reliability of EAS silations by investigating
the role of hadronic interactions for muon production. Ting@artance of low energy
interactions is studied and it is argued that current fixegktieexperiments can help to
reduce uncertainties in the low energy range. This is detratesl by analyzing data
of the CERN fixed target experiment HARP on proton and pioerattions with a car-
bon target and by comparing the obtained production spedthamodel predictions.
The simulation studies of the relevant energies and phassegggions of hadronic
interactions in EAS form the basis on the cosmic ray part abppsal for a new fixed
target experiment. Early 2007 the proposal was acceptedERNCand the new NA61
experiment will take first p+C data at 30 GeV in autumn of 2007.

Myoner zeugung in ausgedehnten L uftschauern und niederener getische
Beschleuniger messungen

Das Ziel dieser Arbeit ist die Verbesserung der Zuverl&ssigon Luftschauer-Simu-
lationen, indem man die Bedeutung von hadronischen Weehikahgen untersucht,
die fur die Myonproduktion relevant sind. Der Einfluss voederenergetischen Wech-
selwirkungen wird betrachtet und es wird gezeigt, dass gegeige Fixed-Target-
Experimente dazu beitragen kénnen, die Unsicherheitenigdd¥energiebereich zu
reduzieren. Dies wird an Hand einer Datenanalyse des Hiaegkt-Experiments
HARP am CERN demonstriert. Bei diesem Experiment wurde sbwm Proton-
als auch Pion-Strahl auf ein Kohlenstoff-Target geschusdeie aus dieser Anal-
yse gewonnenen Produktionsspektren werden mit Modekrsdgen verglichen. Die
Simulationsstudien der relevanten Energie- und Phasetraneiche der hadronis-
chen Wechselwirkungen in Luftschauern bilden die Grunellig den aus der As-
troteilchenphysik motivierten Beitrag eines Antrags fiir meues Fixed-Target-Expe-
riment. Anfang 2007 wurde der Antrag vom CERN genehmigt uswsl meue Experi-

ment NA61 wird die ersten p+C-Daten bei einer Energie von 8V @ Herbst 2007
nehmen.
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1 Introduction

The arth is permanently exposed to an almost isotropic flow of charged particles,
called cosmic rays. These particles are the only baryonic matter which reaches the
earth from outside our solar system. Cosmic rays provide important information on
our Milky Way and even about more distant regions. However, even after more than
90 years after the discovery of cosmic rays, their sources, acceleration mechanisms and
propagation is not yet understood. Many astrophysical models of sources of cosmic ray
particles and their acceleration processes have been proposed. To distinguish between
the different models, energy and elemental composition measurements are of central
importance.

The all-particle flux of cosmic rays is relatively well known over a large energy range.
However, the investigation of the compaosition of cosmic rays is much more difficult.
Below 10°eV cosmic ray particles are measured directly by balloon and satellite
borne experiments. Above this energy the particle flux becomes so low that large de-
tection areas on the surface of the earth are necessary. Large array experiments like the
KASCADE experiment [1] at the Forschungszentrum Karlsruhe and the Pierre Auger
Observatory [2] in Argentina apply an indirect measurement method to study cosmic
rays at these energies. They detect secondary particles produced in extensive air show-
ers (EAS), which are initiated by interactions of cosmic ray particles with air nuclei
(nitrogen or oxygen) in the earth’s atmosphere. For example, a proton with an energy
of 10*°eV produces an EAS of more than one million secondary particles. Three com-
ponents of EAS can be distinguished: the hadronic component (pions, kaons, nucle-
ons), the muonic component and the electromagnetic component (photons, electrons
and positrons).

One method to derive the energy and particle type of a primary particle of an EAS is
to identify muons and electrons separately on the ground. Especially the number of
muons in an EAS is an important observable to infer the particle type and the energy
of the primary particle. Due to the fact that muons are decay products of mesons
and decouple from the shower cascade, they are very sensitive to the characteristics
of the hadronic component and to the primary particle type. An additional method
is the detection of fluorescence light emitted by interactions of charged particles with
nitrogen molecules in the atmosphere.



To derive information on the primary cosmic ray particle frora theasured secondary
particles at the ground, detailed EAS simulations are necessary. Quantum Chromo-
dynamics (QCD), the theory of the strong force, does not provide a framework for
analytical calculations of the hadronic interactions in an EAS. Instead various kinds
of phenomenological models with many free parameters have to be applied in EAS
simulations. To improve the reliability of the model predictions, the models are tuned
to describe accelerator data. In modern EAS experiments, the modeling of hadronic
interactions in simulations of EAS is the main source of systematic uncertainty and,
therefore, the interpretation of EAS data depends strongly on the applied simulation
models.

For example, KASCADE measurements of the cosmic ray composition in the energy
region of about 310 eV are derived from the electron and muon numbers measured
at the ground [3]. In this energy range the decrease of the patrticle flux with increasing
energy becomes stronger, a feature which is callektieein the cosmic ray spec-

trum. Astrophysical models predict for this behaviour a characteristic change of the
elemental composition of cosmic rays. A shift in the elemental composition of cosmic
rays to heavier elements at higher energies is expected in this energy range. The model
predictions differ on whether this behaviour scales with the particle mass or the charge.
Thanks to the very high data statistics and high data quality of the KASCADE experi-
ment, it should be possible to make a decision on this question. However, dependent on
the used hadronic interaction model for simulating reference showers, different results
are obtained.

The aim of this thesis is to improve the reliability of EAS simulations by investigating
the role of hadronic interactions for muon production. The importance of low energy
interactions is discussed and it is argued, that current fixed target experiments can help
to reduce uncertainties in the low energy range. This is demonstrated by analyzing data
of one fixed target experiment on proton and pion interactions with a carbon target and
by comparing the obtained production spectra with model predictions.

The outline of the thesis is as follows. After introducing the astrophysical motivation
of EAS measurements in chapter 2, the low energy hadronic interactions are spec-
ified which are important for the muon production in EAS. For this study EAS are
simulated with a modified version of the simulation package CORSIKA [4]. In par-
ticular the energy and the phase space regions of secondary particle production, which
are most important for muon production, are investigated in detail and possibilities to
measure relevant quantities of hadron production in existing and planned accelerator
experiments are discussed (chapter 3).

The fixed target experiment HARP at the PS accelerator at CERN covers the energy
and phase space region of importance for muon production in EAS. In the second part



of this thesis, the HARP spectrometer is introduced (chaptend)the analysis of
momentum spectra of secondary andr— in p+C andrrt+C collisions at 12 GeV/c

is presented in chapter 5. In chapter 6 these data are used to test the predictions of
hadronic interaction models for muon production in EAS and the p+C data are com-
pared to very preliminary HARP results on p#8hd p+Q reactions. A summary and
conclusions are given in chapter 7.






2 Cosmic rays and extensive air
show ers

2.1 Cosmic ray flux

Cosmic ray patrticles are the only available extrasolar baryonic matter which reaches
the earth and can be studied. Therefore the analysis of cosmic ray patrticles is a key
for getting information about distant regions in our galaxy or even from outside of our
galaxy. Origin, acceleration, energy and elemental composition of cosmic ray particles
are central questions of astroparticle physics today.

One of the main problems of determining the origin of charged cosmic ray particles
is the influence of structured as well as irregular magnetic fields in our galaxy and in
the intergalactic space on moving charged particles. Therefore cosmic ray particles
move on chaotic paths. Any information on their direction is lost and the trajectories
do not point back to their sources. Only at ultra-high energies protons with energies
of about 18°eV have a very strong magnetic rigidity and they can possibly provide
information on their original direction. However, these studies are very hampered by
an inadequate statistics of high energetic protons.

In contrast, gamma-rays and neutrinos are not influenced by magnetic fields and hence
carry information on their origin. In the energy range up to 100 TeV gamma rays,
produced as decay products of particles which interact with accelerated cosmic ray
particles in the sources, could be used to detect cosmic ray sources. Favoured sources
of cosmic ray particles are supernova explosions, pulsars, active galactic nuclei and
guasars, but a proof of this assumption is not yet made.

A common assumption is that the cosmic ray particles gain their energy due to ac-
celeration in the sources [5]. Additionally, an reacceleration of charged particles by

interactions with extensive magnetic clouds during their propagation from the sources
to the earth is possible. The favoured model for energy gaining processes is accel-
eration by magnetic shock fronts in supernova remnants [6]. To accelerate particles
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Figure 2.1: Relation of magnetic field strength in possible ¢osay sources and the
size of the corresponding acceleration region [9, 10]. For comparison the
characteristics of the large hadron collider (LHC) at CERN are added.

they have to be confined into some "acceleration region’. Considering the acceleration
mechanism by relativistic shock waves similar to the process in supernova explosions
the maximum acceleration energy of a particle with chargegiven by

Emax = 10'%eV 7 (%C) (u%) , (2.1.1)

wheref is the shock velocity in units af, B is the magnetic field strength in the source
andR the size of the acceleration region. The relation between magnetic field in the
source and size of acceleration region for various possible sources is shown in Fig. 2.1.
All possible source objects are below the diagonal line and are not able to accelerate
protons up to 1& eV. Supernova remnants (SNR), for example, are believed to pro-
vide proton acceleration up to 1V [7]. Recently, Lucek and Bell [8] proposed a
nonlinear magnetic field instability that could explain energies up 84

The particle flux (selected measurements) of cosmic rays known to date is shown in
Fig. 2.2. The flux is scaled by a fact&@>® to visualize specific structures in the
spectrum. The energy range is chosen froft?&¥ up to the highest energies of the
cosmic rays of about 28eV. At the lower edge of the energy spectrum particles are
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Figure 2.2: Cosmic ray flux scaled by the factf°. The measurements from
KASCADE, KASCADE-Grande and Auger are highlighted by coloured
marks [11, 12, 13, 14].

detected directly by satellite or balloon borne experiments. Since the particle flux
becomes very weak at higher energies a large detection area is needed. Therefore,
secondary particles, produced in a cascade initiated by an interaction of a cosmic ray
particle with an air nucleus of the earth’s atmosphere, are measured by large array
ground based experiments (see chapter 2.2). The upper scale of the abscissa shows the
corresponding center of mass energy of collider experiments. If one keeps in mind that
the highest energy reached by accelerators today (Tevatr@pyis- 1.92- 10°eV,

this gives an impression of the highest energies of the cosmic rays. The spectrum
mainly follows a power lawdN(E)/dE ~ EY. Three special features of the cosmic

ray spectrum are in particular noteworthy. All these structures are characterized by
changes in the slope of the spectrum.

The structure at 310*°eV is called theknee At this energy the indey of the power

law changes from approximately -2.7 to -3. Two different interpretations of this phe-
nomenon exist and are supported by various models. The possible explanations have
in common that the energy where the slope is changing depends on the particle com-
position of the cosmic rays.



e One class of models assumes a dependence on the charge of the cosmic ray
paticle. This can be understood in the sense of a rigidity effect. Particles with
a small charge numbeét (e.g. protons) are less strongly bound in the magnetic
field of our galaxy and can easier escape from the galaxy than particles with a
larger charge number (e.g. iron nuclei). Additionally, the acceleration process
of charged particles is not as efficient for particles with smaller charge number
as it is for particles with large£. According to this interpretation this leads to a
knee structure for iron nuclei at a 26 times higher energy than for protons.

¢ In contrast, the second class of models predicts a dependence of the knee on the
particle mass. These models consider new interaction channels, changes in the
characteristics of multiparticle production at these energies, or new energy loss
processes. The cannon ball model [15] provides an alternative explanation. This
model is based on the assumption that blobs of matter (called cannon balls) are
ejected in jets of supernova explosions. Following this idea cosmic ray particles
get their energy mainly from elastic scattering. These explanations lead to a
knee structure at a 56 times higher energy for iron nuclei than for protons.

At energies above 3L0eV the spectrum flattens again. This feature is called the
ankle One interpretation of the ankle is the transition from galactic to extragalactic
cosmic rays. At these energies particles with small charge number are no longer con-
fined to the galaxy by the magnetic field. Heavier nuclei with lagare bound up to
higher energies, which leads to an enhancement of heavier particles in the cosmic ray
flux at these energies. If the extragalactic composition of cosmic ray particles consists
mostly of protons, the transition from galactic to extragalactic cosmic rays results in a
transition from heavier to lighter elements.

At ultra-high energies it seems that the cosmic particle flux is suppressed [16]. One
possible explanation is the theoretically predicted Greisen-Zatsepin-Kuzmin (GZK)
cut-off [17, 18], which describes the inelastic interaction of ultra-relativistic protons
with gamma quanta of the 2.7 K cosmic microwave background, whereby the protons
lose part of their energy by the production of pions. Alternatively, the suppression of
the flux at highest energies could be a consequence of missing sources providing a
mechanism to accelerate particles at such high energies, see Fig. 2.1.

To answer these questions about the phenomena behind the structures of the cosmic
ray spectrum a detailed study of the elemental composition of the cosmic ray particles
at the corresponding energies is necessary. Due to the low particle flux of cosmic rays
with energies above 1BeV, the indirect study of cosmic rays by analyzing extensive

air showers becomes important at high energies.



2.2 Extensive air showers

If a cosmic ray particle enters the earth’s atmosphere, an interaction with a nucleus
of an air molecule (mostly nitrogen or oxygen) in the upper atmospheric layers oc-
curs. Hereby many secondary particles are produced, most of them are mesons but
also baryons and leptons are produced. The mean free path of these particles depends
on their cross-section, their lifetime and the density of the atmosphere. The secondary
particles undergo collisions with air nuclei or decay into lighter particles. This leads
to a cascade of a multitude of particles. This phenomenon is known as extensive air
shower (EAS). In an EAS initiated by a primary proton with an energy P v,

about one million charged secondary particles are produced. The development of par-
ticles in an EAS is depending on the relation between the interaction frequency of a
particle and its life time. Hereby typically Lorentz factors of about i1 have to

be considered. The particles in an EAS penetrate the atmosphere with nearly the speed
of light while they are concentrated in a slightly parabolic disc of about 1 m thickness
near the shower axis. Due to the time delay of multi-scattered particles the thickness
of the disc is broader to the outer regions. During shower development through the at-
mosphere, first the number of particles increases until a maximum number of particles
is reached. The shower maximum occurs typically at a height of about 5000 m over
sea level for a vertical proton induced shower ot%€V, whereas the maximum of a
10?%eV proton shower can reach the ground at the detection level of the Auger detec-
tor array (1500 m). After the shower has reached its maximum the particle production
in an EAS is less efficient than the decrease of the number of particles by ionisation
energy loss and decays.

Three main components of an EAS are distinguished, the electromagnetic, muonic and
hadronic components, which are schematically indicated in Fig. 2.3.

e The hadronic component mainly consists of charged pions as well as of a smaller
part of kaons and also baryons, in particular neutrons. In an EAS initiated by an
atomic nucleus also fragments of nuclei are part of the hadronic shower compo-
nent.

e Electrons, positrons and gamma quanta constitute the electromagnetic shower
component. The main contribution to the electromagnetic shower component
stems from the decay of neutral piors® mesons have a short life time.48-

10175 [19]) and decay mainly (branching ratio of 98.798% [19]) into two gamma-
guanta, which produce electron-positron pairs. An alternative decay channel is
m — y+et +e . These particles undergo inelastic scattering and produce
again gamma-quanta (Bremsstrahlung).

e The muonic shower component is fed by the decay of charged mesons, namely
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" — ptvy (branching ratio of 99.9877% [19]K+ — u* v, (branching ratio

of 63.44% [19]). Muons loose their energy mainly by ionisation processes in the
atmosphere and have therefore a long range and many of them reach the ground.
Only the low energy muons (few GeV) decay into electrons or positrons and neu-
trinos (U~ — e VeV, ~ 100%) and thereby contribute to the electromagnetic
component.

Detailed air shower simulations are used to study the various characteristics of EAS.
The Monte Carlo based CORSIKA [4] program complex is frequently used for air
shower simulations. A detailed description on CORSIKA is given in the additional
chapter 2.3.

In Fig. 2.4 a comparison of the electromagnetic and muonic shower component of
showers with a primary energy of 1V is shown in a longitudinal shower profile as

well as in the lateral particle distribution on ground [20]. The total number of shower
particles is dominated by the shower electrons. After the shower maximum is reached
the electromagnetic component is absorbed much faster than the muonic one. Com-
paring proton and iron induced showers the larger total number of muons in an iron
induced shower might be understandable by the smaller energy per nucleon, that leads
to lower energetic pions. This favours a pion decay into muons. However, an addi-
tional influence is the fact, that the first interaction of an iron shower happens at higher
altitudes, where the density of the atmosphere is smaller. This favours inelastic colli-
sions with air nuclei. Also the lateral distributions of the different shower components
of an EAS deviate from each other. Due to the higher altitude of the muon origin
muons can reach larger lateral distances on the ground. In contrast, electrons reaching
the ground are produced at smaller altitudes. This leads to a flatter lateral distribution
for muons than for electrons.

The number of muons and the number of electrons reaching the ground in an EAS
are ingredients to infer the type of the primary particle and its energy. The muon
component is very sensitive to the characteristics of hadronic interactions. Once the
hadronic shower particles have reached an energy at which charged pions and kaons
decay, they produce muons which decouple from the shower cascade and hence carry
information on hadronic interactions in EAS. Thats why the muonic component is a
composition-sensitive observable. The electromagnetic component of a shower is well
determined by the altitude of the shower maximum in the atmosphere and in this way
by the energy of the primary particle. Due to the electromagnetic cascade, having a
short radiation length of 36 g/cn?, most of the information on the initial distribution

of photons produced in® decays is lost.

An air shower simulation with the implemented low energy hadronic interaction model
GHEISHA [21] and the high energy model QGSJET [22] shows the correlation of
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electrons and muons depending on the primary particle and\erserg Fig. 2.5. The
simulation is done for different primary energies starting fron¥*&¥ up to 13%V.

This is indicated by "islands" in the diagram. This correlation of number of muons and
electrons to the properties of the primary patrticle is used for a main method to extract
the primary mass and energy by measuring secondary particles on the ground.

This method is applied by the KASCADE experiment [1] located at the Forschungs-
zentrum Karlsruhe. An array of ground detectors measures muons and electrons sep-
arately for each shower by using scintillators below a 10 cm lead layer for measuring
muons and scintillators above the layer for electrons. The energy threshold for muons
is 250 MeV. KASCADE is designed for measuring EAS in the energy range around
the knee (310%°eV). The results of an unfolding analysis of KASCADE data [3] is
shown in Fig. 2.6. For some of the five element groups individual knees can be clearly
seen. However, no decision can be made concerning the dependence of the knee either
on the charge of the primary particle or its mass.

For the unfolding used reference showers are simulated with the Monte Carlo air

shower simulation package CORSIKA (see chapter 2.3). The data analysis is done
using three different combinations of implemented hadronic interaction models. For

the two upper plots the hadronic interaction model GHEISHA is used for energies up

to 80 GeV and QGSJET for higher energies. Replacing QGSJET in the simulation for

the reference showers with SIBYLL [23, 24] clear differences in the resulting spectra

become remarkable (middle plots). However, the analysis is not only dependent on the
high-energy hadronic interaction model but also on the low-energy interaction model,

what can be seen in the bottom plots. Therefore the high-energy model QGSJET is
used and the low-energy models GHEISHA and FLUKA [25], respectively.

A second method to get information about the energy and mass of the primary particle
of an EAS is the measurement of the fluorescence light emitted by nitrogen molecules
in the atmosphere, which are excited by charged secondary particles in an EAS. The
Pierre Auger Observatory in the pampa of Argentina detects the fluorescence light of
EAS with a primary energy in the range of#@V with four telescope buildings, each
housing six mirror segments. The result of this measurement is a longitudinal shower
profile shown in Fig. 2.7. In order to interpret this measurements, for this method it is
also necessary to have precise and reliable EAS simulations.

Concluding from both methods the largest source of uncertainty in determining the pri-
mary mass of cosmic ray patrticles is the limited knowledge of simulating low-energy
as well as high-energy hadronic interactions in EAS.

Furthermore, the comparison of the results of both methods lead to inconsistencies
as seen in the measurements of EAS with energies in the ankle region by the HiRes-
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MIA Collaboration [27]. The HiRes prototype fluorescence tetge and the MIA
muon detector array are operated in coincidence. In Fig. 2.8 the mean depth of the
shower maximum and the muon density at 600 m from the shower core at the ground
depending on the primary energy are shown. Additionally, the predictions of shower
simulations for proton and iron showers are included. Comparing the data with the
predictions the behaviour of mean depth of the shower maximum leads to conclusion
of a rapid change of the composition at this energy range from a mixture of elements
to very light elements. However, looking at the dependence of muon density on the
energy, the composition also changes from heavier to lighter elements, but starting at
much higher element number and corresponding to elements heavier than iron for the
higher end of the energy range.

In order to provide an improvement on the understanding of EAS measurements it is
essential first to improve the precision and reliability of the hadronic interaction mod-
els used for the simulation of EAS. To tune and modify these models measurements of
accelerator experiments are important. However, experiments reaching high energies
are collider experiments, which do not cover the phase space of importance (forward
direction) for interactions in EAS. Fixed target experiments cover an energy range up
to several hundred GeV and have a good acceptance in the forward direction. There-
fore, these experiments are suitable for tuning hadronic interaction models at lower
energies.

As already mentioned muons carry an important information on hadronic interactions
in an EAS and hence provide a contribution of the knowledge on the primary mass and
energy. Due to the competition between interaction and decay, most of the muons are
decay products of mesons that are particularly produced in low-energy interactions.
Recent model studies show that even at ultra-high shower energi€e)the pre-
dictions on the lateral distribution of shower particles depend strongly on the applied
low-energy interaction model [28, 29], see Fig. 2.9. The deviations of the models are
especially large in the prediction of number of muons on the ground and for lateral
distances above 500 m. Latter has to receive attention due to limited acceptance at
small lateral distances of large array experiments.
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2.3 Air shower simulation with CORSIKA

2.3.1 Simulation package CORSIKA

CORSIKA [4] is the world wide most used program package for a detailed Monte
Carlo simulation of EAS initiated by cosmic ray particles. CORSIKA generates the
hadronic and the muonic components as well as the electromagnetic component of a
shower. The user can choose between various primary particle types (proton, light nu-
clei up to iron, photons, and other particles), the energy and the angle of the primary
particle. All particles are propagated through the atmosphere until they interact with a
nucleus of an air molecule, unstable particles decay or even reach the detection level
or a defined energy threshold, below which they are discarded. For each particle the
decision between interaction and decay is made by a random generator chosen from
distributions and considering the corresponding probabilities predicted by the imple-
mented models. All decay channels are considered if they have a branching ratio larger
than 1%. In order to save computing time it is possible to thin out a shower in such a
way, that only a randomly chosen fraction of secondary particles in an EAS is followed
and stored.

With CORSIKA, a detailed simulation code modeling most of the physical processes
that occur during the shower evolution is available on the market. The magnetic de-
flexion of the charged particles in the earth's magnetic field is considered as well as
energy lost by ionization or radiation and multiple scattering of muons in the atmo-
sphere. An additional option is the description of nucleus fragmentation, by default
given by a realistic parameterization. Simulations with CORSIKA can also be cal-
culated with total fragmentation and the evaporation of spectator nucleons, but also
without any fragmentation.

The earth’s atmosphere is by default described by the US standard atmosphere pa-
rameterization [30], which is arranged in layers and consists of 78% nitrogen, 21.0%
oxygen and 0.9% argon. Additionally, other atmospheric models for different cli-
matic latitudes are implemented. For steeply inclined showers also the curvature of
the earth’s surface is considered.

The electromagnetic processes are by default described by the EGS4 model [31],
which is a full Monte Carlo simulation program based on Quantum Electrodynamics
(QED). EGS4 treats all common electromagnetic processes, which are important for
such a simulation. For electrons and positrons annihilation, bremsstrahlung, multiple
scattering etc. are considered. Gamma-rays may undergo Compton sca#egng,

pair production and photoelectric reactions. Additionally, photo-nuclear interactions
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are implemented as well as" u~ pair creation.

Due to the fact that hadronic interactions can not be calculated analytically like the
electromagnetic reactions (see section 2.3.2), the CORSIKA user may choose between
several phenomenological hadronic interaction models. These models are divided into
two classes depending on the energy range, where they can be used. For low ener-
gies (typically below 80 GeV) the GHEISHA [21] interaction routines, the FLUKA
model [25] and the microscopic UrQMD model [32] are available. Because the un-
certainties in hadronic interaction model predictions increase with the energy there
exists a larger sample of hadronic interaction models which are optimized for higher
energies. These models differ from each other in their approaches and methodical
structure. Where HDPM [33] is a pure phenomenological model with low prediction
power, QGSJET [22, 34, 35], DPMJET [36] and VENUS [37] are based on the Gribov-
Regge theory [38]. In the case of the minijet model SIBYLL [23, 24] the inelastic
cross-section is described by the rising number of produced minijets with increasing
energy.

In Fig. 2.10 thexyp-distributions of charged pions produced in p+N interactions with

a beam energy of 20 GeV (top panel) and 100 GeV (bottom panel) are shown for
different hadronic interaction modelsgy, is defined as ratio of the secondary particle
energy and the maximum reachable energy which corresponds mainly to the beam
energy. These distributions differ distinctly for the different models especially at low

Xab-

2.3.2 Hadronic multiparticle production and interaction
models

Hadronic interactions

The theoretical description of hadronic interactions is based on Quantum Chromody-
namics (QCD). The main differences between the quantum field theory of the strong
force (QCD) and the field theory of the electromagnetic force (QED) are the differ-
ences of their exchange particles and their coupling constants. The exchange particle
of the QED is the photon which does not carry electric charge itself. Therefore photons
do not interact with each other. This is different for the gluon, the exchange particle
of the strong force. Gluons are carrier of one colour charge and one anti-colour charge
in such a way that they are colour charge neutral objects. Nevertheless, gluons inter-
act with each other and hence provide the typical characteristics of the strong force.
The coupling constants of the QED, and of the QCDas, show very different be-
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haviours. Wherex allows the calculation of electromagnetic processes up to highest
energies,as makes a calculation of hadronic interactions only possible for extreme
high momentum transfer caused by its magnitude and strong energy dependence. But
hadronic processes with a small momentum transfer are the dominating processes in
extensive air showers.

In accelerator experiments hadronic cross-sections and particle production can only
be measured at relatively low energies. The particles with the highest energies, which
could be reached in accelerators at the moment, are produced in the Tevatron collider
at Fermilab near Chicago with a center of mass energy/®f 1.96 TeV and the
laboratory energyEjap = 1.92- 10 eV, respectively. In the near future a center of
mass energy of aboyfs= 14 TeV, which is equivalent t&j,;, = 9.8- 10*°eV, will be

reached by the large hadron collider at CERN in Geneva, Switzerland. Nevertheless,
this energy is three orders of magnitude lower than the highest energies of cosmic ray
particles which produce air showers in the earth’s atmosphere. An additional limitation
of accelerator measurements is the accessible phase space. Experiments which provide
the highest energies are collider experiments and therefore are not able to measure
secondary particles in the very forward direction. However, particle production in an
EAS is focused in the forward direction. Only fixed target experiments can cover this
phase space region. But these experiments use only beam energies of maximal several
hundred GeV.

Due to the limitations of QCD calculations it is not possible to reliably extrapolate
the results of accelerator measurements to higher energies and in the forward phase
space. Additionally, it is not known, if new physical processes are existing or unknown
particles are produced at the high energies of air shower interactions.

For the air shower simulations described in chapter 3, the GHEISHA model is imple-
mented as the low energy hadronic interaction model and the QGSJET model is used
for the high energetic range. Therefore these two models are described in more detail
in the following.

Low energy model GHEISHA

Implemented in the GEANT3 package [39] the GHEISHA model [21] has been used
for many years by high energy physicists to simulate their data and to determine the
detection efficiency of their detectors. In this way it has become a reference standard
for high energy data simulation. GHEISHA is a purely phenomenological model based
on the parameterization in energy and mass number of accelerator data. The mainly
used data are from p+p collisions and also some from p+A and A+A collisions. Sec-
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ondary particle distributions are parameterized in deperelencprojectile particle

type, target and energy. Proceeding from the used accelerator data the particle distri-
butions and cross-sections are interpolated and extrapolated to further phase space and
energy regions. The given application energy range of GHEISHA is from 0.1 GeV to
1000 GeV.

High energy model QGSJET

The hadronic interaction model QGSJET [22, 34, 35] is based on the Gribov-Regge
theory [38] and takes into account the production of minijets. The Gribov-Regge the-
ory is a relativistic field theory of quasi-particles called Pomerons. Pomerons are
effective exchange particles which carry the quantum numbers of the vacuum. The
cross-section as function of energy could be calculated within good agreement with
accelerator measurements by the exchange of these patrticles. In the QGSJET model,
an interaction is described by a multi-Pomeron-exchange of super critical Pomerons.
Nucleus-nucleus and hadron-nucleus cross-sections are extrapolated from nucleon-
nucleon cross-sections by using the Glauber theory [40]. The Glauber formalism takes
into account the geometrical distribution of the nucleons in a nucleus and, for exam-
ple, the complex interaction of a projectile with several nucleons of a target nucleus.
Interactions of secondary particles with each other or with spectator nucleons are not
considered in the QGSJET model.
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Figure 2.3: Sketch of an extensive air shower. The three diftesteower components
are shown in a schematic way and highlighted by colours (electromagnetic
= blue, muonic = green, hadronic = red).
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3 Muon production in extensive
air s howers

3.1 General characteristics of muon production

Motivated by the measurement conditions of the KASCADE array [1], showers with a
primary energy of 18 eV are considered and a muon detection threshold of 250 MeV
is applied. Using a modified version of the simulation package CORSIKA [4] two
samples of 1500 vertical and inclined (@Qroton and 500 iron induced showers
are simulated. This special version of CORSIKA stores the information ofate
hadronic interactionwhere mesons are produced which decay into muons. Below
80 GeV the low-energy hadronic interaction model GHEISHA 2002 [21] and above
80 GeV the high-energy model QGSJET 01 [22] are applied. In this chapter vertical
proton induced air showers are considered, b@tie€lined proton showers as well as
iron induced showers were also analysed. The results are very similar to that of proton
induced vertical showers [41].

First, several general characteristics of the muon production in EAS are investigated
to answer the questions where and with what energy the muons are produced in an
air shower and where they reach the ground. In the following only those muons are
considered that reach the ground level with an energy above the detection threshold.

In Fig. 3.1 the production height of muons, which reach the detection level at differ-
ent lateral distances (top panel) and with various detection energies (bottom panel) is
shown. Many muons are produced in a height of about 5 km above the detection level,
which is corresponding with the shower maximum, where most of the particles in an
EAS initiated by a 18 eV proton are produced.

But also a lot of muons reaching the ground near the shower center with relatively
low energies are generated in a minor height above the detection level. This behaviour
could be explained in the sense that close to the detection level many mesons have lost
most of their energy and decay into muons.

23
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Energy independent secondary particles produced in hadmei@actions have a typ-
ically mean transverse momentummf~ 350 MeV. Therefore, muons reaching the
ground near the shower center with relatively high energies are produced at high al-
titudes, whereas muons produced at a similar hight and detected at larger lateral dis-
tances have less energy.
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Figure 3.1: Production height of muons for different lateratance ranges (top panel)
and dependent on the muon energy at detection level (bottom panel). For
the upper plot a muon energy threshold at detection levEl 5f250 MeV
is assumed. For the bottom plot the muon production height is shown for
the limited lateral distance range from 50 m to 200 m apart from the shower
center.
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Most likely five consecutive hadronic interactions (number erfigrations) take place
before a hadron decays into a muon, see Fig. 3.2 [42]. The number of generations
show only a weak dependence on the lateral distance and also on the detection energy
of the muon. A weak trend could be noticed that a fewer number of previous hadronic
interactions take place for muons in the shower core and also for muons with higher
energies. Additionally, it can be mentioned, that the distribution of the number of
generations show a long tail to a higher number of generations.
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various lateral distances (top panel) and for different muon energy thresh-
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To study the hadroniancestorsof muons in EAS, the termgrandmotheandmother
particle are introduced for each observed muon. The grandmother particle is the
hadron inducing théast hadronic interaction that finally leads to a meson (mother
particle) which decays into the corresponding muon. Fig. 3.3 illustrates the relation
of these particles to each other. Most of the grandmother and mother particles are
pions, but also about 20% of the grandmother particles are nucleons and a few are
kaons. Details of the composition of mother and grandmother particles are given in
Tab. 3.1 [41].

P

Figure 3.3: Sketch of the air shower development. The colouagticfes represent
the ancestors (red = grandmother and orange = mother particle) and the
decay muon (green), respectively.

Table 3.1: Particle types of mother and grandmother particles in a vertical proton in-
duced shower at 10eV [41].

| | mother| grandmothet

pions 89.2% 72.3%
kaons 10.5% 6.5%
nucleons - 20.9%

In Fig. 3.4 (top) the energy distribution of muons at detectuell¢1030 g/cm) is

shown for several lateral distance ranges. The muon energy spectrum has a maximum
at energies of approximately 4 to 11 GeV depending on the lateral distance. For lower
energies the number of muons on ground is getting smaller, because either muons
decay into electrons and neutrinos or their energy is below the detection threshold.
In both cases these muons are not counted. Due to the typical transverse momentum
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of secondary patrticles in a hadronic interaction the maximurthefmuon energy
spectrum shifts to lower energies for larger lateral distances.

The energy spectrum of the mother particles of the muons has a distribution similar
to the muon spectrum. In Fig. 3.4 (bottom) the mother energy spectrum is shown for
pions as well as for kaons. In average kaons, which decay into muons, have a higher
energy than pions as mother particles, due to their shorter life time. Most of the kaons
have an energy of about 10 GeV and most of the pions of about 5 GeV. Also the energy
fraction given to muons in the decay is important. At low energies, mother particles
are not taken into account, if the produced muons either decay or their energy is below
the detection threshold. At high energies some mother mesons are lost because they
undergo further interactions and do not decay into muons.
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Figure 3.4: Top panel: Energy distribution of muons for différtateral distances.
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3.2 Relevant interaction energies and phase
space

3.2.1 Energy range

Comparing thdastinteraction in EAS with collisions studied at accelerators, one has
to keep in mind that the grandmother particle corresponds to the beam particle and the
mother particle is equivalent to a secondary particle produced in e.g. a minimum bias
p-N interaction.

The energy spectra of different grandmother particles produced in vertical proton show-
ers are shown in Fig. 3.5 (top). They cover a large energy range up to the primary
energy with a maximum at about 100 GeV. The peak &G#V in the nucleon energy
spectrum shows that also a fraction of muons stems from decay of mesons produced
in the first interaction in a shower. Furthermore, the step at 80 GeV clearly indicates a
mismatch between the predictions of the low-energy model GHEISHA and the high-
energy model QGSJET. In Fig. 3.5 (bottom) the grandmother particle energy spectrum
is shown for different ranges of lateral muon distance. The maximum shifts with larger
lateral distance to lower energies.

The most probable energy of the grandmother particle is within the range of beam
energies of fixed target experiments e.g. at the PS and SPS accelerators at CERN.

3.2.2 Phase space regions

The further study of the relevant phase space of the mother particles is done for two
different grandmother energy ranges and muon lateral distance ranges at ground level,
see Tab. 3.2. The lateral distance ranges are chosen to resemble typical lateral distances
measured at KASCADE and KASCADE-Grande, respectively [13].

Table 3.2: Energy ranges, equivalent average energy and beam rapidity as well as
lateral distance ranges used for this analysis.

energy average| beam | lateral distance
range energy | rapidity range

KASCADE 80-400 GeV| 160 GeV 5.83 50-200m
KASCADE-Grande| 30-60GeV| 40GeV 4.45 200-600m
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For comparison with fixed target experiments the equivalentagesenergy, corre-
sponding to the beam energy, is given as well as the rapyligyn observable often
used in high energy physics which is defined as

Etot+pz)
—in (St Pz 32.1
y ( = (32.1)

wherekE;q is the total energyp; is the momentum component parallel to the beam
direction andmn, = / pt2 + 7 is the transverse mass apgthe transverse momentum.
For the calculation of the beam rapidity the approximasiggam=2 In(2Epean/ Mpeam)

is used.

The reference frame of particle momentum vectors of muons, mother and grandmother
particles is chosen in such a way that the momentum vector of the grandmother particle
points in z-direction. The momentum vectors are transferred to this system by rotation,

where the following matrix is applied to the original momentum vector

cosp  —sing 0 Py/ Pt —Px/ Py 0
cosfsing cosfcosp —sin@ | = pzpx/IPIP PzRy/IPIPt —pe/[P]
sinfsing sinBcosp cosH Px/| Pl py/[P| pz/|p|

This transformation corresponds to a rotation in two steps. First, the momentum vec-
tor is rotated around the z-axis with the anglend in a second step with the angle
8 around the x-axis.py, py and p, are the momentum components before the rota-

tion, pr = |/ pZ + pS the transverse momentum afy = /p¢ + pZ the norm of the
momentum vector.

For this analysis théast hadronic interactions in EAS are distinguished dependent

on the particle type of the grandmother and mother particle. In Fig. 3.6 the rapidity
spectra as well as the transverse momentum spectra of different types of mother par-
ticles and for different types of grandmother particles are shown. The energy range
for grandmother particles and the lateral distance range of muons is chosen to corre-
sponding measurement conditions of KASCADE. In order to compare these rapidity
distributions in a next step with simulations of fixed target data, the mother rapidity is
divided by the rapidity of the grandmother labeled with,m The rapidity spectra do

not have a clear dependence on the particle types of mother or grandmother particles.
The transverse momentum spectra show a clear dependence on the mother particle
type. The transverse momentum spectra for kaons as mother particles are harder than
for the pionpi-spectra.

In the following the investigation on the phase space is focused on interactions in EAS
initiated by nucleons. In Fig. 3.7 the rapidity spectra of mother particles (top: pions,
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bottom: kaons) are compared to the spectra of secondary part€iminimum bias
proton-carbon and proton-air collisions with a fixed energy simulated with QGSJET
labeled adixed target The rapidity distribution found for the mother particles of
muons in EAS are very similar to the rapidity spectra calculated for single particle
collisions, if the spectra are scaled to the number of events.

As a consequence of the different selection criteria, the forward hemisphere in the
mother rapidity spectra is clearly favoured compared to the spectra of secondaries in
minimum bias collisions. The reason for this behaviour is the fact that the secondary
particles (pions, kaons) are measured directly in fixed target experiments whereas in
EAS an additional condition for the mother mesons is applied. In order to get the
information of the mother meson, it has first to decay into a muon which is detectable.
At low rapidity the mother mesons are missing in the EAS distribution because the
energy of the daughter muon is lower than the applied detection threshold or the muon
decays and it is not visible.

The reason for the missing pions in the EAS distribution at the highest rapidities is the
interplay between decay and further interactions. High energy pions do not decay but
undergo further interactions. This effect is less pronounced for the kaon distribution,
because the energy, for which the probability of decay and interaction is of the same
order, is much higher for kaons than for pions.

No significant differences are found comparing the rapidity distributions of secondary
particles in proton-carbon and proton-air collisions. This is mainly caused by the simi-
lar number of nucleons in carbon and air (oxygen, nitrogen) nuclei. Therefore, carbon
targets, which are easier to handle in an experimental apparatus, can be used instead
of gas or fluid oxygen or nitrogen targets.
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Figure 3.7: Rapidity distributions of mother particles (filledrves) compared with
rapidity distributions of secondary particles in simulated single p+C (solid
line) and simulated p+air (dashed line) collisions [41]. Top panel: pions,
bottom panel: kaons. The energy range of the grandmother particle is lim-
ited to 80-400 GeV and the lateral distance of the muons to 50-200 m to
match experimentally accessible regions. The fixed target collision simu-
lation is done at 160 GeV, corresponding approximately to the mean grand-
mother energy. The rapidity is normalized to the rapidity of the beam and
grandmother particles, respectively.
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In Fig. 3.8 the transverse momentum spectra of pions (top) aodskébottom) as
mother particles in EAS are comparedgedistributions calculated for p+C and p+air
single collisions. Thex-distributions in EAS as well as the spectra for the two versions

of single collisions are very similar to each other. Only a small bending of the EAS
spectra s visible to larger transverse momentum due to the applied lateral distance cut.

The phase space regions of mother particles produced ilashanteraction in EAS

are shown in Fig. 3.9. As the grandmother particle a nucleon with a mean energy of
160 GeV (Fig. 3.9 (top)) and 40 GeV (Fig. 3.9(bottom)) is chosen, respectively. The
transverse momentum of the mother particle is plotted vs. its rapidity divided by the
rapidity of the grandmother particle which is equivalent to the beam rapidity in fixed
target reactions. On the left hand side these distributions are shown for pions as mother
particles, on the right hand side for kaons. The maximum of these distributions, which
shows the most important phase space region for the muon production in EAS, is
from py =~ 0.1 GeV to 0.7 in relative rapidity units (for a mean grandmother energy
of 160 GeV) and shifts to slightly highgx but stays at the same rapidity for a mean
grandmother energy of 40 GeV. In both cases the distributions of pions and kaons are
similar. For kaons higher particle transverse momenta are more important than for
pions. The phase space regions of relevance to EAS are summarized in Tab. 3.3 and
indicated with the dashed (red) boxes in Fig. 3.9.

Table 3.3: Phase space regions of hadronic interactions relevant for muon production
in EAS [41].

| average energy (GeV) Y/Yoean | Pt (GeV/0) |
160 0.3-1.1] 0.0-0.7
40 0.3-1.1] 0.0-1.0
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Figure 3.8: Transverse momentum spectra of pions (top pandlkaons (bottom
panel) as mother particles comparegtespectra of secondary particles in
p+C and p+air collisions.
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Figure 3.9: Phase space of mother particles [41]. Grandmotlexge range: 80-
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3.3 Phase space coverage of fixed target
exp eriments

In the following the possibility of the experimental accessibility of the energy and
phase space regions of most importance for the muon production in EAS is discussed.
The results of the simulation studies can be summarized as follows. The beam energy
should be in the range of about 10 GeV to 1000 GeV. A reaction of protons or even
better pions with light nuclei (similar to oxygen and nitrogen nuclei in the air) should
be investigated. The required experiment should be able to measure secondary parti-
cles in forward direction and provide a good separation of secondary pions and kaons.
On the basis of these requests collider experiments are excluded due to their limitation
of measuring patrticles in very forward direction. Therefore, fixed target experiments
are more suitable than collider setups. They cover the lower part of the needed energy
range, have a good acceptance in forward direction, especially proton beams are very
common (also pion are kaon beams can be extracted by using an additional target) and
various kinds of targets also of light nuclei can be inserted in fixed target experiments.
The most used light nuclei target is a beryllium target but also a few experiments are
using carbon targets which are more comparable with air nuclei than beryllium.

In Fig. 3.10 the relevant phase space for pions produced in reactions in EAS which
are initiated by nucleons is shown as box histogram. Only pions which decay to a ob-
served muon are considered. The grandmother momentum is given as abscissa (labeled
asppeam and the mother particle observable as ordinate. On the left hand side the mo-
mentum of the mother particle (labeled@g is chosen as mother observable, on the
right hand side the mother observable is the angle between mother and grandmother
momentum (labeled aB). The size of the boxes indicates the relative importance of

the phase space region.

3.3.1 Existing p+Be data

A number of fixed target measurements with a good phase space coverage are existing
for beryllium targets and a proton beam with low energ2Q GeV). However, data at
higher energy and in particular for pion projectiles are very sparse. A compilation of
existing p+Be target data is given covered by the shaded (colored) regions in Fig.3.10
(top), whereas the beam momentum, the secondary momentum range as well as the
production angular range are added to the box diagrams for EAS.
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Figure 3.10: Coverage of the phase space regions of relevangéd&$o(box his-

tograms) by existing fixed target data using a proton beam and a beryllium
(top panels [41]) or a carbon (bottom panels [43]) target (shaded/colored
regions). Left panels: total momentum of secondary pions vs. total mo-
mentum of proton projectiles. Right panels: angle between beam and
secondary particle momentum vs. beam momentum.
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The compiled data were taken by single arm spectrometer expetsrat CERN [44,

45, 46], Fermilab [47], at the Brookhaven Alternating Gradient Synchrotron (AGS) [48]
and at the Zero Gradient Synchrotron (ZGS) [49] at the Argonne National Laboratory,
near Chicago, some decades ago. These experiments measure secondary particles with
a string of magnets and threshold Cherenkov counters tuned to transmit particles of a
given momentum at a time. This method leads to a very good particle separation but a
big disadvantage is that only one angle and one momentum of secondary particles can
be measured at a time. Therefore, data taken by these experiments are often restricted
to a few fixed angles and have a limited statistics.

The work of Eichten et al. [46] has become a widely used standard reference data
set. This experiment used a proton beam with a beam momentum of 24 GeV and
a beryllium target. The secondary particles (pions, kaons, protons) are measured in
a broad angular range (17 mradf < 127 mrad) and in a momentum region from

4 GeV/c up to 18 GeV/c. Other measurements cover only a smaller part of the phase
space of interest to EAS [48, 44, 45, 49, 47]. A measurement for preparing the CERN
neutrino beam experiments was performed by SPY/NA56 (NA52) [50, 51]. Therefore,

a 450 GeV proton beam and a thick, pencil-shaped beryllium target was used. Because
of the very limited angular rangé (= 0°) it is not included in Fig. 3.10 (top).

3.3.2 Existing p+C data

As simulations with hadronic interaction models show, the particle production in p+air
collisions is more similar to p+C collisions than to p+Be reactions because of the
smaller difference in the atomic mass. Fig. 3.10 (bottom) shows the p+C data which
were available up to the time of writing this thesis.

In the past the only measurement of p+C collisions, which was not limited to a fixed
angle, was the experiment done by Barton et al. [52]. These data were collected
using the Fermilab Single Arm Spectrometer facility in the M6E beam line. A proton
beam with a momentum of 100 GeV/c and a thin carbon target (1.37plas used.
However, the phase space of the secondary particles (pions, kaons, protons) covers
only a very small part of the phase space of interest to EAS.

New p+C dataat 12 GeV/c and 158 GeV/c, taken by the CERN experiments HARP [53]
at the PS accelerator and NA49 [54] at the SPS accelerator, are available since 2006.
Both experiments consist of large acceptance detectors and therefore a large fraction
of the secondary phase space is measured.
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The HARP experiment is designed to measure hadron productiog psoton and

pion beams with momenta between 1.5 and 15 @eahd various targets (liquid as

well as solid) from light to heavier elements. It consists of two main parts, a forward
and a large angle spectrometer and hence covers nearly the complete phase space. At
12 GeV/c the HARP p+C data cover secondary momentarafndrr from 0.5 GeV/c

to 8 GeV/c and an angular range from 30 mrad to 240 mrad. A detailed description of
the HARP detector is given in chapter 4 and more information about the analysis of
p+C, " +C andmr +C data at 12 Ge\/can be found in chapter 5.

The NA49 experiment is a large acceptance hadron spectrometer which consists of
four time projection chambers (TPCs). The two vertex TPCs are located in a strong
magnetic field. They allow the measurement of charge and momentum of the detected
particles. The two main TPCs are outside the magnetic field. They are used for particle
identification via dE/dx measurement. NA49 is optimized to measure the extremely
high multiplicity of secondary particles in e.g. a lead-lead interaction at 158 GeV per
nucleon, whereby about 1500 charged secondary particles are produced. Also a lot of
combinations of beam types (p, C, Si, S, Pb) and targets (p, C, Si, S, Pb) are used at
different beam energies (20 to 200 GeV per nucleon [55]). The secondary patrticles
(rrt, ) produced in p+C collisions at 158 GeV are measured in a broad momentum
range (0.85 GeV/g p < 82.6 GeV/c) and from very small angles up to 440 mrad [56].

3.3.3 Proposed experiments

An upgrade of the existing NA49 setup is planned [55] as a future project NA61. In
summer 2006 a 7 day test run with a 200 GeV proton beam was performed to check
the system. In autumn 2007 the first data will be taken using a 30 GeV proton beam
on a carbon target. The number of events is expected to be ab@0t.3The fore-

seen measurements of importance for astroparticle physics are reactions on p+C at the
energies of 30, 40, 50 and 400 GeV amtlC reactions at 158 and 400 GeV.

The study of the properties of hadronic interactions in EAS presented in this work
(section 3.1 and 3.2) have formed the basis of the cosmic ray relevant part of the
proposal for NA61. Other physics motivation for the planned experiment stems from
neutrino physics and heavy ion physics. Neutrino beam experiments need a precise
knowledge of secondary pion cross-section in p+A reactions, because the neutrino
beam is provided by the decay of pions produced in p+A reactions. The goal of the
heavy ion program of NA61 is the study of the properties of strong interacting matter
in equilibrium and the investigation of the phases of this matter.
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The first step to upgrade the previous experiment NA49 is the madion of the
computer equipment and readout electronics as well as the replacements of the beam
defining counter in the trigger system and of the beam position detectors. Apart from
this, in a second upgrade step it is planned to increase the event rate of the data acqui-
sition by a factor 20 by replacing the TPC readout by an ALICE-like system [57, 58].
Additional upgrades are planned to enlarge the TPC acceptance and to measure the
number of non-interacting nucleons from a projectile nucleus in A+A collisions event
by event.

An upgrade of the MIPP experiment [59, 60] at Fermilab is recently proposed. MIPP
has similar measurement possibilities like NA61. The data acquisition of MIPP is
faster but the separation of secondary kaons is not as good as the one of NA61. The
MIPP experiment will provide reactions on p+@+C andK+C collisions at 20, 60

and 120 GeV/c.



4 The HARP experiment

4.1 Physics goals

The fixed target experiment HARP ("HAdRon Production”, PS214) was constructed to
measure the hadron production cross-sections of protons and charged pions on various
nuclear targets [61]. Precise and comprehensive studies of the secondaries of these
reactions at particle momenta of a few G&\are important for several areas of particle
physics.

¢ In a neutrino factory the neutrinos are decay products of charged pions which
are produced in a reaction of a high-intensity proton beam with a nuclear target.
To use this high beam power efficiently and for creating an economic design of a
neutrino factory precise knowledge of the number of produced pions is of great
interest [62, 63, 64, 65].

e Reduction of the uncertainties in the knowledge of the atmospheric neutrino flux
would improve the understanding of the neutrino oscillations v;) [66].
The main uncertainty stems from the limited understanding of the interactions
of hadrons with nitrogen and oxygen nuclei in the atmosphere. HARP measure-
ments can contribute to a deeper understanding of these reactions [67, 68, 69,
70, 71,72, 73].

e One of the main problems of conventional neutrino beams is the fact that their
composition, flux and spectrum is not well known. This leads to a major lim-
itation of experiments using those beams. The reason of these uncertainties
are the limited knowledge of pion and kaon production yields. Three neutrino
oscillation experiments are using HARP data. For MiniBooNE [74] and Sci-
BooNE [75], p+Be data at 8.9 Ge¢ fvere taken using a thick beryllium target.

For K2K [76], a proton run at 12.9 Ge¢vas performed and a thick aluminium
target was used.

e The three requirements mentioned above benefit directly from a better theoreti-
cal understanding of hadronic interactions. Tuning and verifying hadronic inter-
action models need precise input data to enable more realistic results of Monte
Carlo simulations [77, 78, 79].

43
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4.2 Experimental setup

The HARP experiment [80] is located in the T9 beam-line of the East Area of the
Proton Synchrotron (PS) at the European Organization for Nuclear Research CERN
(French: Conseil Européen pour la Recherche Nucléaire) near Geneva, Switzerland.
Protons with a momentum of 24 G¢¥ are sent from the PS to the North branch

of the East Area where they interact with a primary target (usually aluminium). A
momentum and charge selected fraction of the produced particles is used as beam for
the HARP experiment. At 12 Ge\¢/most of the positive particles are protons, the
second largest fraction consistsof and a small fraction are K electrons and other
particle types. The negative charge selected beam consists mainly afd a few

K~. The momentum resolution of the secondary beam is about 1%[80].

Before the beam patrticles reach the HARP detector they pass the beam instrumen-
tation. It is formed by a set of beam detectors and counters to provide the detection,

tracking and identification of the incoming beam particle as well as to generate primary

signals for the trigger logic. For the detailed layout, see Fig. 4.1.

RPC

TPC |-

target

Figure 4.1: Schematic view of the beam instrumentation [80}. tke beam particle
detection (tracking and particle identification), two time-of-flight detectors
(TOF-A and TOF-B), two gas threshold Cherenkov counters (BC-A and
BC-B) and a set of four multi-wire proportional chambers (MWPC1-4)
are used. The trigger system consists of two scintillation halo counters
(HALO-A and HALO-B) and two special scintillation counters (BS and
TDS). Detailed descriptions are given in the text.

The following detectors are employed for the beam particle detection: A beam time-
of-flight system consisting of two timing detectors (TOF-A, TOF-B) with an average
time-of-flight resolution of 100 ps together with two gas threshold Cherenkov counters
(beam counters: BCA, BCB) are used for beam particle identification. The beam
counters also determine the interaction time at the target. The impact point and the
direction of the beam patrticle are measured by a set of four multi-wire proportional
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chambers (MWPCs) with an accuracy of <1 mm and <0.2 mrad pergtimje The
MWZPCs are not only used for the tracking of the beam particle but also for the off-line
reconstruction of the beam particle, the real time tuning and beam quality monitoring.

The trigger system upstream of the HARP detector selects a good beam patrticle. It
consists of two scintillation halo counters (HALO-A, HALO-B) and two special scin-
tillation counters called beam scintillator (BS) and target defining scintillator (TDS).
The halo counters are made of two scintillator slabs with a central hole (diameter of
the hole: HALO-A: 9cm, HALO-B: 3cm). HALO-A vetos all particles which did not
pass through BCA and BCB. The final step to improve the purity of the beam is done
by HALO-B as near to the target as possible. Thus the halo counters accept only single
beam particles without any accompanying second particle in the halo of the beam. BS
starts the decision logic of the trigger system and in coincidence with a TOF-B hit it
represents the lowest-level trigger. Additionally the target is surrounded by two trigger
detectors. The inner trigger cylinder (ITC) and the forward trigger plane (FTP) se-
lect events with interaction and provide a trigger for large-angle secondaries emerging
from the target and for secondaries in the small angle region, respectively. A standard
physics trigger condition for thin targets is BSTOF-A x TOF-B x (NOT)HALO-A

x (NOT)HALO-B x TDS x (ITC + FTP).

The HARP spectrometer consists of two main parts: a forward and a large-angle de-
tection system. The target is housed inside the large-angle spectrometer which is com-
posed of a time projection chamber (TPC) and a system of resistive plate chambers
(RPC) both inside a solenoidal magnet. The TPC provides track, momentum and ver-
tex measurements for charged secondary particles in an angular range fromm t20

160> with respect to the beam direction. The particle identification is based on the
measurement of the energy loss in the TPC as well as the time-of-flight measurement
in the RPCs. The setup of the HARP detector is shown in Fig. 4.2.
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Figure 4.2: Schematic layout of the HARP spectrometer [81]. different detector
components are shown. The target is inserted inside the TPC.

Given the fact that this analysis is focused on the secondary particles in an angular
range up to 13.75 here the forward spectrometer is described in more detail than the
large-angle detection system. For more details about the large-angle detection system
see [80]. The forward spectrometer surrounds a dipole magnet with an integrated field
of 0.66 Tm. It consists of three walls of large planar drift chambers for tracking and
momentum analysis (The most downstream drift chambers are only partly equipped
with electronics and not used for tracking.) and detectors for particle identification
namely a threshold Cherenkov detector, a TOF-wall and an electromagnetic calorime-
ter. Additionally a beam muon identifier is placed behind the forward spectrometer in
order to determine the number of muons in the pion beam.

4.3 Track and momentum reconstruction with the
forward spectrometer

Five large drift chambers act as tracking device for forward going secondary particles.
Originally they were built for the NOMAD experiment (WA96) [82]. Two chambers

are placed directly upstream and downstream of the spectrometer magnet, three ad-
ditional chambers are located further downstream in order to cover a large surface
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between the Cherenkov detector and the TOF wall. Each drift beaonsists of
four chamber components which are arranged in layers. This tracking system is shown
in Fig. 4.3.

=
[
P900000000PPCPOOOPOPOO
1

Figure 4.3: Event display [83] with the main detectors of thevBmd spectrometer
from left to right: First drift chamber, dipole magnet, second drift chamber,
threshold Cherenkov detector and a set of three drift chamber modules. The
hits in the road which form the track segments for this event are visible in
the chamber modules.

Track reconstruction proceeds as follows [81]. In a first step two-dimensional track
segments are reconstructed in each chamber. At least seven hits are needed in one
chamber to form such a track segment. These segments are combined to three-dimen-
sional track fragments in a second iteration. Once this has been done, these fragments
are merged with track segments in the other chambers into larger track fragments.
Finally, downstream tracks, with respect to the spectrometer magnet, are extrapolated
back to the target plane (This method is called VERTEX2.) or to a three-dimensional
track segment (called VERTEX4) in the drift chamber upstream of the magnet. See
Fig. 4.4. The downstream track efficiency is almost 100%, as it can be measured from
the individual chamber efficencies.

There are two momentum reconstruction methods that are applied for this analysis
[81]. The momentum estimatqy is extracted from downstream tracks extrapolated

to the interaction vertex (VERTEX2). Only those tracks are accepted which have an
extrapolated point at the target plane with a distance to the nominal centre of the target
less than 20 cm. Another independent momentum estimator is definad Bereby

the momentum is measured connecting a downstream track segment with the segment
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in NDC1 (VERTEX4).

VERTEX?2

NDC1

dipole magnet

target
beam

VERTEX4

NDC3

Figure 4.4: Two independent momentum reconstruction methedsxplied [81]. For
both methods downstream tracks are extrapolated to an upstream bench-
mark. In the case of VERTEX2 the target is used as upstream constraint,
where VERTEX4 uses a track segment in the first drift chamber (NDC1).

The fact, that the two reconstruction methods provide independent momentum esti-
mators and that p, and 1/p4 have a Gaussian distribution around the inverse true
momentum 1p, allows a measurement of the tracking efficiency directly from data.
(The curvature of a track is measured by its deflecti@rfrom a straight line which

has a Gaussian distribution and is proportional tp.1 One estimator is used for mea-
suring the momentum and the other one for measuring the tracking efficippay.
preferred to determine the momentum since no track segment in the upstream chamber
is necessary for its calculation and the track efficiency in this chamber is lower than in
the downstream ones.

4.4 Particle identification

The patrticle identification for the forward spectrometer is based on the measurements
of three different detector components [84]. The time-of-flight measurement, for
which TOF-B in combination with the TOF wall system is used, allows pion—kaon and
pion—proton separation to be performed up to 3 Ge&nd beyond 5 GeXt, respec-

tively. Fig. 4.5 gives an impression how well this method works for the proton—pion
separation. The Cherenkov detector is used to separate pions from protons and kaons
above 2.5 GeYc and hadrons from electrons below 2.5 GeVAdditionally the sep-

aration of hadrons and electrons below 2.5 Gel cross-checked by the signal in the
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electron calorimeter in order to study the Cherenkov perfooman
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Figure 4.5: Time-of-flight §) distributions for pions and protons with momenta
3 GeV/cand 5 GeVc, for both data and MC simulation [84]. The data set
is a sample of beam patrticles, selected as pions or protons by the beam in-
strumentation, in the following chapters labeled as “empty target data”. At
3 GeV /c the two populations are completely separated, and the separation
is still very good at 5 GeW.

4.5 Momentum calibration

The momentum calibration of the HARP forward spectrometer is done with three dif-
ferent methods [85]. The common idea behind these methods is to use data sets with
tracks which have a known momentum. The primary method is the calibration of the
momentum of the forward spectrometer with the beam particle penetrating through
the detector without colliding with a target. This method is called “empty target” cal-
ibration. A second method is the use of known kinematical properties of the elastic
scattering of a proton or pion on a proton in a hydrogen target. The third method is
based on the precise time measurement of TOF wall. In the following the momentum
resolution and scale corrections obtained with these three different methods are de-
scribed. Fig. 4.6 shows the phase space covered by the different calibration methods.
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Figure 4.6: The phase space which is covered by the three ¢adibraethods is indi-
cated by boxes and circles in tBep plane.

4.5.1 Momentum calibration using empty target data sets

Initially it was foreseen to use the “empty target” method as main calibration method
of the forward spectrometer. Empty target runs were taken for six energies starting
from 1.5GeV £ up to 15GeV£. But this method has several shortcomings. Only at
fixed energies empty target measurements are available. The lowest momentum point
is relatively high and the most serious problem is the fact that the direction of the beam
is fixed and therefore the calibration is only done for a very small central part of the
spectrometer. To cover larger angles the calibration is also performed with the use of
elastic scattering events which is described in detail below.

4.5.2 Momentum calibration using elastic scattering events

The idea of this calibration method is the fact that if one of the kinematic observables
of one particle (e.g. the momentum or scattering angle of the scattered or the recoil par-
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ticle) is known, the other kinematic observables are detemirayeenergy-momentum
conservation. In this case the elastic scattering of two protons or a pion and a proton
is regarded, assuming that the scattering angle is measured very precisely. As target a
liquid hydrogen (H) target is used.

Energy conservation provides
Etarget+ Ebeam= Escatt Erecoil - (4-5-1)

With the relativistic energy—momentum relatiBd = p? +m? (convention: speed of
light ¢ = 1) and the fact that the initial momentum of the target propgget= 0
follows

Mo+ v/Mu2+ Pp2 = VM2 + P2 + /M2 + 2 (45.2)

wherem, is the proton massry, the mass of the beam particle (in this case a proton or
a pion) andpp, ps andp; are the momenta of the beam, elastically scattered and recoil
particles.

Momentum conservation for the longitudinal momentum gives

Poj + Py = Pr+ P with py) = pp andpy =0
Pb = Pr-cosb + ps-CcosHs (4.5.3)
and for the transverse momentum follows
Polr +P. = Pro+tPsL with pp; =0 andp;;, =0
0 = pr-Sin6G + ps- SinBs
B e Ps- SiNBs
6 = arcsm( o ) (45.4)
Inserting Eq. (4.5.4) in Eq. (4.5.3) yields
pr-cos[arcsin(— p;sm@sH = Pp—Ps-COS6s . (4.5.5)
Pr

This equation is solved fqu,. After insertingp; in Eq. (4.5.2) the relation between the
momentum and the angle of the scattered particle is

Pied8) = Pocam 2(MEeart Mo/ Mean + Poa) COK6)
+V2{ (M 18 + Pheamrt 2/ M + Pcar)
(— Moyt 218 + Mec0520)) 1]
/[2(meaam+ B+ Pleant 21/ MEean + Ploarm

_pgeamcosz(e)ﬂ ) (4.5.6)
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where all momenta and angles are taken in the lab system. Thedmp= of the
expected momentum of the scattered particle on the scattering angle is also shown
in Fig. 4.7. The solid (red) curve describes elastic scattering for a proton beam, the
dashed (blue) curve for a pion beam. The momenta of the scattered particles are very
similar at small angles. For angles larger than 0.3rad the mass difference between
proton and pion becomes important.

§ 3000 —proton
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e

$ 2500
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1000
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Figure 4.7: Momentum of a relativistic particle scattered orr@agn in a hydrogen
target as function of scattering angle (solid line: proton beam, dashed line:
pion beam).

Elastic events can be readily selected from the data by imposing combined criteria in
the large angle and forward spectrometer. The main selection criterion is the request
of exactly one proton track in the TPC (recoil particle) and precisely one track in
the forward spectrometer (scattered particle: proton or pion, depending on the beam
particle type). Further constraints are applied and summarized in Table 4.1. It should
be pointed out that no constraints on the momentum measurement of the forward track
are set.

The accuracy of the determination of beam momentum and scattering angle is very
good relative to the resolution of the secondary momentum. The beam momentum is
known with an accuracy of 1% [80] and the angular resolution is about 1 mrad [81].
A reconstruction uncertainty of 1 mrad corresponds f@ng, uncertainty of 0.12%.

For p < 8 GeV the momentum resolution is only about 5% [85]. Using the predicted
value of the momentum of the scattered partigigeo, at a fixed scattering angle and

the corresponding measured momentoygy; spectra of the following observable are
generated for different angular bins.



53

Table 4.1: Summary of the criteria for selection of elastic é&vé&mom the data used
for the momentum calibration.

Event selection Beam angle < 0.005rad

Impact radius of beam < 8.0 mm

FW trigger

One and only one MWPC track reconstructed

Track selection Reconstructed VERTEX2
Reconstruction quality of main vertex < 200.0 mm
6 <0.25rad

Particle reaches TOF wall
3 hitsinroad in NDC1

|6y| <0.1rad

1 1
A = R Y 457
1 psca ( Osca ptheo> Ptheo ( )

An example of these spectra is shown in Fig. 4.8 for proton—proton collisions using a
proton beam with a momentum of 5 Gg&and a 60 mm hydrogen target. Additionally
similar spectra are analyzed for lower and higher beam momenta (3 and /@)GeM

for a thicker target (180 mm at 3 and 8 GAY.

14001

3000 0.06 - 0.10 rad 0.10 - 0.15 rad

12001

600.0 10001

number of particles
number of particles

8001
4000+ T

1 6001
T 4001~
20001 T

2001

00 —— ; - ; 00+

Figure 4.8: Example spectra of the variablg, . (Eq. 4.5.7) for a 5 GeVg'hydrogen
data set (target: 60 mm). The spectra are generated for the angular bins:
0.06 -0.10rad (left panel) and 0.10 -0.15rad (right panel). Fit function:
double Gaussian (Eqg. 4.5.8).
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These spectra are fitted with a double Gaussian function wittn&@n valug: of both
single Gaussian functions being the same.

fdgaussian = fo+ f1 (4.5.8)

Ao
fo = expl —
0 v/ 210y p<
Aq
fi = expl —
! V210 p<

As result of the double Gaussian fit of the spectra at the three different momenta the
momentum scale (equivalent to the mean of the fit function) and the momentum res-
olution (RMS, equivalent to the width of the spectra) are plotted as function of the
momentum shown in Fig. 4.9. The RMS is defined as the weighted mean of the two
singleo’s.

Ag-0g+A1-01
RMS = (45.9)
Ao+Ar
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Figure 4.9: Momentum scale (left panel) and resolution (righhgd) as func-
tion of beam momentum in three angular regions (circles: 30-60 mrad;
squares:60-100 mrad; diamonds: 100- 150 mrad) [85].

The momentum scale decreases with larger angles but stays nearly constant for the
momentum. The momentum resolution shows a decreasing trend for larger angles but
increases with the momentum.
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The momentum resolution and scale measured with the elastterseg method ex-
tends the calibration toward larger angles than probed with the empty target method
alone. Therefore, a larger range of the spectrometer is characterized by this method.

4.5.3 Momentum calibration using time-of-flight
measurements

Time-of-flight measurements are used for a momentum calibration in the momentum
range 0.7 GeVg < p < 3.0 GeV L. In this momentum range, where the forward spec-
trometer has a good acceptance, pions are relativistic. Therefore the time-of-flight
of pions depends only weakly on their momentum whereas the time-of-flight of pro-
tons shows a significant variation with momentum. This different dependence of the
velocity B on momentum for pions and protons is caused by the mass difference of
these particles. The TOF walresolution in the chosen momentum range is typically
o(B)/B =0.005. The velocity is calculated as ratio of the measured track length and
the measured time-of-flight. The width of tBepeak for a sample of protons selected

in a small range in momentum shows a large sensitivity to the momentum resolution.
To determine the momentum resolution in this way the time-response of the TOF wall
has to be measured for pions and protons separately.

For this analysis two data sets are used, namely p+Al data set at 12/2@e¥p+Be

data set at 8.9 Ge\¢/ From these data a very clean sample of secondarys se-

lected by using the different particle identification methods which are described in
chapter 4.4. In a similar way a clean sample of secondary protons is selected. The
negative pions also provide a perfect prediction for the behaviour of the TOF measure-
ment of the positive pions. The data are divided into four angular bins (30-60 mrad,
60-100 mrad, 100-150 mrad, 150-200 mrad ) and in small momentum bins. The size
of the momentum bins is chosen to be of the order of the expected momentum resolu-
tion. In each of these binsfaspectrum is fitted by a double Gaussian function. The

fit function takes into account the width of the momentum bins and the calibfated
resolution and uses the momentum resolution and momentum scale as free parame-
ters. (The amplitude is also a free parameter but not important for this analysis.) The
RMS of the fit result leads directly to the momentum resolution and the position of
the B peak corresponds to the momentum scale. More detailed information about this
calibration method can be found in [85].

Using the time-of-flight measurements the calibration range is extended to the region
of low momenta. Combining information from the three calibration methods the full
range of relevant angles and momenta is covered and the results indicate a good agree-
ment in the overlapping phase space [85].
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5 Analysis of pion production in
p+C and m+C collisions

5.1 Data selection

The data sets which are used for the following analysis of the cross-section for positive
and negative pion production in p+C amd+C reactions at 12 GeXt were taken
during two short run periods (each only two days) in June and September 2002. Over
one million events with positive beam and more than half a million events with negative
beam were collected. For detailed event statistics see Tab. 5.1.

The cylindric carbon target has a purity of 99.99%, a thickness of 18.94 mm, a diameter
of 30.26 mm and its mass is 25.656 g. Derived from this the density of the target is
1.88 g/cni. (For comparison the density of graphite is 2.27 gignThe thickness of

the carbon target is equivalent to 5% nuclear interaction length (3.56)y/cm

5.1.1 Event selection

First, for the analysis the favoured beam patrticle type is selected by using the beam
time of flight system (TOF-A, TOF-B) and the Cherenkov counters (BCA, BCB) as
described in chapter 4.2. The distribution of the position of beam particles extrapolated
to the target is shown in Fig. 5.1. The position of the positive charge selected beam is
shifted by about 5 mm ig-direction with respect to the nominal positiot= 0;y = 0)

and covers a circular area of about 8 mm diameter. In the case of negatively charged
beam patrticles the beam hits the target more centrally but it has a broader distribution
of about 14 mm width iry-direction. To keep the selection efficiency high and not to
take into account reactions at the target edge only particles within a radius of 12 mm
are accepted for this analysis. Additionally the MWPC track is required to have a
measured direction within 5 mrad of the nominal beam direction to further reduce halo
particles. Applying these criteria the remaining number of events for data sets with

57
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positive and negative beam are summarized in Tab. 5.1.
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Figure 5.1: Reconstructed position of positively (left paretd negatively (right
panel) charged beam particles at the target plane. The solid circle gives the
position and size of the carbon target (diameter: 30.26mm), the dashed cir-
cle indicates the region where beam particles are accepted (radius: 12mm).

Table 5.1: Total number of events in 12 G&\Vcarbon target and empty target data
sets (For explanation see chapter 5.2.) and in corresponding Monte Carlo
simulations (See chapter 5.4).

| | Carbon datg Empty target data Monte Carlo|

positive beam 1.062 k 886 k 23.4M
accepted for p+C 467 k 287 k 20.3 M
accepted forr™+C 40 k 25k 20.8 M
negative beam 646 k 531k 23.4 M
accepted forr +C 350 k 214 k 20.8 M

5.1.2 Track selection

Sewondary track selection criteria are optimized to ensure the quality of momentum re-
construction and a clean time-of-flight measurement while maintaining a high recon-
struction efficiency. There are two kinds of acceptance criteria concerning the track
reconstruction quality and the geometric characteristics of the tracks relative to the
forward spectrometer. These criteria are described in the following and a summary of
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track statistics for the three chosen data sets (p#@GC, m +C) are given in Tab. 5.2.
In the end about 5% to 6% of tracks in accepted events are used for the further analysis.

Reconstruction quality criteria

e Successful momentum reconstruction of secondary particle (momentum estima-
tor py, see chapter 4.3).

e More than 3 hits in NDC2 and at least 5 hits in road in one of the chambers
NDCS3, 4, or 5 or at least 3 hits in one of the chambers NDC3, 4, 5 and more
than 5 hits in road in NDC2.

e More than three hits in a road in NDC1 and averade< 30 for these hits
with respect to the track in NDCL1 in order to reduce non-target interaction back-

grounds. The distribution of number of hits inroad in NDCL1 is shown in Fig. 5.2.

e The track has a matched TOF wall hit.

events

105'0*”*

104.0ij

S U S IS NI RO
0.0 20 4.0 6.0 8.0 10.0 12.0 14.0

hits in road in NDC1

Figure 5.2: Number of hits in a road in the drift chamber NDC1. yanhcks with
more than three hits in a road in NDC1 are accepted which is indicated
by the dashed line. The unconsidered tracks are downstream tracks from
secondary reactions which have a random association to NDC1 tracks.
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Criteria on track geometry

e The angled of a secondary particle with respect to the beam axis is required to
be less than 300 mrad. The distributionébis shown in Fig. 5.3 (left panel).

e They-componen®, of the angled is required to be between -100 and 100 mrad.
See Fig. 5.3 (right panel).

e The extrapolation of a secondary track should point to the primary interaction
point on the target plane within a radius of 200 mm.

e Only tracks which bend towards the beam direction are accepted as shown in
Fig. 5.4. This is the case if the product of charge @nis negative. This criteria
is applied to avoid the positivg, region for positive charged secondary particles
and the negativé, region for negative charged particles where the efficiency is
momentum dependent.

events
events

4.0 I
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— e U

Ll oL
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Figure 5.3: Distribution ob (left panel) andd, (right panel). The acceptance criteria
for this observables are indicated by dashed lines.
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Figure 5.4: Only tracks which bend towards the beam directienaacepted. This
means the product of charge afidnust be negative.

Table 5.2: Number of tracks in accepted events before and after the selection criteria
for secondary tracks are applied. About 5% to 6% of all tracks are used for
the analysis in this work.

| | Total number of track$ Number of selected tracKs

p+C 2,057,420 100,035
mr+C 192,976 10,122
m +C 1,701,041 106,534

5.2 Empty target subtraction

Interactions of beam gas particles or interactions of beam patrticles outside the target,
e.g. in one of the drift chambers, produce background to the interactions of beam
particles on the target. This background is measured experimentally by taking data
without a target. These measurements are called “empty target data”. The “empty
target data” are also subject to the event and track selection criteria like the standard
carbon data sets. The event statistics of these data sets can be taken from Tab. 5.1.

To take into account this background the number of particles of an observed particle
type (r", 1) in the “empty target data” are subtracted bin-by-bin (momentum and
angular bins) from the number of particles of the same type in the carbon data. The
uncertainty following from this method is discussed in chapter 5.5 and labeled “empty
target subtraction”.
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5.3 Calculation of cross-section

Thegoal of this analysis is to investigate the double differential, inclusive cross-section
of negative and positive pions in p+@;"+C andm +C reactions at 12 Gel¢ in a
broad range of secondary momentum and angle. It is calculated as follows

d?g® A 1 1 cor :

0.\ — ) ) ) N (pl,08), (5.3.1
dpda P = Noot Noor 2p20, M%a,%ﬁ@i‘”’i@i“ LIRSS
where

° (‘ﬁ)—fég(pi, 0;) is the cross-section in mb/(Ge¥ gr) for the particle typer (p, 7"

or 1) for each momentum and angle bin,(8;) covered in this analysis,

. N"'(pi’, 6;) is the number of particles of typein bins of reconstructed momen-
tum p{ and angled; in the raw data,

. ,///gg;we,a, is a correction matrix which accounts for efficiency and resolution
of the detector,

A 1 1 ot
® Napt’ Noo and Apaq; & normalization factors, namely

% is the number of target nuclei per unit arga
Npot is the number of incident beam particles on target (particles on target),
Api andAQ; are the bin sizes in momentum and solid angle, respectively

5.4 Calculation of correction matrix

While the number of particIeN“'(pi’, 9]’) is relatively easy to count in the raw data, the
calculation of the correction matrbx/’/&%rjaqe{a, is much more complex. Various tech-
niques are described in the literature to ojbtain this matrix. As mentioned in [81] and
[85] for a p+Al analysis of HARP data at 12.9 G¢d/as well as for p+Be at 8.9 Ge¢/

two complementary analyses have been performed to check internal consistency and
possible biases in the respective procedures. The comparison of both analyses shows

that the results are consistent within the overall systematic error [81].

1A = atomic massNa = Avogadro numberp = target density ant= target thickness
20p; = p"™— p™, AQ; = 21i(cog B"") — cos 7))
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In the first method the correction matri &%ﬂap{@!a/ is decomposed into distinct in-
dependent contributions, which are computed Jrnostly using the data themselves. The
second method is the unfolding method introduced by D’Agostini [86]. It is based on
the Bayesian unfolding technique [83]. A simultaneous (three dimensional) unfold-
ing of momentunp, angle@ and particle typex is performed. The correction matrix

is computed using a Monte Carlo simulation. This method is applied in the carbon

analysis described here.

Caused by various error sources and limited acceptance and efficiency of an exper-
iment, no measured observable represents the true physical value. The unfolding
method tries to solve the problem to find the distribution of the corresponding true
value to a measured observable. A main assumption is that the probability distribution
function in the “true” physical parameters can be approximated by a histogram with
discrete bins. Than the relation between the vegtof the true physical parameter
and the vectoy of the measured observable can be described by a ma#fty which
represents the mapping from the true value to the measured one. This matrix is named
migration (smearing) matrix

Y= Mmig-X . (5.4.2)

The goal of the unfolding procedure is to determine a transformation for the measure-
ment to obtain the expected values fousing the relation (5.4.1) [87]. The most
simple and obvious solution is matrix inversion. But this method often provides unsta-
ble results. Large correlations between bins lead to large off-diagonal elements in the
migration matrix.#mig and the result is dominated by very large variances and strong
negative correlation between neighbouring bins.

Within the method of D’Agostini, the unfolding is performed by the calculation of the

unfolding matrix.#YF© = _#°°" in an iterative way which is used msteadm’méJ

#YFO is a two-dimensional matrix connecting the measurement space (effects) with
the space of the true values (causes). Expected causes and measured effects are repre-
sented by one-dimensional vectors with entxigg(Ci) andy(E;) for each causes and

effect binC; andE;j, respectively. Itis

Xexp(Ci Z MFTOy . (5.4.2)

The Bayes’ theorem provides the conditional probabM{Zi|E;) for effectE; to be
caused by causg
P(GiEj) O P(Ej|Ci)-P(Ci) . (5.4.3)

whereP(E;|G) is the probability for caus€; to produce effecE; which corresponds

to the migration matrix and could be calculated from Monte C&P&;) is the prob-
ability for causeC; to happen. Eq. (5.4.3) is solved in an iteration process. The ini-
tial probability Py(Ci) could be assumed to be a uniform distribution. The so found
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P(Gi|E;) is used as unfolding matrix in a first interaction step and leads to a first esti-
mation of the expected values for causes

Xexp(Ci) = 5 P(GIlEj) Y(Ej) . (5.4.4)
J

Fromxexp(Ci) @ new probability?; (C;) for causeC; is calculated and insertin Eq. (5.4.3)

for the next iteration step. Before this, the distributionRfC;) can optionally be
smoothed to reduce oscillations due to statistical fluctuations. Between two consec-
utive iteration steps g2-test is applied. The iteration process is stopped wireis

small. The number of iterations is dependent on the specific case. Too many iteration
steps lead to the same kind of oscillating results as plain matrix inversion; for too few
iteration steps, the results are strongly biased by the measurement.The final result of
this method is the unfolded distribution xd,(Ci) and its covariance matrix.

For this analysis, the original unfolding program provided by D’Agostini is used.
Py(Ci) is assumed to be a uniform distribution, whit¢E;|C;) is calculated from the
Monte Carlo simulation. In [83] it is shown that smoothing the distributioR0€;)

before inserting in the next iteration step does not lead to better (smoother) results
than without. Therefore the smoothing process is not applied in this analysis. After
four iteration steps the iteration process is stopped. The entries of the one-dimensional
vectorsx andy as well as the entries of the two-dimensional mat#’F© carry the
information of angle, momentum and particle type. These original three dimensions
are merged into one dimension as follows

Ng.p.a = N + Np - Ng o+ Ng - NG & (5.4.5)

whereng o is the bin number in the final vectors and in the unfolding matmix.np
andng are the bin numbers in the three dimensiéng anda, respectivelyng® and

ng‘ax are the total number of bins in the observalpesda.

The used Monte Carlo simulation is based on the Geant4 (GEometry ANd Tracking)
[88] platform developed by CERN. The detector materials are accurately reproduced
in this simulation as well as the relevant features of the detector response and the dig-
itization process. All relevant physical processes are considered, including multiple
scattering, energy-loss, absorption and re-interactions. The simulation is independent
of the beam particle type because it only generates for each event exactly one sec-
ondary particle of a specific particle type inside the target material and propagates it
through the target. Owing this the same simulation can be used for the three analyses
of p+C, " +C andrr +C at 12 GeVc.
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The unfolding matrix for the p+C analysis calculated this waghiewn in Fig. 5.5 in

the left upper panel. The very good separation in the three particle typest( and

proton) can clearly be seen. The angular (right upper panel) and momentum (lower
panels) unfolding matrices have a nearly diagonal structure as expected. The binning
chosen for these matrices is the same as the one used for the particle spectra (see
chapter 5.6). The unfolding matrices for the two other analysésC andrr +C) are

by construction very similar as the same Monte Carlo tracks are used, only the binning
is different.
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Figure 5.5: Unfolding matrices calculated for p+C analysis. The left upper panel
shows the original unfolding matrix where the three dimensions angle, mo-
mentum and particle type are merged in one dimension as described by
Eq. (5.4.5). The upper right panel shows an example of an angular unfold-
ing matrix for 71~ in one momentum causes-effects cell. The momentum
unfolding matrices summed ové@rfor i1~ (left) andr™ (right) can be seen
in the two lower panels.
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5.5 Error estimation

5.5.1 Statistical errors

The total statistical error of the corrected data is composed of the statistical error of
the raw data, but also of the statistical error of the unfolding procedure, because the
unfolding matrix is obtained from the data themselves and hence contributes also to the
statistical error. The statistical error provided by the unfolding program is equivalent
to the propagated statistical error of the raw data. In order to calculate the statistical
error of the unfolding procedure a separate analysis following [83] is applied, which
is described below. The p+C data set is divided into two independent data samples
andb, one sample contains all events with odd and the other all events with even event
numbers. These data samples are unfolded in three different ways.

1. Both samples are unfolded separately using the individually calculated unfolding
matrix for each sample (set(1)).

2. Each of the two samples are unfolded with the unfolding matrix calculated by
using the whole data set (set(2)).

3. The whole data set is unfolded two times, using the unfolding matrices generated
for each part of the split data set (set(3)).

For all three sets the same Monte Carlo input is applied. The statistical error of the
Monte Carlo simulation is negligible, because the Monte Carlo statistics is very high
relative to the statistics of the raw data. Set(1) leads to the total statistical error of
the unfolding result, set(2) to the the statistical error of the raw data and set(3) to
the statistical error of the unfolding matrix. For all sets the difference between the
unfolded result of data samp&eandb is calculated and divided by the propagated
statistical error of the raw datandb,

a—>b

\/ 03+ 0

The distribution ofA,, shows for all three sets a Gaussian shape with a mean around
zero. The width of the distribution d¥,, for set(1) isk(Osta) = 2.0, for set(2k(c32d — 0.98
and for set(3k(o45°) = 1.77. A consistency check gives

K(Osa) = /K2(0%28) +K2(aY50)

20 ~ 0.9®+1772 . (5.5.2)

Agp = (5.5.1)

l
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Concluding from this the statistical error provided by the ldiftg procedure has to
be multiplied globally by a factor 2, which is done for the three analyses (m+&€C
andrr +C) described in this thesis.

Fig. 5.6 shows the calculated statistical errors in % for each momentum-angle bin for
all three data sets and separately for secondargndrr™. Due to the high statistics of

the data set the binning for the p+C data set is chosen finer than for the other data sets.
The limited statistics of that+C data is reflected in the relatively high statistical error.
Generally, the statistical error increases slightly with larger angle and significantly with
increasing momentum. The behaviour of statistical error as function of momentum can
be seenin Fig. 5.7.
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5.5.2 Systematic errors

Different types of sources produce systematic errors for the analysis of the fixed target
data described here. Namely they are track yield corrections, particle identification,
momentum and angular reconstruction. Following mainly [89], the strategy to calcu-
late these systematic errors is to find different solutions of the unfolding problem, i.e.
different 'causes’ result vectors. The difference vector is used to create a covariance
matrix for a specific systematic error. Three different methods are applied to calculate
these different causes vectors.

1. Variation of the normalization of causes vector.
2. Variation of the unfolding matrix.

3. Variation of the raw data.

The first method is used for the estimation of the systematic error of the track recon-
struction efficiency. The uncertainties in the efficiency are estimated from the variation

observed with the elastic scattering data and the difference of efficiency observed for
the data and the simulations for protons.

The second method is applied for most of the systematic error estimations. The loss
of secondary particles has to be considered due to particle decay and absorption in the
detector materials as well as additional background particles generated in secondary
reactions. These effects are simulated by Monte Carlo methods: Two single particle
Monte Carlo simulations are generated, in one simulation these effects are taken into
account and in another simulation not. Both Monte Carlo simulations are used for
unfolding data and the results are compared. Uncertainties in the absorption of sec-
ondaries in the material of and close to the ITC of the TPC are taken into account by
a variation of 10% of this effect in the simulation. The uncertainty in the production

of background due to tertiary particles is larger. A 30% variation of the secondary
production was applied [89].

The performance of particle identification, momentum and angular measurements are
correlated due to the simultaneous unfolding process of these observables as described
in chapter 5.4. The calculation of systematic errors of particle identification, angular
and momentum resolution as well as of momentum scale is done by varying the accep-
tance criteria for these observables and their resolutions and scale in the raw data and
in Monte Carlo simulated data. For the momentum resolution possible discrepancies
up to 10% of the resolution are taken into account [89]. A potential bias in the mo-
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mentum determination is estimated to be of the order of 2% ubmglastic scattering
analysis [89].

Electrons are not considered in the particle identification method. Instead, they are
suppressed by a cut on the signal of the Cherenkov detector for particles with mo-
menta below 2.5 Ge)k, called "electron veto" [84]. This veto introduces a loss of
efficiency for pions and protons. To calculate the systematic error of the electron veto
method two samples of raw data are used. For both only the best matched track per
event is selected. At the first sample no selection on the particle type is made, the
second sample only consists of particles identified as electrons. The electron sample is
subtracted from the hadron control sample. The subtracted sample (i.e. non-electrons)
and the unselected sample (all particles including electrons) are unfolded indepen-
dently. The difference of these unfolding results is associated with the systematic error
of the electron veto method.

The third method is introduced for the estimation of the systematic error of the empty
target subtraction. In addition to the standard empty target subtraction only 95% of the
calculated empty target value is subtracted from the raw data. The systematic error is
taken from the difference of these two results.

Due to the fact that kaons are not taken into account by the particle identification
method, an additional error source are misidentified secondary kaons [84]. However,
most of the kaons are rejected by the particle selection criteria of the TOF and the
Cherencov detectors and kaons with low momenta decay. Therefore, the background
effect caused by kaon misidentification is small. Nevertheless, to reduce this effect
a specific Monte Carlo simulation only with secondary kaons is generated. The so
found migration matrix is added to the pion migration matrix and this data sample is
unfolded. This is equivalent to assuming that the kaon momentum and angular distri-
butions are similar to the distributions of pions. The classification of these simulated
kaons as particle types known by the particle identification method reflects the effect
of misidentified kaons in the data.

Following [89] an overall normalization of the results is calculated relative to the num-
ber of incident beam particles accepted by the selection.

As result of these systematic error studies each error source is represented by a co-
variance matrix. The sum of these matrices describes the total systematic error. The
diagonal elements of the covariance matrix of the total systematic error are shown for
each momentum-angular bin in Fig. 5.8. In Fig. 5.9 the total systematic error can be
seen as function of momentum and integrated @éveFor therr™+C andr +C data

sets the systematic error has a nearly flat distribution and is of the order of 6%. For the
p+C data set the systematic error increases for higher momenta but stays also nearly
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constant around 8% at low momenta until 6 GeV

To inspect in detail the specific systematic error sources the particuladggan the
double-differential cross-section and the edgy on the cross-section integrated over
the entire pion phase space are calculated.

First, the dimensionless quantitys, expressing the typical error on the double-
differential cross-section, is defined as follows

5i(0[d*0™/(dpdQ)));

M S (o7 (dpd))

(5.5.3)

where the indeklabels a given momentum-angular §jm 8), (d°c™/(dpdQ)); is the
central value for the double-differential cross-section measurement in that bin, and
(8[d?0™/(dpdQ))); is the error associated with this measurement.

Second, the dimensionless quantdty is defined, expressing the fractional error on
the integrated pion cross-sectioff in the momentum range 0.5 Gé¥< p< 8.0GeV t
and the angular range 0.03 ra@<0.24 rad for the p+C data and in the range 0.03rad
0 <0.21 rad for ther™+C data, as follows

\/51.5(8PAQ)Cij (BPAQ);
Ot = 5 (@57 d pd) (BpAQY);,

(5.5.4)

where(d?0™/dpdQ); is the double-differential cross-section in bj{ApAQ); is the
corresponding phase space element, @nds the covariance matrix of the double-
differential cross-section,/Cjj corresponds to the err6d[d?c™/(d pdQ)]); in Eq. (5.5.3).

Agiff as well asdy; are summarized for all specific systematic error sources in Tab. 5.3
for p+C data, in Tab. 5.4(top) far"+C data and in Tab. 5.4(bottom) far +C data.

The systematic errors are of the same order for all three datadggts; 9-11% and

dnt = 5-8%. The most dominant error sources are particle absorption and the subtrac-
tion of tertiary particles. The errors of momentum and angular reconstruction are less
important and the errors caused by the particle misidentification are negligible. For the
data sets with positively charged beam the systematic error is smallat fand for

them +C data set it is smaller far—.

Systematic and statistical errors are of the same order for the p+C amnd Hiizdata.

For therm™+C data set the statistical error is dominating the total error. TheC

data have the smallest total error caused by the most convenient relation between data
statistics and chosen bin width.
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Table 5.3: Summary of the uncertainties affecting the doubfferdntial and inte-

grated cross-section measurements of p+C data.

| Error category | Error source | 85 (%) | 7 (%) | 8 (%) | 6% (%) |
Statistical Data statistics 12.8 3.2 10.8 2.5
Track yield corrections Reconstruction efficiency 1.6 1.3 1.1 0.5
Pion, proton absorption 4.2 3.7 3.7 3.2
Tertiary subtraction 9.8 4.2 8.6 3.7
Empty target subtraction 1.2 1.2 1.2 1.2
Subtotal 10.8 5.9 9.5 5.1
Particle identification Electron veto <0.1 <0.1 <0.1 <0.1
Pion, proton ID correctior] <0.1 0.1 0.1 0.1
Kaon subtraction <0.1 <0.1 <0.1 <0.1
Subtotal 0.1 0.1 0.1 0.1
Momentum reconstruction Momentum scale 2.6 0.4 2.8 0.3
Momentum resolution 0.7 0.2 0.8 0.3
Subtotal 2.7 0.5 2.9 0.4
Angle reconstruction Angular scale 0.5 0.1 1.3 0.5
Systematic error Subtotal 11.2 5.9 10.0 5.1
Overall normalization Subtotal 2.0 2.0 2.0 2.0
All Total 171 7.0 14.9 6.1
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Table 5.4: Summary of the uncertainties affecting the doubfferdntial and inte-
grated cross-section measurementa0ofC data (top table) and~+C data

(bottom table).
Error category | Error source | 35 (%) | 8% (%) | 85 (%) | 8% (%) |
Statistical Data statistics 41.8 6.4 34.5 7.2
Track yield corrections Reconstruction efficiency 1.4 0.7 0.9 0.5
Pion, proton absorption 4.0 2.1 3.3 2.7
Tertiary subtraction 9.3 4.7 7.6 6.3
Empty target subtraction 1.0 0.7 1.0 1.0
Subtotal 10.3 5.2 8.4 6.9
Particle identification Electron veto <0.1 <0.1 <0.1 <0.1
Pion, proton ID correctiory 0.1 <0.1 0.2 0.2
Kaon subtraction <0.1 <0.1 <0.1 <0.1
Subtotal 0.1 0.1 0.2 0.2
Momentum reconstruction Momentum scale 3.2 0.2 3.6 0.5
Momentum resolution 0.9 0.2 1.1 0.3
Subtotal 3.3 0.3 3.8 0.6
Angle reconstruction Angular scale 1.7 0.1 1.3 0.5
Systematic error Subtotal 10.9 5.3 9.2 7.0
Overall normalization Subtotal 2.0 2.0 2.0 2.0
All Total 43.7 8.5 35.8 10.2
Error category Error source | 87 (%) | 87 (%) | 8 (%) | 8% (%) |
Statistical Data statistics 8.5 2.2 10.0 1.9
Track yield corrections Reconstruction efficiency 1.3 1.1 0.7 0.4
Pion, proton absorption 3.5 3.1 3.8 2.3
Tertiary subtraction 7.9 6.8 9.0 5.3
Empty target subtraction 0.9 0.8 0.9 0.6
Subtotal 8.8 7.6 0.8 5.8
Particle identification Electron veto <0.1 <0.1 <0.1 <0.1
Pion, proton ID correctior] 0.1 0.1 0.1 0.1
Kaon subtraction <0.1 <0.1 <0.1 <0.1
Subtotal 0.1 0.1 0.1 0.1
Momentum reconstruction Momentum scale 2.3 0.7 2.7 0.3
Momentum resolution 0.6 0.2 0.5 0.2
Subtotal 2.4 0.7 2.7 0.4
Angle reconstruction Angular scale 0.6 0.3 0.7 <0.1
Systematic error Subtotal 9.1 7.6 10.2 5.8
Overall normalization Subtotal 2.0 2.0 2.0 2.0
All Total 12.6 8.2 14.4 6.5
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5.6 Particle production spectra

Thederived double-differential, inclusive cross-sections for positive and negative pion
production in p+C [90],r7+C and i +C reactions at 12 Ge\¢/in the laboratory
system are presented as function of momentum for various angular bins in Fig. 5.10,
Fig. 5.11 and Fig. 5.12, respectively. The kinematic range of the measurements covers
the momentum region from 0.5 G¢¥'to 8.0 GeV £ and the polar angular range from
0.03rad to 0.24 rad for p+C and from 0.03rad to 0.21 radrifo#C andrr +C data.

The error bars correspond to the combined statistical and systematic error as described
in chapter 5.5.

The shapes of the momentum spectra are similar for secondagnd i~ as well

as for the different data sets. For small angles the spectra are harder than for larger
angles and show a leading particle effect for producéedn p+C andrr™+C reactions

and forrr in m +C reactions. The distribution of secondary in " +C reactions

show a very similar behaviour as the distribution of secondarin 77 +C reactions as
expected caused by the isospin symmetryroft C — " +X andm +C — m +X.

The corresponding behaviour can be seemfoin i +C andrmr™ in 7 +C collisions.

In the following section a Sanford-Wang parametrization of the momentum spectra is
given and in chapter 6 a comparison with predictions of hadronic interaction models
also used for air shower simulations with CORSIKA is presented. Additionally, a
comparison with momentum spectra of secondary pions inpaid p+Q reactions

at the same energy is discussed.
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Figure 5.10: Momentum spectra of secondary(filled circles) andr™ (open circles)
mesons in p+C reactions at 12 GeMpeasured with the HARP spectro-
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_10°¢
=k 6 = 0.03-0.06 rad
L C
S M—f—:?:ﬁ
) -
8
S
£ C
o 10f
k=l F
o s
E -
B
[*] 1F c
& E HARP on
preliminary o
10-1...|...|...|...
0 2000 4000 6000 8000
p (MeV/c)
__10°
= 6 =0.09-0.12 rad
—O—
(8]
> il & =
s | ——
§, L
o 10g
© 3
o -
E -
Y 1p
R E HARP
preliminary
0 Jo A R RS R
0 2000 4000 6000 8000
p (MeV/c)
_10°¢
= 3 6=0.15-0.18 rad
L C
> 2 i 9 |
v 10°
8
B - )—T—‘
é -
a 10;-
= 3
o L
=
N 1F
P E HARP
© preliminary
o g IR S N SRR N - —. 4
0 2000 4000 6000 8000
p (MeV/c)

79

d?(dp d Q) (mb/(GeVic sr)) d%™(dp d Q) (mb/(GeV/c sr))

d%(dp d Q) (mb/(GeVic sr))

10° ¢

E 6 = 0.06-0.09 rad

N —O—

5 ’_Q_I—Q—c
107 — ;
10F [
1

F HARP
preliminary
100
0 2000 4000 6000 8000
p (MeV/c)
10°

1025-?2 :

6 =0.12-0.15 rad

E HARP
preliminary
0 J I RN R B S
0 2000 4000 6000 8000
p (MeV/c)
10° ¢
E 6 =0.18-0.21 rad
10°
10
g ——
1F
FE HARP
preliminary
0 ) I RSN N SR N E—
0 2000 4000 6000 8000
p (MeV/c)
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5.7 Sanford-Wang parametrization

Usually, for the modification and tuning of hadronic interaction models a parametri-
zation of accelerator data is used. Therefore, a Sanford-Wang parametrization [91] of
the momentum spectra of secondary pions produced in pFEC andmr +C reac-

tions measured with the HARP detector is given in the following. The Sanford-Wang
parametrization is an empirical parametrization with eight free parameters, describing
the production cross-sections of mesons in proton-nucleus interactions. Its functional
form is:

d2g™
dpdQ

Ca

(p,6) = c1p® <1— P )exp[—CsET—069(p—07pbeamc05°89> :
Poean Ppean

(5.7.1)

where

° (‘ﬁ)—‘fm" (p, ) is the cross-section in mb/(Ge¥'sr) for secondary pions as function
of momentump (in GeV /c) and angled (in radians) of the secondary patrticles,

® DPpeamiS the beam momentum in G&¥,

e C1, ...,Cg are free parameters obtained from fits to meson production data.

The parametec; is an overall normalization factor, the four paramet®rss, C4,Cs

can be interpreted as describing the momentum distribution of the secondary pions, and
the three parametecs, c7, cg as describing the angular distribution for fixed secondary
and beam moment@,and Ppeam

This empirical formula has been fitted to the momentum spectra cdind 7~ pro-
duction in p+C,t"+C andmr +C reactions at 12 Gek¢ reported in this thesis. As

start values for these fits the parameters of the Sanford-Wang fit of the p+Al HARP
analysis at 12.9 Ge\t/are taken from [81]. In thg? minimization procedure the full

error matrix is used. Concerning the Sanford-Wang parameters estimation, the values
of Sanford-Wang parameters are reported in Tab. A.7, Tab. A.8 and Tab. A.9 in the
appendix (p. 108-109). The measured secondary momentum spentraaoti 71+ in

p+C, m"+C andmr +C reactions are compared to the Sanford-Wang parametrization
in Fig. 5.13, Fig. 5.14 and Fig. 5.15, respectively. The Sanford-Wang parametrization
is not able to describe some of the data spectral features especially at low and at high
momenta. The goodness-of-fit of the Sanford-Wang parametrization hypothesis for
the measured spectra can be assessed by consigeriper degrees of freedom, see
Tab. A.7-A.9 in the appendix. A discussion of the fit results is given in chapter 6.



82

—~ 103 E —~ 103 E
= 6= 0.03-0.06 rad = 6= 0.06-0.09 rad
L 2 L 2 [
> 10 > 107
) E ) E
g E g E
£ 10F £ 10F
o F ) F
° 1F h=] 1
o E Q E
o) E - s E
T w0tL OT 5 10tk
= F om R
1072 1 1 1 1072 1 1 1
2000 4000 6000 8000 0 2000 4000 6000 8000
p (MeV/c) p (MeV/c)
. 10°g . 10°g
% E 6 =0.09-0.12 rad 5 E 6 =0.12-0.15 rad
L 2 [ L 2 [
> 10° | S 10° &
) E ) E
e E e F
£ 10F £ 10F
a F s F — &
o 1 o 1 |
o E Q E
z F S E —T—
:o 10! = :b 10 =
© E o E
1072 L ! ! ! 102 L ! ! !
2000 4000 6000 8000 0 2000 4000 6000 8000
p (MeV/c) p (MeV/c)
- 10° ¢ . 10° ¢
% 3 6=0.15-0.18 rad % 3 6=0.18-0.21 rad
S ? L L i
S 10° & S 10° &
) E ) E
e E e F
3 3
E 10F E 10F o
5 E e — 5 E
kel 1 _T_ k] 1
o E —C)— Q E
= E T = E
:t) 10™ = :b 10" L
° E ° E +
1072 L 1 1 1 1072 L 1 1 1
2000 4000 6000 8000 0 2000 4000 6000 8000
p (MeV/c) p (MeV/c)
—~ 103 E
5 3 6 =0.21-0.24 rad
L 102 B
s YE
e E
g 1of
o F
° 1
o E
S [
5 1wl
©
1072 L 1 1 1 I
0 2000 4000 6000 8000

p (MeV/c)

Figure 5.13: Sanford-Wang parametrization for pion momentoectsa in p+C reac-
tions at 12 GeYc.
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6 Discussion of HARP data

6.1 Comparison of p+C HARP data at 12 GeV/c
with model predictions

A comparison oft andrr™ momentum spectra produced in p+C reactions at 12/@eV
with different model predictions is shown in Fig. 6.1 and Fig. 6.2. The spectra are plot-
ted with linear scale to make deviations between data and models more visible at low
momenta. The three hadronic interaction models are GHEISHA [21], UrQMD [32]
and DPMJET-III [36]. These are models typically used in air shower simulations.
GHEISHA and UrQMD are implemented in CORSIKA as low energy models (below
80 GeV), whereas DPMJET-III is mostly used at higher energies but is also able to
make predictions at lower energies. Comparing the predictions of these models to the
measured data, distinct discrepancies at low and high momenta become visible. Es-
pecially the decrease of the cross-section to very low momenta is not well described
by the models. Forrt, the prediction of DPMJET-III seems relatively good, however,
DPMJET-IIl underestimates tha~ production at low momenta. At large momenta

the three models are more similar to each other, but none of the models provides an
acceptable description of the data.

As already mentioned in section 5.7, for tuning and modifying models, often a pa-
rametrization of data like the Sanford-Wang formula [91] is used. This is a suitable
method to interpolate between measured energy and phase space regions. However,
this method has some shortcomings. The reliability of parametrizations for extrapolat-
ing to energy and phase space regions where no data are given is unclear.

Fig. 6.3 shows a comparison of and7r™ momentum spectra in p+C reactions with a
continuous Sanford-Wang fit [91]. Concluding from this comparison, at high momenta
and in particular at large angles, the parametrization does not describe the data very
well. Especially forrrt momentum spectra at angles larger than 0.18 rad, the Sanford-
Wang fit deviates considerably from the data and should not be used in an angular
range above 0.18rad.
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Physics wise a very similar behaviour mf andm spectra are expected at low sec-
ondary momenta, because at low momenta the leading particle effect is not dominant.
This is confirmed by the DPMJET-III predictions, see Fig. 6.4 (top panel). How-
ever, the Sanford-Wang parametrization significantly differs betwgeand, see

Fig. 6.4 (bottom panel), which might be a technical artifact as there are no data in this
range. This indicates that the Sanford-Wang parametrization should not be extrapo-
lated to low momenta.

To consider the comparison of the Sanford-Wang parametrization and DPMJET model
predictions, in Fig. 6.5 and Fig. 6.6 the predictions of DPMJET-III for and ™
momentum spectra is shown together with their Sanford-Wang parametrization for
several angular bins. For large angles the spectra predicted by DPMJET-III are harder
than the parametrization of the data.

This comparison shows that parametrizations such as the Sanford-Wang fit have to
be used with caution. One can not expect that this parametrization gives a reliable
extrapolation to unmeasured phase space regions.
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6.2 Comparison of p+C data with preliminary
p+0O, and p+N, data

For completeness in the following first, very preliminary results on pion production

in p+N2 and p+Q at 12 GeV £ [92] measured by HARP are shown, which became
available just prior to submitting this thesis. These reactions are more difficult to
provide by experiments, because fluid targets are more complicated to handle and even
the analysis of those data is more complex. Still, the analysis is based on the analysis
tools developed in this thesis and described for p+C data in chapter 5.

Fig. 6.7 and Fig. 6.8 show a compilation af and i momentum spectra in p+C,
p+N, and p+Q for four angular regions. Due to the lower statistics, a coarser binning
for p+N, and p+Q data is chosen in relation to the binning used for the p+C analysis in
chapter 5 and the binning of p+C data is adapted for this comparison. The spectra look
very similar for the different reactions. The shape of the spectra are nearly identical,
only a different normalization factor can be noticed because of the different nuclear
masses of the target materials. This result confirms the model predictions for p+C and
p+air reactions, see Fig. 3.7 and Fig. 3.8 (p. 29).

This is an important result for future planned experiments needed for measuring ref-
erence data for cosmic ray physics. Owing to the agreement of pion production in
reactions of protons with air nuclei ghNand @) and the pion production in p+C reac-
tions, solid carbon targets, which are easier to handle, can often be used instead.
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7 Conclusions and outlook

The results reported in this thesis contribute to the improvement of our understanding
of EAS simulations and hadronic interactions at low energy. They will help to improve
the reliability of the interpretation of measurements of air shower arrays.

Using simulations of showers in the knee energy range made with a modified version of
the air shower simulation package CORSIKA, the hadronic interactions in an EAS are
studied which are important for the muon production in EAS. Most of the muons are
generated as decay products of charged pions and kaons at an altitude of about 5 km.
About five consecutive hadronic interactions in an EAS take place before a meson
decays into a muon. Most frequently the hadron initiating the hadronic interaction,
in which a meson leading to a muon is produced, is a charged pion and about 21%
of this interactions are initiated by nucleons. The most important energy range of
these reactions is from about 10 to 1000 GeV, whereas the phase space of importance
for muon production covers the most forward directignypeam= 0.3— 1.1, p; =
0—1GeV/c).

These energy and phase space regions are accessible by fixed target experiments. By
surveying all existing data, it has been shown that most of experiments done in the
past were using proton beams on beryllium targets and that their data are very limited
in statistics and phase space coverage. In 2006 p+C data provided by the CERN ex-
periment NA49 have become available in a large acceptance range. Within the work
of this thesis, measurements of p+€,+C andm +C interactions at 12 Ge\¢ have

been added to the available data sets with a carbon target. As simulations show that
collisions of protons with a carbon target are very similar to p+air interactions, these
data sets can be used for tuning models needed in astroparticle physics simulations.

The fixed target experiment HARP at the PS accelerator at CERN has been shown to be
ideally suited for the measurement of hadron production using proton and pion beams
with momenta between 1.5 and 15 G&Vand various targets from light to heavier
elements. Due to the fact that the HARP apparatus consists of two parts, a forward
and a large angle spectrometer, it covers nearly the complete secondary particle phase
space.
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A central part of this thesis is the analysis of p#€,+C andrr +C data at 12 GeW/
measured with the HARP spectrometer. The p+C data cover secondary monwhta of
andrr from 0.5GeV/cto 8 GeV/c and an angular range from 30 mrad to 240 mrad,
whereas ther+C data have an angular acceptance from 30 mrad to 210 mrad. After
calibrating the momentum reconstruction of the HARP forward spectrometer, momen-
tum spectra oft— andrrt are derived for different angular bins and with statistical and
systematic error of the order of less than 10% in the most important regions. For the
latter a detailed analysis of systematic errors has been performed.

To check the reliability of hadronic interaction models which are used for air shower
simulations, the spectra are compared to predictions of these models. None of the mod-
els is able to describe satisfactorily and in detail the measured spectra. Discrepancies
are found especially at low and high momenta.

Many models rely on parametrizations of accelerator data. Therefore a Sanford-Wang
parametrization is given for all measured spectra. From the comparison of the Sanford-
Wang fits with model predictions it is concluded that a very careful use of such para-
metrizations is advisable, if the parametrization is extrapolated to regions where no
data are measured.

The p+C data at 12 Ge\¢/are compared to first, very preliminary results from an
analysis of HARP data on p+Nand p+Q at the same energy. The comparison shows
that indeed secondary momentum spectrarofand i~ of p+C and p+N (p+0,)
reactions are nearly identical up to the overall cross-section normalization. This shows
that for future experiments, which are planned to measure reference data for cosmic
ray physics, carbon targets are a good replacement for the difficult to handle gaseous
or liquid N, or O, targets.

Finally, it should be mentioned that the presented simulation studies of the properties
of hadronic interactions in EAS, which are of importance for the muon production,
formed the basis on the cosmic ray part of the proposal of using the former NA49
detector for a new fixed target experiment. Early this year the proposal was accepted by
CERN and the new NA61 experiment will take first p+C data at 30 GeV in autumn of
2007. The foreseen measurements of importance for astroparticle physics are reactions
of p+C at the energies 30, 40, 50 and 400 GeV an@ at 158 and 400 GeV.



A Additional information on HARP
data

A.l1 Tables of cross-section for " and T
production in p+C, m"+C and m +C reactions
at 12 GeV/c
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Bmin | 6max | Pmin Pmax | d?0™ /(dpdQ)
(mrad) | (mrad) | (GeV/c) | (GeVic) | (mb/(GeV/c sr))
30 60 0.5 1.0 1985 + 408
1.0 15 | 2458 + 350
15 20 |2482 + 311
2.0 25 | 2279 + 310
2.5 3.0 |3316 + 342
3.0 35 |2582 + 314
3.5 40 |2141 + 305
4.0 5.0 1335 + 151
5.0 6.5 1026 + 110
6.5 8.0 452 + 7.8
60 90 0.5 1.0 1917 + 291
1.0 15 2432 + 254
15 20 | 2849 + 279
2.0 25 | 2844 + 243
2.5 3.0 |2149 4+ 198
3.0 3.5 1631 + 158
3.5 4.0 1484 + 152
4.0 5.0 914 + 93
5.0 6.5 369 + 50
6.5 8.0 156 + 27
90 120 0.5 1.0 |2040 + 278
1.0 15 |2437 + 262
15 20 |2694 + 277
2.0 25 | 2213 + 234
2.5 3.0 1680 + 170
3.0 3.5 1405 + 152
3.5 4.0 948 + 156
4.0 5.0 502 + 6.3
5.0 6.5 180 + 29
6.5 8.0 47 + 1.2
120 150 0.5 1.0 |2188 + 306
1.0 15 | 2006 + 234
15 20 | 2713 + 285
2.0 2.5 1943 + 216
2.5 3.0 1157 + 156
3.0 3.5 710 + 107
3.5 4.0 434 + 74
4.0 5.0 299 + 50
5.0 6.5 79 + 21
6.5 8.0 11 + 04
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Bmin | 6max | Pmin Pmax | d?0™ /(dpdQ)
(mrad) | (mrad) | (GeV/c) | (GeVic) | (mb/(GeV/c sr))
150 180 0.5 1.0 |2389 + 341
1.0 15 | 2575 + 269
15 2.0 1737 + 208
2.0 2.5 1213 + 167
2.5 3.0 679 + 118
3.0 3.5 397 £+ 74
3.5 4.0 289 + 6.3
4.0 5.0 141 + 35
5.0 6.5 31 + 1.2
6.5 8.0 05 + 03
180 210 0.5 1.0 | 2801 + 382
1.0 15 1210 + 182
15 2.0 918 + 142
2.0 2.5 420 + 91
2.5 3.0 293 + 71
3.0 3.5 222 + 61
3.5 4.0 151 + 45
4.0 5.0 89 + 29
5.0 6.5 56 + 23
6.5 8.0 07 + 06
210 240 0.5 1.0 1758 + 292
1.0 15 879 + 168
15 2.0 828 + 171
2.0 2.5 401 + 117
2.5 3.0 299 + 82
3.0 3.5 183 + 6.1
3.5 4.0 70 £+ 31
4.0 5.0 35 + 22
5.0 6.5 08 + 08
6.5 8.0 01 + 02

Table A.1: HARP results for the double-differentimt production cross-section in
the laboratory systenti2g™ /(dpdQ), for p+C interactions at 12 Gel¢.
Each row refers to a differeripmin < P < Pmax Bmin < € < 6max) bin,
wherep and 8 are the pion momentum and polar angle, respectively. The
central value as well as the square-root of the diagonal elements of the
covariance matrix are given.
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Bmin | 6max | Pmin pmax | d?0” /(dpdQ)
(mrad) | (mrad) | (GeV/c) | (GeVic) | (mb/(GeV/c sr))
30 60 0.5 1.0 1354 + 305
1.0 15 | 2125 + 308
15 20 |2306 + 321
2.0 2.5 1136 + 219
2.5 3.0 1226 + 226
3.0 3.5 981 + 189
3.5 4.0 823 + 148
4.0 5.0 575 + 104
5.0 6.5 232 + 6.2
6.5 8.0 51 + 43
60 90 0.5 1.0 1513 + 249
1.0 15 1806 + 220
15 2.0 1916 + 213
2.0 2.5 1582 + 180
2.5 3.0 1017 + 140
3.0 3.5 851 + 120
3.5 4.0 645 + 122
4.0 5.0 372 + 55
5.0 6.5 125 + 28
6.5 8.0 18 + 1.0
90 120 0.5 1.0 | 2174 + 312
1.0 15 2047 + 232
15 2.0 1851 + 210
2.0 2.5 1321 + 165
2.5 3.0 918 + 138
3.0 3.5 605 + 9.2
3.5 4.0 307 + 51
4.0 5.0 244 + 52
5.0 6.5 31 + 11
6.5 8.0 01 + 01
120 150 0.5 1.0 | 2305 + 345
1.0 15 1989 + 237
15 2.0 1307 + 174
2.0 2.5 797 + 127
2.5 3.0 66.7 + 113
3.0 3.5 525 + 9.6
3.5 4.0 249 + 52
4.0 5.0 140 + 35
5.0 6.5 31 + 13
6.5 8.0 03 £+ 0.2
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Omin | 6max | Pmin pmax | d?0” /(dpdQ)
(mrad) | (mrad) | (GeV/c) | (GeV/c)| (mb/(GeV/c sr))
150 180 0.5 1.0 1934 + 289
1.0 1.5 1428 + 200
1.5 2.0 1376 + 193
2.0 2.5 821 + 131
2.5 3.0 602 + 112
3.0 3.5 273 + 6.2
3.5 4.0 179 + 5.0
4.0 5.0 98 + 33
5.0 6.5 08 =+ 0.7
6.5 8.0 |0.005 + 0.018
180 210 0.5 1.0 2420 + 351
1.0 1.5 1340 + 198
15 2.0 1076 + 168
2.0 2.5 637 + 119
2.5 3.0 284 + 7.2
3.0 3.5 144 + 4.6
3.5 4.0 74 + 3.4
4.0 5.0 20 + 1.3
5.0 6.5 03 =+ 0.4
6.5 8.0 0.03 =+ 0.1
210 240 0.5 1.0 1194 + 213
1.0 15 854 + 149
1.5 2.0 926 + 184
2.0 2.5 403 + 106
2.5 3.0 155 + 54
3.0 3.5 87 + 4.2
3.5 4.0 31 + 2.3
4.0 5.0 16 + 1.6
5.0 6.5 02 + 04
6.5 8.0 |0.001 + 0.013

Table A.2: HARP results for the double-differentmt production cross-section in
the laboratory systeni?c™ /(dpdQ), for p+C interactions at 12 Ge/\¢.
Each row refers to a differeripmin < P < Pmax Bmin < € < 6max) bin,
wherep and 8 are the pion momentum and polar angle, respectively. The
central value as well as the square-root of the diagonal elements of the
covariance matrix are given.
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Omin | Omax | Pmin | Pmax | d?0™ /(dpdQ)
(mrad)| (mrad)| (GeV/c) | (GeV/c)| (mb/(GeV/c sr))
30 60 0.5 15 1861 + 826
15 2.5 1681 + 633
2.5 3.5 3441 + 859
3.5 5.0 2936 + 619
5.0 6.5 1728 + 456
6.5 8.0 1913 + 472
60 90 0.5 15 2518 + 687
15 2.5 3277 + 64.0
2.5 3.5 2362 + 524
3.5 5.0 1744 + 364
5.0 6.5 1455 + 319
6.5 8.0 483 + 149
90 120 0.5 15 2606 + 631
15 2.5 3227 + 635
2.5 3.5 2308 + 46.1
3.5 5.0 1488 + 336
5.0 6.5 585 + 184
6.5 8.0 224 + 94
120 150 0.5 15 1739 + 532
15 2.5 2568 + 601
2.5 3.5 1732 + 450
3.5 5.0 7.0 + 255
5.0 6.5 309 + 151
6.5 8.0 75 + 6.8
150 180 0.5 15 1760 + 547
15 2.5 1611 + 521
2.5 3.5 1324 + 428
3.5 5.0 250 + 156
5.0 6.5 207 + 165
6.5 8.0 44 + 7.1
180 210 0.5 15 2129 + 713
15 2.5 750 + 346
2.5 3.5 789 + 409
3.5 5.0 287 + 240
5.0 6.5 82 + 134
6.5 8.0 04 + 29

Table A.3: HARP results for the double-differentiat production cross-section in the
laboratory systemg2g™ /(dpdQ), for r"+C interactions at 12 Gert.
Each row refers to a differerippin < P < Pmax, Omin < € < Bmax) bin,
wherep and 8 are the pion momentum and polar angle, respectively. The
central value as well as the square-root of the diagonal elements of the
covariance matrix are given.
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Omin | Bmax | Pmin pmax | d’0™ /(dpdQ)
(mrad)| (mrad)| (GeV/c) | (GeV/c)| (mb/(GeV/c sr))
30 60 0.5 15 1329 + 646
15 2.5 1726 + 693
2.5 3.5 1879 + 682
3.5 5.0 1254 + 461
5.0 6.5 1031 + 372
6.5 8.0 921 + 334
60 90 0.5 15 1574 + 588
15 2.5 1615 + 488
2.5 3.5 1367 + 413
3.5 5.0 857 4+ 257
5.0 6.5 526 + 183
6.5 8.0 123 + 9.7
90 120 0.5 15 1921 + 559
15 2.5 1043 + 336
2.5 3.5 2160 + 536
3.5 5.0 348 + 150
5.0 6.5 334 + 148
6.5 8.0 99 + 6.8
120 150 0.5 15 1433 + 56.2
15 2.5 1428 + 501
2.5 3.5 858 + 321
3.5 5.0 527 + 273
5.0 6.5 36 + 57
6.5 8.0 01 £ 04
150 180 0.5 15 207.8 + 647
15 2.5 1686 + 522
2.5 3.5 428 + 27.6
3.5 5.0 92 + 138
5.0 6.5 37 + 99
6.5 8.0 01 £ 11
180 210 0.5 15 2415 + 740
15 2.5 1242 + 481
2.5 3.5 398 + 316
3.5 5.0 43 + 113
5.0 6.5 001 + 0.26

Table A.4: HARP results for the double-differentiat production cross-section in the
laboratory systemg?c™ /(dpdQ), for " +C interactions at 12 GeX¢.
Each row refers to a differeripmin < P < Pmax Bmin < 6 < 6max) bin,
wherep and 8 are the pion momentum and polar angle, respectively. The
central value as well as the square-root of the diagonal elements of the
covariance matrix are given.
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Omin | Bmax | Pmin pmax | d?0™ /(dpdQ)
(mrad)| (mrad)| (GeV/c) | (GeV/c)| (mb/(GeV/c sr))
30 60 0.5 15 1926 + 279
15 2.5 2010 + 235
2.5 3.5 1769 + 216
3.5 5.0 1341 + 149
5.0 6.5 957 + 110
6.5 8.0 724 + 101
60 90 0.5 15 1962 + 211
15 2.5 1839 + 176
2.5 3.5 1585 + 142
3.5 5.0 920 + 88
5.0 6.5 569 + 6.9
6.5 8.0 179 + 35
90 120 0.5 15 2471 + 254
15 2.5 2201 + 199
2.5 3.5 1643 + 155
3.5 5.0 859 + 97
5.0 6.5 237 + 40
6.5 8.0 29 + 0.8
120 150 0.5 15 1897 + 210
15 2.5 1724 + 185
2.5 3.5 944 + 115
3.5 5.0 546 + 75
5.0 6.5 98 + 28
6.5 8.0 11 + 05
150 180 0.5 15 1933 + 225
15 2.5 1683 + 187
2.5 3.5 80.3 + 115
3.5 5.0 185 + 45
5.0 6.5 15 £ 1.0
6.5 8.0 0.02 + 0.04
180 210 0.5 15 1702 + 214
15 2.5 1094 + 150
2.5 3.5 425 + 88
3.5 5.0 88 + 32
5.0 6.5 12 + 11
6.5 8.0 03 + 05

Table A.5: HARP results for the double-differentiat production cross-section in the
laboratory systemg2g™ /(dpdQ), for 7 +C interactions at 12 Gert.
Each row refers to a differerippin < P < Pmax, Omin < € < Bmax) bin,
wherep and 8 are the pion momentum and polar angle, respectively. The
central value as well as the square-root of the diagonal elements of the
covariance matrix are given.
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Bmin | Bmax | Pmin pmax | d?0™ /(dpdQ)
(mrad)| (mrad)| (GeV/c) | (GeV/c)| (mb/(GeV/c sr))
30 60 0.5 15 1843 + 279
15 2.5 2769 £+ 305
2.5 3.5 2564 + 26.3
3.5 5.0 2353 + 191
5.0 6.5 2505 + 214
6.5 8.0 2536 + 169
60 90 0.5 15 2421 + 259
15 2.5 2940 + 239
2.5 3.5 2406 + 183
3.5 5.0 1947 + 132
5.0 6.5 1256 + 9.1
6.5 8.0 788 + 7.9
90 120 0.5 15 3082 + 322
15 2.5 3164 + 267
2.5 3.5 2565 + 214
3.5 5.0 1428 + 122
5.0 6.5 682 + 7.1
6.5 8.0 282 + 41
120 150 0.5 15 2603 + 290
15 2.5 2287 + 215
2.5 3.5 1554 + 161
3.5 5.0 847 + 100
5.0 6.5 288 + 49
6.5 8.0 85 £ 22
150 180 0.5 15 2603 + 298
15 2.5 2265 + 230
2.5 3.5 869 + 117
3.5 5.0 475 + 7.2
5.0 6.5 115 + 28
6.5 8.0 35 £ 13
180 210 0.5 15 2400 + 287
15 2.5 1031 + 139
2.5 3.5 500 + 85
3.5 5.0 167 + 3.7
5.0 6.5 72 + 23
6.5 8.0 23 £ 10

Table A.6: HARP results for the double-differentiat production cross-section in the
laboratory systemg?c™ /(dpdQ), for m +C interactions at 12 GeX¢.
Each row refers to a differerippin < P < Pmax, Omin < € < Bmax) bin,
wherep and 8 are the pion momentum and polar angle, respectively. The
central value as well as the square-root of the diagonal elements of the
covariance matrix are given.
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A.2 Fit results of Sanford-Wang parametrization

In Tabs. A.7, A.8 and A.9 the results of the Sanford-Wang fit onttheand m~ mo-
mentum spectra of p+Qy*+C andmm +C data are summarized. For these fits the
Sanford-Wang function (Eqg. (5.7.1) on page 81) has been integrated over momentum
and angular bin widths of the data. However, the results are nearly identical to the fit
results without integration over individual bins.

Several parameters are strongly correlated resulting in large errors of the extracted
parameters. Further assumptions would have to be made to reduce the number of
parameters as has been done, for example, in the p+Al and p+Be HARP analyses [81,
85]. This is not done here as the parametrization does not give an adequate description
of the spectra at high momenta and large angles.

Table A.7: Sanford-Wang parameters and errors obtained by fitting the p+C dataset.

| Parametef m mh |

C1 136.12+ 135.16| 143.6 A 164.87
Co 0.55+ 0.76 1.17+ 0.67
C3 0.24+ 2.54 2.46+ 1.09
Ca 4,29+ 3.16 1.73+0.42
Cs 2.29+ 2.88 1.68+ 0.15
Cg 6.22+ 3.50 6.90+ 3.03
C7 0.16+0.17 0.21+0.16
Cg 21.41+ 39.03 | 37.43+ 29.15
X 50 72

ndf® 62 62

andf = number of degrees of freedom
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Table A.8: Sanford-Wang parameters and errors obtained byfitierrt +C dataset.

| Parametet m mh |
C1 52.24+ 162.85] 87.22+ 165.98
Co 1.88+1.97 1.35+ 1.49
C3 0.94+1.96 | 0.95+78.23
Cs 150+ 0.60 | 0.87+17.57
Cs 2.02+ 0.56 1.20+ 9.79
Co 10.71 6.65 6.10+ 4.59
c7 0.18+0.19 0.30+ 0.29
Cs 7.73+28.64 | 43.44+50.36
X2 20 15
ndf 28 28

andf = number of degrees of freed

om

| Parametef m mh |
C1 117.17+ 8.00 | 44.81+ 38.07
Co 1.144+ 0.05 1.57+0.51
C3 0.0004+ 88.46| 0.11+4.37
Ca 0.304+ 98.91 4.83+ 6.35
Cs 1.63+50.29 3.224+4.37
Co 571+ 0.33 | 9.08+ 1.96
Cy 0.26+0.01 0.26+ 0.08
Cg 38.85+4.93 | 27.24+ 13.19
X2 87 101
ndf® 28 28

andf = number of degrees of freedom

Table A.9: Sanford-Wang parameters and errors obtained by fitting th€ dataset.
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